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Abstract

This dissertation consists of three essays. The first one studies the effect of labor
policy, in particular of firing costs, on financially restricted firms. It proposes and
models an effect of firing costs that has not been described in the literature so far.
When a time gap exists between production and its associated revenues, firing can
become a liquidity adjustment tool that allows firms to increase their short-term
liquidity. The presence of firing costs reduces the ability of firms to use this tool.
This reduction negatively affects the optimal levels of investment and production of
financially restricted firms. I present empirical evidence in line with this effect.

The second essay studies the empirical relationship between aggregate macroeco-
nomic volatility and idiosyncratic firm-level volatility. This relationship is a testable
implication of a rich set of theoretical models available in the literature. I propose a
consistent estimator of the variance of firms’ real sales growth rate (proxy for idio-
syncratic volatility) based on the cross-sectional properties of firms’ distribution. I
use optimal structural break tests and long-run relationship tests to study the rela-
tionship between aggregate and idiosyncratic firm-level volatility. The main empirical
results suggest a negative and significant long-run relationship.

The third essay, coauthored with Norman Loayza, analyzes potential monetary
and fiscal policy biases that could result from the interaction between fiscal and
monetary authorities—in a macro-policy environment where the monetary authority
is committed to independently controlling inflation. We show that an increase in the
divergence of authorities’ preferences, with respect to the short-run trade-off between
output and inflation gap, could lead to higher fiscal deficits and higher interest rates.
We use a game-theoretic model to analyze this interaction, and we present supporting
empirical evidence based on a panel data estimation for industrial countries.
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Chapter 1

Labor’s Liquidity Service and
Firing Costs

The firing costs literature highlights two mechanisms by which firing costs affect firms’
behavior: i) the efficiency cost created by the incentive to keep workers with expected
marginal productivity below their wage (e.g.: Bentolila and Bertola 1990 and Lazear
1990); and ii) the effect that the cost of firing has on the bargaining process between
employees and employers (e.g.: Caballero and Hammour 1998 and Blanchard 2000).
This paper draws attention to an additional and independent mechanism that builds
from firms’ demand for liquidity. The presence of financial restrictions, and the
resulting demand for liquidity, has been documented in the finance-related literature
(Lamont 1997, Rauh 2005, among others). However, financial restrictions have been
largely absent from the discussion of labor regulation.

The conventional views describe firing as an instrument either to adjust production
to its efficiency level, or as a bargaining tool. When there is a time gap between
production and its associated revenues, firing can also be understood as a liquidity
adjustment tool that allows firms to increase their short-term net working capital. In
other words, net liquidity is created by firing. From this perspective, a firm in need
of liquidity might find it convenient to fire a worker even if his expected marginal
productivity (in present value) is higher than his wage. This would allow the firm
to increase its net liquidity position, and as a result, relax its financial restriction. I
define this feature as labor’s liguidity service.

The value of labor’s liquidity service is affected by the presence of firing costs.
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On the one hand, higher firing costs imply that more labor separations (potentially
costly separations) will be needed per unit of liquidity raised by firing. On the other
hand, higher firing costs could lock a firm into unavoidable situations, such as forced
liquidation or the inability to invest in more profitable endeavors with minimum-scale
requirements. Thus, the presence of firing costs reduces the value of labor’s liquidity
service, which in turn affects firms’ demand for liquidity and reduces firms’ demand
for inputs (a downward scaling effect). I define this effect as liguidity service effect of
firing costs.

In the case of a firm with enough internal financial resources, or with access to
enough external sources of finance, an increase in firing costs will not have the above-
mentioned effect. No financial restrictions are present in such a case; the demand for
liquidity is zero, and therefore, the effect of the interaction between firing costs and
financial restrictions does not operate.

Employment protection legislation (EPL), in the form of dismissal procedures and
severance-penalty payments, is present in many countries around the world. Figure
1.1 shows the OECD’s employment protection index EPL for OECD countries with
available data. The ELP index shows the well known presence of high employment
protection levels in some European countries vis-a-vis the USA. Overall, the data do
not present a significant declining trend during the last decade (the average value for
the late 1980’s is 2.2 and for 2003 is 2.1).

The presence of employment protection, plus the existing evidence in the finance-
related literature that liquidity is important for firms, suggests that the liquidity
service effect of firing costs can have important macroeconomic aggregate effects. It
can not only affect the medium growth rate of an economy, but also the transitional
dynamics. The effects on the speed of employment recovery after a recession can
be of particular interest. Some facts suggest that these effects can be important: i)
small firms employment levels represent an important share of total employment and
total gross job creation (e.g.: in the USA, small firms with 10-249 employees repre-
sent approximately 30% of total employment, and small firms with 20-99 employees
represent approximately 22% of total gross job creation); and ii) small firms tend to
have less, and more pro-cyclical, credit access than large firms (Gilchrist and Gertler
1994).1

IThe estimates of small firms’ importance are based on data from the US Bureau of Labor
Statistics and from Davis et al. (1996).
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Figure 1.1. The ELP index corresponds to the OECD employment pro-

tection legislation of regular employment. Source: Employment Outlook,
OECD (2004).

This paper also draws implications for studying welfare effects of firing costs.
Hopenhayn and Rogers (1993), and the literature that followed ?, have characterized
the welfare effect of firing costs in neoclassical general equilibrium models. In these
papers, capital accumulation is only indirectly affected by firing costs—firing costs
affect employment levels, and employment levels affect the marginal productivity
of capital. When considering the liquidity service effect of firing costs, a new and
potentially important effect arises. Operating through the firms’ cash flow constraint,
firing costs have a direct effect on the capital accumulation of financially restricted
firms.

The paper proceeds as follows. Section 2 presents a 3-period model that studies
the liquidity service effect of firing costs. Section 3 provides empirical evidence in line
with the liquidity service effect of firing costs. I find a relatively stronger negative
effect of firing costs on value added of industries with higher liquidity requirements.
In addition, I find a relatively stronger negative effect of firing costs on value added
of small firms in more labor intensive sectors. Section 4 concludes and discusses
implications for labor policy design.

2Alvarez and Veracierto (2001) and Veracierto (2001), among others.
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1.1 A Model of Labor’s Liquidity Service and
Firing Costs

1.1.1 The setting

Assume an entrepreneur that starts period 1 with initial wealth W and has access to a
profitable investment project. The project lasts for 3 periods (investment, production,
and output), uses labor and capital in fixed proportions (Leontief technology), and
has constant returns to scale.

In period 1, the entrepreneur sets up a firm to undertake the project and chooses
the project’s scale H—the firm operates under conditions of limited liability, and the
scale of the project has a maximum size of H. Given the scale chosen, the firm hires
H workers (e.g.: trainee and start-up duties), and pays eH for this investment (e.g.:
plant and wages). The firm can fire workers in period 2 in order to keep only L < H
workers for production. The firm’s labor-related cash outflow in period 2 is then
wL +y(H — L), where 9 represents the level of firing costs faced by the firm (¢ > 0).
Note that the production technology assumes that production cannot be increased
instantaneously (e.g.: the necessary equipment needed per worker takes one period
to be installed). In period 3, the firm output is F(L) = AL.

The project is not free of uncertainty from the financial side. In period 2, the en-
trepreneur faces a stochastic liquidity shock Z that hits her level of wealth. This lig-
uidity shock is private information for the entrepreneur—a highly valued investment
or consumption opportunity (following Diamond and Rajan 2001). As a result, the
disposable wealth of the entrepreneur in period 2 is W —eH — Z, where Z ~ U[Z, Z].

Following Hart and Moore (1994), I assume that the outcome in period 3 is not
verifiable (private information), and that firm'’s investment is specific to the entrepre-
neur. Due to the fact that the entrepreneur cannot contract upon the firm’s future
outcome, the access to external sources of finance is limited.

As a result of these last two assumptions, the entrepreneur has to cover the lig-
uidity requirements of period 2 with her disposable wealth. If these liquidity needs
are not financed, the entrepreneur is forced to liquidate the firm. This financial re-
striction creates a demand for liquidity in period 1, with the purpose of building a
cash buffer stock to face the uncertainty in period 2 (insurance purposes).

16



1.1.2 The problem of the entrepreneur

The problem of the entrepreneur can be written as follows. Given W, the entrepreneur

maximizes the value of the firm: 3

V(W) —eH +E (F(L) - wL — (H — L))(1 - I) (1.1)

= max
H, I()! L()

Subject to:
H<H L<H

W-eH—-Z>wL+(H-L)y if 1=0

W > eH

Where the control variable I takes the value of 1 if the entrepreneur liquidates the
firm in period 2 or the value of 0 if she does not liquidate.

Once the entrepreneur has decided the firm’s scale in period 1, in period 2 she has
to decide the optimal labor force L. The marginal cost of an extra unit of L is either
the full cost of liquidation or w — 1. With respect to the decision in period 1, note
that the marginal cost of an additional unit of H is always higher than or equal to
e + w (higher because of the possible costs associated with the presence of financial
restrictions). This is true only until the net benefit of staying in business is higher or
equal to the net benefit of liquidating the firm. Since the firm is under conditions of
limited liability, the entrepreneur may find it convenient to liquidate the firm if the
restructuring needed is big enough.

Thus, in period 2 the optimal strategy for the entrepreneur is to hit the corner
given by H or by the financial restriction, unless the necessary restructuring makes
the project unprofitable. With this in mind, the optimal decision in period 2 can be

written as:
H, if Z < ZF,
twH = Y= Zw'_h;(e ¥ 2R <7< 2" (1.2)
0 (liquidation) , if ZL < Z.

3This formulation is equivalent to assuming a risk neutral entrepreneur that maximizes the sum
of her consumption from period 1 to period 3.

17



Where Z¥ and Z” are given by:

ZF(W,H) = min{W - eH —wH , Z}
ZY(W,H) = min{W — eH —0H , Z} , (1.3)

and 0 is defined as 0 = A_—:}‘@—.

The function ZF (W, H) represents the maximum size of the liquidity shock, such
that an entrepreneur with a firm of size H, and resources W — eH at the beginning
of period 2, can finance herself throughout the project. If Z > Z¥(W, H) the entre-
preneur does not have access to enough liquidity, unless she creates internal liquidity
by firing part of the firm’s labor force. Faced with this situation, the entrepreneur’s
optimal decision is to finance the firm by reducing its scale to L and firing H — L
workers.

The entrepreneur could continue financing the project only if the liquidity shock
is not larger than W — eH — ¢ H—when even firing all the work force does not
create enough liquidity to finance a higher cash outflow in period 2. However,
the entrepreneur will not necessarily finance the firm at that level of the liquidity
shock, because she might find it convenient to liquidate the firm before reaching that
point. The threshold level of the liquidity shock ZZ(W, H), such that the entrepre-
neur decides to liquidate for any higher level, is given by the following condition:
AL — Lw — ¢(H — L) > 0. That is, staying in business is at least as profitable as
liquidating the firm. Given the optimal level of labor in period 2, we can solve for
ZL(W, H). *

The problem of the entrepreneur represented in equation 1.1 can be rewritten as:

ZL(W,H)
V(W) = max —cH + /Z F(L) — wL — (H — Lyp dG(2) (1.4)

Subject to the set of restrictions in equations 1.2 and 1.3 and to W > eH.

4Note that w > 6+, which implies that ZF (W, H) < ZL(W, H) (strong inequality unless ¢ > w).
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1.1.3 Optimal scale

The first order condition (FOC) for the problem of the entrepreneur can be expressed
as:

ZF (W,H)
0=—e+ /Z (A - w) dG(2)+

Lo (=) 22y (1= )
(1.5)

The first line in equation 1.5 represents the standard FOC of a firm in an economy
without capital market imperfections (pledgeable outcome). In this economy, enough
funds would always be available as long as the project has a positive net present value
(ZF = Z* = Z). The optimal scale H in this first best world would be given by H.

The second line in equation 1.5 represents the marginal effect of increasing the
scale H in period 1 on the expected cost of restructuring (in the states of nature where
a downward scaling is necessary to create liquidity). The first term in the integral
represents the cost associated with the net marginal income loss due to the marginal
increase in production destruction. The second term represents the marginal increase
in firing cost expenses due to the marginal increase in destruction.

For all states of nature where the liquidity shock in period 2 is above Z%(W, H),
the entrepreneur liquidates the firm and faces a continuation value of zero.

The first best allocation H is not restricted to firms in economies with perfect
capital markets. In an economy with capital market imperfections, entrepreneurs
with a strong financial position also choose the optimal allocation H. In this model,
entrepreneurs with a strong financial position are defined as entrepreneurs with initial
wealth W, such that: °

(A-w—-e)w—-19)

W>W=He+w)+Z - (A—w+9Y)(e+w)

(Z-2)

5Depending on the parameter values, the minimum W, such that H* = H, could imply that
ZE(W) = Z or that ZE(W) < Z. Tf A > Yzeo9)2-8) then ZL(W) = Z. That is, if the
maximum size of the project is sufficiently high, then the minimum W, such that H* = H, implies
that ZX(W) = Z. Without loss of generality, and in order to simplify the presentation, I am going

to assume that this condition holds.
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Solving for H in equation 1.5 determines the firm’s optimal scale H* when W < W.
In deciding the optimal scale, the entrepreneur faces a trade-off between expanding the
initial investment to increase profitability in the good states of nature, and taking
a more conservative investment policy to reduce the cost of restructuring, or even
liquidation, in the bad states of nature. The risk of the marginal unit of H decreases
as initial wealth increases. As a result, the initial investment responds positively to
an increase in initial wealth.

This trade-off is confirmed with the closed solution for H*.

( H, if W< W;
~ A-w—e)(w—2y) 7
W -2+ a2 - 2)
H*(W) =« e+w ’

W-Z+ 552 -2)

{ e+w+(%%%3(A—w+(e+w);ﬁ)’

: B 1.
EWPSWSW; g

if W < W5,

Where W = Z+ A-eesllierueniet 20)(7 — Z) is a threshold level of initial wealth
W such that below WZ it is true that ZX(W) < Z, and above W2 it is true that

ZL(W) = Z. Appendix 1.A.1 shows the details of this derivation.

As expected, the optimal scale H* increases with the level of initial wealth W
(strong inequality within the interior solution range):

OH*
>
ow 20

The response of the optimal scale to an increase in initial wealth is higher at high levels
of W (W > WB). This is explained by the fact that there is no risk of liquidation
when W > W&,

This scale decision under the presence of financial restrictions parallels a portfolio
problem: the entrepreneur decides how much of her wealth W to allocate in the high-
return and high-risk asset (H), or in the low-return and low-risk asset (cash-liquidity).
There are two additional elements in this case: i) the scale H and the marginal risk
of an additional unit of H are positively related; and ii) the level of initial funds W
and the marginal risk of an additional unit of H are inversely related.

20



1.1.4 The effect of firing costs

In this model firing costs have two effects. On the one hand, an increase in firing costs
makes the restructuring more costly. For each worker in excess that the firm hires in
period one (that has to be fired in the restructuring region), the firm has to fire %
additional workers. The numerator (e + 1) represents the amount of liquidity used
by each worker in excess, and the denominator (w — ) represents the amount of net

liquidity raised by firing an additional worker.

If ¥ = 0, the entrepreneur is fully flexible to accommodate the liquidity resources
allocated to labor in period 1. In the bad states of nature, she can transform each
dollar assigned to wages in period 2 into a dollar of liquidity. As 1 increases, the value
of this liquidity service decreases. Creating liquidity by firing is additionally taxed
and more restructuring is needed to cover the same liquidity requirements in period
2. In the limit as 1) — w, labor hired in period 1 becomes a fully fixed production
factor and ZL' — ZF.

On the other hand, an increase in firing costs decreases the region of restructuring
(by increasing the region of liquidation), and increases the cost of liquidation. This
last effect only applies to entrepreneurs with sufficiently low level of initial wealth
(W < W5B).

In summary, the presence of firing costs affects the firm by making the restruc-
turing process more costly and increasing the liquidation risk. As a result, it creates
the incentive to have a more conservative investment/employment policy (downward
scale effect). This argument is checked by differentiating equation 1.6. ©

<0, fW<W;

50 | ) (1.7)
=0, if W>W.

The optimal scale of an entrepreneur with a strong financial position (W > W)
is not affected by the presence of firing costs. Given her financial resources, either
the risk of restructuring is zero, or small enough that the higher expected return
compensates the risk at scale H.

8To see the effect in the case that W < W2, note that a necessary condition for the project to
be profitable is that A —w > e.
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The result of firing costs having no effect on unrestricted firms is not a general
result. To simplify and highlight the presentation of the liquidity service effect of
firing costs, the model presented in this paper shuts down the pure efficiency effect of
firing costs (by eliminating the stochastic component of labor productivity). Allowing
for this type of shock would not change the main conclusion: firing costs have a
differentiated effect on financially restricted and unrestricted firms, creating larger
distortions on financially restricted firms.

1.1.4.1 Less creation. Less destruction?

A key feature of dynamic models of firing costs is the fact that firing costs reduce
the willingness to hire workers, but they also reduce the incentives to fire workers.
This point is well summarized in Bentolila and Bertola’s (1990) model, where they
show that an increase in firing costs could have either a positive or negative effect on
steady state employment level. In this sense, firing costs reduces creation, but also
reduces destruction. 7 &

In the model presented in this paper, we already studied the financially-related
negative effect that firing costs have on creation (‘c{a—fg). With respect to destruction,
there are two ways in which it could be affected by the presence of firing costs: i)
affecting the effective scale of production in period 2; and ii) affecting the optimal
scale in period 1 (assuming that the firm starts period 1 with a labor force greater
than zero). The latter effect is equivalent to the incentive to reduce firing in Bentolila
and Bertola’s (1990) model.

Effective scale of production in period 2

From equation 1.7 we know that the optimal scale H* reduces as the level of firing
costs increases (for a given level of initial wealth). However, a reduction in H* implies
less risk of restructuring and/or liquidation in period 2. That is, the expected value
of labor in the second period, E L, could be lower because of lower H*, or could be
higher because of lower need of destruction. There is an additional effect to these
dynamics: for a given level of H*, an increase in firing costs increases the level of

"What is unambiguous though, is the negative effect of firing costs on turnover.
8In their calibrations, they find that firing costs have a small, but positive effect on steady state

employment level.
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destruction in the second period. This last effect goes unambiguously in the direction
of lowering E L.

We can use the 3-period model presented in this paper to study these dynamics.
In this setting, the expected value of labor in the second period is defined as follows.

EL = [* H dG() + / " L(H") dG(2) (1.8)
-/ i |

Note that the expected value of labor in period 2 can be written as a function of the
optimal scale in period 1 and the level of firing costs: E L* = A(H *(W), 1,0). Therefore,

OEL* OA(H*,y) OH* " OA(H",¢)
o ~  OH* o oY

(19)

The first term in equation 1.9 represents the first two effects mentioned before.
That is, the indirect effect that firing costs have over the expected production level
in period 2—through the effect that firing costs have over H*, and H* over E L*. In
the present model, the effect of reducing H* in period 1 dominates the corresponding
reduction in production destruction in period 2.

OA(H*,7)

Sg >0 (1.10)

Appendix 1.A.2 shows the details of this derivation. We already know that %: <0,

so the indirect effect of firing costs on IE L* is also negative.

The third effect mentioned—that for a given level of H*, an increase in firing costs
increases the level of destruction in the second period—reinforces the result implied
by equation 1.10. As a result,

OEL* _ OA(H*,¢) OH* OA(H*,¢)
5y eH* oy T ov

<0 (1.11)

Thus, an increase in firing costs reduces the firm’s initial investment/employment
decision, as well as the expected level of production in period 2. In other words, the
effective creation level, associated to IE L*, responds negatively to an increase in firing
costs.
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Optimal scale and firing in period 1

How does the optimal scale H* change if the firm starts period 1 with a labor force
of size L~ > H*? In the model presented in this paper, this scenario would create
an incentive to reduce destruction, as in the models with no financial restrictions like
Bentolila and Bertola’s 1990. However, the incentive to reduce destruction is smaller
than the one created in the standard models of firing costs. Even more, for certain
parameter values, the fact that L~ > H* can become an incentive to increase, instead
of reduce destruction.

When L~ > H*, the problem of the entrepreneur can be written as follows. Given
W and L~, the entrepreneur maximizes the value of the firm:

V(W,L") —eH — L™ — HI* + E(F(L) —wL — (H - L)$)(1 - 1)

(1.12)

= max
H, 1(), L(})

Subject to: _
H<H L<H

W —eH—[L-—H*-~Z>wL+(H—-L)yp if I=0

W > eH +¢[L™ — H]*

Where the control variable I takes the value of 1 if the entrepreneur liquidates the
firm in period 2 or the value of 0 if she does not liquidate.

The FOC of this problem is similar to the FOC of the original problem (equation
1.5), but with an additional term (the first one). For the case when ZX < Z: 9

o (¢ HA—wW)(L - H)) Lo et (A-s) [ dot+

(Z-2) z
5 [é—wrf%?—w(l—%?f—fz)] aw

Appendix 1.A.3 shows the details of this derivation.

9When Z% = Z, the additional term is (¢v - y'("‘(jl‘;;“(‘“z)?g’)'”)) 1(->u}- When ZF = Z,

the additional term is Y1 -5y
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The term 1 (;--p) represents the standard incentive to reduce firing created
by the presence of firing costs. If the entrepreneur has a strong financial position
(W > W), then the presence of firing costs will have the standard effect. Note that
adding a positive term to the FOC implies that H* has to increase in order to balance
the FOC.

When financial restrictions are present, the term 91 {1-5 g} is counter-balanced
with the term —ﬂA;(‘;)ég—_Hl]l (L->H}, which represents the cost associated to the
worsening of the firm’s liquidity position. If this last term is sufficiently negative, the

incentive to reduce firing would become an incentive to increase firing.

In sum, the effect behind the standard argument that firing costs reduce destruc-
tion is also present in the model shown in this paper. However, the resulting effect
is the same only for financially unrestricted firms. For financially restricted firms,
the fact that L~ > H* can either i) create an incentive to reduce destruction, but
with less intensity than for unrestricted firms, or ii) become an incentive to increase
destruction.

These results suggest that the differentiated effect of firing costs on financially
restricted firms—a relatively stronger downward scaling effect compared to financially
unrestricted firms—is present at the creation margin as well as at the destruction
margin.

1.2 Empirical Analysis

The main conclusion from the theoretical model is that firing costs have a stronger
negative effect on production levels when financial restrictions are present. I study
this conclusion empirically by analyzing the effect that the interaction between firing
costs and financial restrictions have on production, controlling for the corresponding
individual effect of firing costs and financial restrictions. In other words, the null
hypothesis tested is that the effect of firing costs does not depend on the presence of
financial restrictions.

The empirical approach is based on two sets of econometric analysis. The first one
centers on industry level data for a panel of countries (manufacturing sector). Bor-
rowing from the methodology proposed by Rajan and Zingales (1998), the presence
of financial restrictions is identified using cross-industry differences in the degree of
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liquidity requirements implied by their technology of production. The legal level of
firing costs in each country, as defined by its labor law, is used as the source for layoff
costs variation. Using regression analysis, I test if the effect of firing costs on indus-
tries’ value added (measured as their corresponding share of national manufacturing
value added) depends on their level of liquidity requirement.

One advantage of this analysis is that it allows the econometrician to control for
country characteristics. This is important because country characteristics, such as
financial and other labor institutional arrangements, could be correlated with the
outcome measure and the legal level of firing costs. Since firing costs represent a
country level characteristic, many cross-country studies that analyze the effect of
firing costs do not control for this feature. 1 Another advantage of this strategy
is that it relies on an exogenous source of financial restrictions variation. Centering
on firms’ characteristics, such as firms’ levels of debt or financial ratios, could create
endogeneity problems: these characteristics could determine a firm’s level of access to
credit markets, but they are at the same time also determined by the firm’s behavior.

The empirical analysis I follow is not free of limitations. First, labor laws are not
necessarily applied or supervised homogeneously across countries, which could lead
to measurement errors. Second, the identification strategy regarding financial restric-
tions requires the assumption that the technological differences across industries are
common across countries (aggregate differences in these measures across countries
do not pose a problem), and that they can be computed by analyzing the behavior
of firms operating in well developed financial markets (more on this later). Third,
studying industry data is an indirect way of analyzing firm behavior. A more direct
way would be to study firm-level data, although this approach also has its limita-
tions. The above mentioned difficulties in identifying exogenous sources of variation
in financial restrictions could be addressed using firms’ size as a proxy—with the
understanding that small firms tend to have limited or no access to external sources
of finance. This could be done using manufacturing firm-level databases that are
available for some countries. However, most of these databases use plants as their
unit of account. Plants is not the relevant unit of account to address financial issues
related to the plants’ production level because it does not necessarily characterize the
financial entity associated with that level of production. Therefore, using plants as

10This can also be the case for country-time panel data sets. As Layard (1990) states, “Un-
fortunately, changes in severance pay laws are quite rare, so the variation necessary to estimate
within-country effects with great precision is not likely to be present in these data.” (His panel
consists of 22 countries and 29 years.)
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the unit of account undermines the quality of the variable size as a proxy for firms’
difficulty in accessing external sources of finance (as opposed to using firms as the

unit of account).

The second set of empirical evidence studies how the importance of small firms’
aggregate production—as a share of total sector production—varies with the level
of legal firing costs across countries. I use firms’ size as a proxy for firms’ difficulty
in accessing external sources of finance. This analysis is done in a difference in
difference setting by comparing the importance of small firms in a relatively labor
intensive sector (retail) with the importance of small firms in a relatively labor un-
intensive sector (wholesale). Contrasting two sectors allows us to control for country
characteristics, which, as mentioned before, is important for this type of estimations.
The identification strategy assumes that the liquidity effect of firing costs is less
important in the labor un-intensive sector: in the extreme case of a firm that uses
no labor, the liquidity effect of firing costs is zero. The advantage of using retail and
wholesale is that both are large sectors and belong to the same supply chain.

Many of the issues discussed for the first empirical analysis apply to this second
analysis as well. One further challenge in this case is how to define small firms. More
than one criterion can be used to identify small firms (e.g.: total sales, total assets,
number of employees) and surely no criterion is equally applied in the case of every
industry or firm. To address this issue, I use the number of employees as a criterion to
identify small firms; this variable is the most standard criterion used and it is an easy
variable to measure. I define a small firm as one employing fewer than 250 employees,
following a large number of sources that use firms’ size in order to classify firms with
limited access to credit markets. Using the number of employees is also consistent
with the identification strategy since many labor laws define exemptions for firms
with fewer than 10-20 employees; this exemption level varies across countries.

In sum, this paper presents two econometric analyses for capturing the effect of
the interaction between firing costs and financial restrictions. Although some of their
features are new to the literature, these analyses are not free from some of the common

econometric difficulties present in labor and corporate finance literature.
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1.2.1 Empirical analysis: liquidity requirements

Let Yi; be the importance of industry i’s value added in country j’s total manu-
facturing value added (measured as the corresponding ratio). The empirical model
estimated is given by the following reduced-form equation:

},,;j = o + Q; + ﬂlFCj -LR; + ﬂgZij + M5 (1.14)

Where F'C; measures firing costs faced by firms in country j; LR; measures the degree
of liquidity requirements implied by the particular technology of production of each
industry ¢; Zj; is a set of control variables; a; and «; denote country and industry
aggregate effects, respectively.

The coefficient (3; is interpreted as the differential effect that firing costs have
on industries’ behavior, according to their different degrees of liquidity requirements
(implied by their technology of production).

1.2.1.1 Measure of liquidity requirements

I follow Rajan and Zingales (1998) methodology to identify technological character-
istics of industries. They compute a financially related ratio for each US listed firm,
and then construct the industry index as the median of all the observations within
each industry. They propose US listed firms as a benchmark by which to measure fi-
nancially related characteristics because the US financial market is the most efficient
credit market in the world, and because listed firms are usually those with better
access to financial markets. Therefore, the observed behavior of firms should be as
close as possible to the one implied by its technology of production, as opposed to a
firm’s behavior conditionalized by its limited access to financial markets.

For this analysis, I use two different financially related ratios: Rajan and Zingales
(1998) measure of Erternal Financial Dependence (EFD for short), and Gitman (74)
measure of Cash Conversion Cycle (CCC for short; see Raddatz (05) for a measure
of CCC at industry level). The former index captures the timing and amounts of
cash outflow and inflows related to investment and production, to assess liquidity
requirements related to the overall investing process. The latter index captures the
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length in days between the cash outflow from input expenses and the cash inflow from
sales, to assess liquidity requirements related to the production process.

These liquidity requirements indexes are constructed as follows: i) EFD is com-

capital expenditures—cash flow from operations
capital expenditures

listed firms within each industry (period 1980-89); ii) CCC is constructed in a similar

, among all US

puted as the median of the ratio

fashion to EFD, and is defined as days in inventories plus days in receivables minus

total inventories-365 : :
cost of goods sold days n recetv-

total receivables-365 : total payables-365 : _
ables as P , and days in payables as > =E> = s old (period 1980-89). The

correlation between EFD and CCC is 0.08.

days in payables. Days in inventories is computed as

1.2.1.2 Sample, data, and estimation

The sample consists of 40 countries and 28 manufacturing industries. To control
for the quality of the data, all countries included have a per capita GDP higher
than $1000 in 1985 (1985 dollars). See Table Al and A2 in Appendix 1.A.4 for the
composition of the sample.

The econometric approach is based on a panel data estimation with country and
industry fixed effects, and robust to a heteroscedastic error structure (at country-
industry level).

The dependent variable Y;; is defined as industry i’s share of total value added in
country j’s manufacturing sector. It is computed as the median observation within
the period 1986-1995. Value added data is obtained from the Industrial Statistics
Database (UNIDO 2005, Rev2), which provides a country-year panel dataset with
disaggregated information for 28 industries across the manufacturing sector.

The source of firing costs variation is the legal levels of firing costs in each country
J as defined by its labor law. Legal levels of firing costs are obtained from Botero et
al. (03). The variable FC; measures the level of severance and penalty payments, in
weeks of pay, associated with firing a worker for economic reasons. The data presented
in Botero et al. (03) is collected for the year 1997.

The set of variables Z;; contain controls that intend to capture financial effects
related to the industry variables EFD and CCC. This set includes the interaction
between the level of each country’s financial development with each measure of lig-
uidity requirements (EFD and CCC); financial development is measured as domestic
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credit provided by the banking sector (fraction of GDP in 1985, World Development
Indicators). The correlation between firing costs and financial development is -0.10.

The presence of fixed effects at both industry and country level allows us to
control for general country characteristics, such as the degree of financial development,
aggregate productivity, labor laws, etc., and for general industry characteristics, such
as industry specific factors.

1.2.1.3 Results

Main Results

Columns 1 and 2 in Table 1 present the main empirical result of this paper.
The estimated coefficient 61, associated with the interaction between firing costs and
financial restrictions in equation 1.14, is negative and significant. This is true for
both variables associated with financial restrictions, EFD and CCC.

A negative value of (B, indicates that an increase in firing costs has a relatively
stronger negative effect in industries with higher financial requirements. Note that if
financial markets worked perfectly, and as a result firms did not demand liquidity for
insurance purposes, the expected value of ;6A1 would be zero.

This negative coefficient can be interpreted by analyzing what happens to the
threshold level W in the model presented in the theoretical section. W defines the
minimum level above which the firm’s financial position is strong enough so that
the liquidity effect of firing costs does not distort its optimal allocation of resource
(H). As the liquidity requirements of production increase, the W threshold increases,
too. From an industry perspective, this implies that higher firing costs would have a
stronger negative effect on industries with higher levels of liquidity requirements.

The results of the core estimation also hold in a nested environment where both
interactive terms are included in the regression, as well as both financial controls
(Column 5 in Table 1). This estimation suggests that both measures, EFD and CCC,
could be capturing different aspects related to financial restriction.

Using this last estimation, I compute the economic effect associated with the
liquidity effect of firing costs. A one week reduction in firing costs is associated
with a 0.86% (EFD) and 1.14% (CCC) growth differential between an industry more
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TABLE 1: The Effect of the Interaction between Firing Costs and Liquidity Requirements:
Main Results

Dependent Variable: Industry value added over total value added in manufacturing sector

Mo (@)« 3) (4) ()
Firing Costs * External Financial =0.113 7 1 i ; -0.111 -0.099
Dependence (0.035)%2 . ~ (0.034)* (0.030)**
Firing Costs * Cash Conversion T 0131 -0.129 -0.121
Cycle S R H0,065) (0.055)  (0.053)**
Financial Development * External ~ 0.023 . 0020  0.021 0.020
Financial Dependence (0.006) >0 (0.005)**  (0.005)** (0.005)**
Financial Development *Cash 0032  0.031 0.030 0.030
Conversion Cycle ' i (0.007)™ (0.007)™ (0.007)** (0.007)"
N 1066 1066 1066 1066
R2 4915 . 0.4945 0.4966 0.4996
Countries 40 % 40 40 40
Industries : 28 28 28

Robust standard errors in parentheses: * significant at 10%, ** significant at 5%. Fixed effects control for
country and industry unobserved characteristics.

affected by the liquidity service effect and an industry less affected. The distance
between a more affected and a less affected industry is computed as one standard

deviation in the corresponding variable used to measure liquidity requirements.

The results for the control variables in Z in all estimations are consistent with
theory and with previous empirical evidence. The positive sign of these estimates
indicates that industries with higher financial needs benefit more from financial de-
velopment (Rajan and Zingales 1998).

In sum, the main empirical finding is the following. Controlling for country and
industry characteristics, as well as financial features particular to each industry in
each country, the effect of firing costs is more negative when the industry’s degree of
liquidity requirements is higher. Also, the estimations are consistent with previous
findings related to financial effects at industry level.

Robustness Checks

This section presents alternative estimates for equation 1.14 that control for in-

dustries’ labor intensity and countries’ overall quality of institutions.
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The level of firing costs in a country could have a differentiated effect depending
on the industries’ degree of labor intensity. Column 1 and 2 in Table 2 report the
estimates of controlling for the interaction between firing costs and industries’
level of labor intensity. The labor intensity ranking across industries is constructed
as the median value of the ratio between the number of employees in US industry 7
to gross fixed capital formation in US industry i (period 1986 and 1995, Industrial
Statistics Database). Gross fixed capital formation is deflated by the US nonresident
gross private domestic investment deflator. The correlation between labor intensity
and EFD, and between labor intensity and CCC, is -0.22 and 0.37, respectively.

The negative coefficient of the interactive term between firing costs and liquidity
requirements confirms the main result presented in Table 1: a relatively stronger
negative effect of firing costs on industries with higher liquidity requirements. This
allows us to reject the possibility that the liquidity requirement variables (EFD and
CCC) could be working as proxies for the industries’ labor intensity.

The coefficient related to the interaction between firing costs and labor intensity
is negative and significant when using the EFD measure. This could be attributed to
the negative efficiency effect of firing costs in resource allocation, in particular with
respect to the labor factor. However, this result is not found when using the CCC
measure. One possible explanation is the positive correlation between CCC and labor
intensity.

Legal levels of firing costs could be correlated with other institutional arrangement
that can affect firms with higher dependence on external sources of finance (in addition
to the degree of financial development). To control for this effect, I estimate equation
1.14 adding the interactive term between liquidity requirements and a general index of
countries’ rule of law, where higher means more rule of law (Knack and Keefer 1995).
The rule of law variable measures the citizens’ willingness to accept the established
institutions, to make and implement laws, and to adjudicate disputes during the year
1985. This variable also allows us to control for potential measurement error related
to the difference in enforcement and supervision of labor laws across countries. The
correlation between rule of law and firing costs, and between rule of law and financial
development, is -0.31 and 0.25, respectively.

The third and fourth columns in Table 2 show the estimation of equation 1.14,
controlling for the interaction between rule of law and liquidity requirements. The re-
sults are consistent with the results from Table 1 and Table 2, suggesting the presence
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TABLE 2: The Effect of the Interaction between Firing Costs and Liquidity Requirements:
Robustness Checks

Dependent Variable: Industry value added over total value added in manufacturing sector

; ) e @is (3 Do) (6)
Firing Costs * External Financial -0124 . -0.101 -0.076 -0.065
Dependence (0.036)*" ~ (0.030)™ (0.085)"™ ; (0.032)**
Firing Costs * Cash Conversion = 0186  -0.118 ‘ 0104  -0.097
Cycle (0058 (0.055)" (0.059)*  (0.057)*

0505 0472 -0.071

(0255 (0280) (0.218)

Rule of Law * External Financial =
Dependence L

Firing Costs * Labor Intensity

oBAgi 0.51
(0.182) ; (0.177)*
. 0405 0371
: - (0.258) (0.253)
0020 0016 0021 0016
(0.005)"  (0.006)** (0.008)™* (0.006)™

. 00300 00810 00270 0.0270
™ (0.007)™ (0.007)™ (0.007)** (0.007)™

Rule of Law * Cash Conversion
Cycle

Financial Development * :
External Financial Dependence

Financial Development * Cash
Conversion Cycle

N 1066 1066

R2 0.4996 0.5048
Countries 40 40
Industries 28 28

Robust standard errors in parentheses: * significant at 10%, ** significant at 5%. Fixed effects control for
country and industry unobserved characteristics.

of the liquidity service effect of firing costs. The coefficient related to the interaction
between firing costs and rule of law is positive, but significant only when using the
EFD measure. A positive coefficient reflects the expected positive effect of rule of law
in fostering financial intermediation (i.e.: contracts are more easily enforced).

Asset collateralization

The previous empirical exercises concentrate on measures of liquidity require-
ments. An alternative way of measuring financial restrictions is to look at the firm’s
ability to collateralize its assets: higher collateralization means better access to ex-

ternal financial resources.

To test this idea I use Braun’s (2003) index of collateralization or degree of tangi-
bility of industries’ assets. In a similar fashion to Rajan and Zingales (1998), he uses
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TABLE 3: The Effect of the Interaction between Firing Costs and Liquidity
Requirements: Asset Collateralization

Dependent Variable: Industry value added over total value added in manufacturing sector

a . @ @) 4 ©)

0.337  0.339 0.366 0.306 0.302

Firing: Costs = Tangibkity (0.143)* (0.139)" (0.159)* (0.152)* (0.153)""

Firing Costs * External Financial b S -0.114 -0.11 -0.114 -0.079
Dependence ' (0.034)* (0.033)** (0.034)** (0.035)**
0.181

Firing Costs * Labor Intensity (0.265)

-0.553 -0.593

Rule of Law * Tangibility (0.643) (0.643)

0.549
(0.188)**

Rule of Law * External Financial
Dependence

-0.058 -0.058 -0.054 -0.053

Financial Development * Tangibility =~ X
(0 (0.017)* (0.017)** (0.018)** (0.018)**

Financial Development * External 0.023 0.023 0.023 0.019

Financial Dependence (0.005)** (0.005)** (0.005)** (0.006)**
N 1066 1066 1066 1066

R2 0.495 0.4951  0.4957  0.4991
Countries 40 40 40 40
Industries 28 28 28 28

Robust standard errors in parentheses: * significant at 10%, ** significant at 5%. Fixed effects control
for both, country and industry unobserved characteristics.

US listed firms to estimate the industries’ availability of tangible assets as a measure
of collateral. The ratio computed is 2 P'°pe“yt’o‘t’§"a'zsz‘sd equipment 1 wi]] refer to this
index as TAN. The correlation of TAN with EFD, CCC, and labor intensity is 0.01,
-0.77, and -0.51, respectively. Given the high correlation of TAN with CCC, I exclude

the latter from this set of estimations.

Table 3 shows the main empirical results of this paper replicated using the TAN in-
dex. Since higher TAN means better access to financial markets, a positive coefficient
would be consistent with the liquidity service effect. The results in the first column
of Table 3 show a positive estimate for the coefficient of interest, which indicate
that an increase in firing costs has a relatively stronger negative effect on industries
with lower levels of asset collateralization. The next columns replicate the robustness
checks done for the estimations using the measures of liquidity requirement, and show
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that the main conclusion holds.

1.2.2 Empirical analysis: market participation of small

firms

This section presents a difference in difference exercise that studies the effect of firing
costs on the market participation of small firms (measured as their share of total
sector value added). I use firms’ size as a proxy for firms’ difficulty in accessing
external sources of finance, and I control for country characteristics by comparing the
presence of small firms in a relatively labor intensive sector (retail) with the presence
of small firms in a relatively labor un-intensive sector (wholesale).

The advantage of using retail and wholesale sectors is that they use labor and
capital in significantly different proportions, that both are important sectors in the
economy, and that both sectors belong to the same supply chain (both sectors exclude
sale as well as maintenance and repair of motor vehicles). Using US national accounts
and labor statistics, I compute the ratio of labor to capital in the retail and wholesale
sectors. Labor is measured as employment and capital as stock of structure, equip-
ment, and software. The average labor to capital ratio for retail during the period
1990-1999 is 4.4 times higher than the average ratio for wholesale. Yearly figures are
appropriately deflated using the price indexes for structure and for equipment and
software. 1!

The empirical analysis is based on the following formulation. Let .S;; be the share
of small firms’ value added in sector ¢ of country j. The empirical model estimated
is given by the following equation:

Sij =ai+aj+01FCj 'Di+ﬂij (115)

Where FC; measures firing costs faced by firms in country j; D; is a dummy variable
that takes a value of one in the labor intensive sector and zero otherwise; a; and o;
denote country and sector aggregate effects, respectively.

1 Aggregating all 12 countries included in the sample (see next section), value added in the whole-
sale sector in 1999 represented 5.6% of total GDP, and value added in the retail sector represented
4.6%.
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The coefficient 6, is interpreted as the differential effect that firing costs have on
the share of small firms’ value added in the more labor intensive sector vis-a-vis the
effect on the share of small firms’ value added in the less labor intensive sector.

Following the discussion in the previous section, it is important to take into con-
sideration the levels of liquidity requirements in both sectors. If the liquidity require-
ments are higher in the wholesale sector, then the expected sign of 6; is ambiguous.
On the one hand, higher firing costs could imply a heavier burden for small firms
in wholesale because of higher liquidity requirements, but at the same time, a lower
burden for these type of firms because of lower labor intensity. To address this issue,
I study the level of EFD and CCC in both sectors using Rajan and Zingales (1998)
methodology. The estimates show that wholesale has a lower EFD and a higher CCC.
For both measure of liquidity requirement, the difference between the estimate for
the whole sector minus the estimate for the retail sector is, however, small: -0.18
for EFD and 0.06 for CCC; these differences are expressed as shares of the max-min
range observed among manufacturing industries for EFD and CCC, respectively.

1.2.2.1 Data and Results

The sample consists of 12 EU-15 countries with available sectoral data on aggregate
value added for firms of different sizes, where size is defined by the number of em-
ployees working in the firm (see Table A3 in Appendix 1.A.4 for the composition of
the sample). The data is obtained from Eurostat’s Structural Business Statistics and
covers the period 1996-2001.

Many labor laws define exemptions for firms with fewer than 10-20 employees;
this exemption level varies across countries. For this reason, I define small firms as
firms employing between 10 and 249 employees. Robustness checks are performed
using the alternative range of 20 to 249 employees.

Figure 1.2 provides a first look at the data. It shows the difference in difference
calculation, but instead of grouping countries into high and low firing costs groups,
it plots the difference between the presence of small firms in retail and in wholesale
(Srj — Sw;) against the level of firing costs in each country. The data is for the year
1999, the only year with data for all 12 countries. This figure suggests that the impact
of firing costs is relatively stronger in more financially restricted firms operating in
a more labor intensive sector (small firms in the retail sector). Note that if financial
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Figure 1.2. Correlation between firing costs and the difference between

the small firms’ share of value added in the retail and wholesale sectors.

restrictions play no role in determining the effect of firing costs, no correlation would
be expected.

The negative correlation observed in Figure 1.2 is confirmed with the estimates
of the parameter 6 in equation 1.15. The first column in Table 4 shows the estimate
of 6 using only data for 1999, while the second column shows the result for the same
estimation using all available data with standard errors clustered at the country level.
The main conclusion from these estimates is the following: Firing costs are associated
with a relatively stronger negative effect on small firms’ market participation in the

more labor intensive sector.

Columns 3 and 4 in Table 4 report the results for estimations equivalent to the
ones presented in the first two columns of Table 4, but redefining small firms as firms
employing 20 to 249 employees. The results are similar to the ones found with the
alternative definition of 10 to 249 employees.

A second robustness check is performed by studying the share of value added
associated with firms employing between 1 and 9 employees. Since labor laws exempt
these firms from layoff costs, we should not find the negative effect of firing costs that
we find in the previous estimations. These estimates are reported in the fifth and
sixth columns of Table 4, showing a positive instead of negative effect of firing costs.
This result is consistent with a negative effect of firing costs on financially restricted
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TABLE 4: The Effect of Firing Costs on Small Firms' Market Participation:
Main Results

Dependent Variable: Small firms' value added in sector i over total value added
in sector i (i=Retail, Wholesale)
(1) @) [©) 4) (5) (6)
Definition of a small firm (# of employees)
10-249 10-249  20-249 20-249 1-9 1-9

Firing Costs * Sector ~ -0.009 -0.008  -0.006 -0.005  0.008 0.009
Dummy (Retail=1)  (0.003)** (0.003)** (0.002)** (0.003)** (0.003)" (0.003)**

N 24 98 24 98 24 98

R2 0.9714 0.9479 0.9768 0.9582 0.9333 0.9308
Countries 12 12 12 12 12 12
Years 1 6 1 6 1 6

Robust standard errors in parentheses: * significant at 10%, ** significant at 5%. Fixed effects
control for sector, country, and year unobserved characteristics. The standard errors are clustered
at the country level for the estimates with more than one year of data.

firms, and suggests a size and/or sector selection among small firms, most likely to
avoid the cost of being subject to the full extent of the labor law.

1.3 Conclusions

This work draws attention to an additional mechanism by which labor policy, in
particular firing costs, affects the behavior of financially restricted firms. In short,
the presence of firing costs reduces the ability to generate net liquidity through firing,
and decreases the value of labor’s liquidity service. As a result, there is a differentiated
effect of firing costs on financially restricted firms, which is present at the creation
margin as well as at the destruction margin.

Empirical evidence in line with this channel is presented. Controlling for country
and industry characteristics, as well as for related financial features particular to
each industry in each country, I find that the effect of firing costs on industries’ value
added is relatively more negative in industries with higher liquidity requirements. In
addition, I find a negative effect of firing costs on the participation of small firms in
more labor intensive sectors.

The main implication suggested by this paper is the following: A reduction in
dismissal costs could have a proportionally higher benefit on firms for which financial
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restrictions are a relevant constraint. This proposition has two direct implications for
labor policy design.

First, countries with less developed financial sectors, where firms face more limited
access to credit, could, ceteris paribus, benefit more from a reduction of firing costs.
This effect would be in addition to the efficiency gains associated with the standard
efficiency costs of firing costs (Bentolila and Bertola 1990 and Lazear 1990).

Second, the differentiated effect of firing costs on financially restricted and un-
restricted firms suggest that, ceteris paribus, a heterogeneous labor policy within a
country could be beneficial. Compared to a homogeneous labor policy that estab-
lishes identical dismissal costs for all types of firms, a heterogeneous labor policy
that establishes lower firing costs for small firms could, without changing the average
level of job turnover in the economy, increase the incentive to allocate capital and
labor based on productivity considerations rather than financial concerns—with the
understanding that small firms are generally considered to be firms with limited or
no access to credit markets (compared to large firms).

Given the importance of small firms in the gross creation of employment, this pol-
icy design could also be considered as a mechanism to promote employment creation.
Many governments actively use public works, wage subsidies, and credit to small firms
as a means to increase job creation, especially when unemployment is high.

In fact, labor laws in many countries do exempt smaller firms from employment
protection measures. In this regard, the model presented in this paper can be un-
derstood to be a rationalization of this policy. The actual cut-off that legally defines
an exempt firm changes from country to country, although in most cases it is around
10 to 20 employees. A large number of sources that use firms’ size in order to clas-
sify firms with limited credit access, however, tend to define the cut-off around 250
employees. Therefore, the policy implication of this paper suggests that if financial
reasons are to be taken into consideration, the legal cut-off levels used to exempt
firms from paying dismissal costs might need to be reconsidered.

39



1.A Appendix

1.A.1 Deriving the threshold W2
1.A.1.1 The case when ZL < Z

Assume a solution H*, such that Z* < Z. From the first order condition in equation
1.5, we know that such a solution has to be of the following form.

W2+ 552 - 2)

+¢
e+w+(—‘£7+);p—)(A—w+(e+w)E-‘_ﬁ)

H* = (1.16)

To be consistent with the above statement, the following inequality has to hold.

W—H*(e+v0) < Z (1.17)

Where H* is given by equation 1.16, and 6 = m.

Working out the inequality in equation 1.17, we can derive a condition for W, such
that the solution given by equation 1.16 is consistent with the statement in equation
1.17. This condition is represented in equation 1.18.

5 (A-w-—e)(Ae —we+ e+ AY) 5 _
W<Z+ A—ot D) ta)A—) (Z-2)=WwE (1.18)

Note that a strong inequality in condition 1.17 implies that W < W&,

1.A.1.2 The case when Zt =7

Assume a solution H*, such that Z* = Z. From the first order condition in equation
1.5, we know that such a solution has to be of the following form.

_ 7 (A—w—e)(w-y) r77
B o o el (1.19)

e+w

H*
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To be consistent with the above statement, the following inequality has to hold.

W—H*'(e+v8)>2Z (1.20)

Where H* is given by equation 1.19, and 6§ = X_—;‘W.

Working out the inequality in equation 1.20, we can derive a condition for W, such
that the solution given by equation 1.19 is consistent with the statement in equation
1.20. This condition is represented in equation 1.21.

=  (A—w—e)(Ae —we+ e+ AY)
W22+ (A-w+d)(e+w)(A-w)

(Z-2)=wF (121

In sum, we know from equation 1.18 that above the threshold W2 there is no
solution to H*, such that ZL < Z. Likewise, we know from equation 1.21 that below
the threshold W2 there is no solution to H*, such that Z* = Z. Therefore, it has
to be true that there is only one solution for each level of W, and that such solution
implies ZL < Z, for all values of W < W2, and ZL = Z for all values of W > W5,

1.A.2 The effect of optimal scale on the expected value of

labor in period 2 (%£L)

From equation 1.8, we can write the expected value of labor in period 2 as:

* Z-ZF)2 .
H' - oo W2 w?
* * e * e+y
EL = {H* |35 + H* 8 (A—w+ (e +w);%) +
H (- v6) (1- gizt) | itw <wo

(1.22)

Differentiating equation 1.22:
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] — (eaZ-27) - ifW>wB8

aE L* (w— w)(Z Z) v
— EL" * !6+ )
5H* + H* == (A-w+(e+w)y)+
H* (w—90) (1- 5545) >0 i W <W?

(1.23)

For the case when W > W2, we know that H*(e+w) = W ~Z+ %ﬁ%&ﬁ’%(z‘

Z), which implies that H*(e+w) — W+ Z < K(EJ_—W)Z(Z Z) (note that ﬁ% <1).
This last inequality implies that (Z — ZF)(e + w) < (w — ¥)(Z — Z), and therefore,

+w)(Z-2ZF
thatl—ga—f%Tz_—Z)Z>O

For the case when W < W23 it is straight forward to see that the derivative is
positive. Just note that A > w, that w > 90, and that 2—(A——+7) < 1.

In sum, an increase in the initial scale of the project (optimal) increases the
production level in period 2.

1.A.3 First order condition when L™ > 0

Following the same steps used to derived the FOC in equation 1.5, we can write the
FOC for the case when ZX < Z.

W —H(e+w)—y|L~—H]*
0=l sy —e+ (A—w) / dG(2)+
Z (1.24)

/W—H(e+¢0)—¢lL'—H1+ [( A ) et ;P) " (1 - M)] dG(z)

W —H (e4w)—y[L——H]* w— w—1

The integral [ W-H(e+w)-$(L"—HI" x4} can be written as fg’ —HER) 46(2) —
fow[L —HIY dG(z). Rearranging terms:

0= (1/1 P4 —‘:))(L" - H)) 1 (p-smy — e+ (A _ w) /ZzF(W,H) dG(2)+

(fL(-W,%)) (e + ) —(e+) (1.25)
/ZF(W,H) [<A ) ) -9 (1 - W)] dG(z)
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The FOC condition in equation 1.25 is identical to the FOC in equation 1.5 (orig-
inal problem), except for the additional first term.

When ZX(W) = Z an equivalent derivation yields the same type of analysis (see
footnote 9).

1.A.4 Composition of the samples

Table A1: Manufacturing Sample (Countries)

Country Number of Observations Country Number of Observations
Argentina 28 Malaysia 28
Australia 28 Mexico 26

Austria 28 Netherlands 27
Belgium 19 New Zealand 26

Brazil 18 Norway 28
Canada 28 Panama 25
Chile 28 Poland 28
Colombia 28 Portugal 28

Denmark 28 Romania 27
Ecuador 28 Singapore 26

Finland 28 South Africa 28

France 26 Spain 28

Greece 28 Sweden 28
Hungary 28 Switzerland 13

ireland 27 Tunisia 22

Israel 28 Turkey 28

Italy 28 United Kingdom 28

Japan 28 United States 28

Jordan 28 Uruguay 28

Korea 28 Venezuela 28
Total 1066
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Table A2: Manufacturing Sample (Industries)

ISIC Code Industry Name Number of Observations
311 Food products 40
313 Beverages 39
314 Tobacco 39
321 Textiles 40
322 Wearing apparel, except footwear 40
323 Leather products 37
324 Footwear, except rubber or plastic 36
331 Wood products, except furniture 40
332 Fumniture, except metal 38
341 Paper and products 40
342 Printing and publishing 39
351 Industrial chemicals 40
352 Other chemicals 38
353 Petroleum refineries 36
354 Misc. petroleum and coal products 32
355 Rubber products 40
356 Plastic products 38
361 Pottery, china, earthenware 39
362 Glass and products 35
369 Other non-metallic mineral products 36
371 Iron and steel 40
372 Non-ferrous metals 36
381 Fabricated metal products 37
382 Machinery, except electrical 39
383 Machinery, electric 39
384 Transport equipment 38
385 Professional & scientific equipment 37
390 Other manufactured products 38

Total 1066
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Table A3: EU Sample

Country Number of Observations
Austria 10
Belgium 12
Denmark 6
Finland 8
France 10
Ireland 2
ltaly 12
Netherlands 6
Portugal 10
Spain 6
Sweden 8
United Kingdom 8
Total 98
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Chapter 2

Idiosyncratic Volatility of US
Listed Firms and the Great
Moderation

During the last decade, the literature has provided a rich set of theoretical models
that link microeconomic volatility with aggregate volatility (Obstfeld 1994, Acemoglu
1997, Philippon 2003, Comin and Philippon 2005, and Comin and Mulani 2005). All
these theories, although not for the same reasons, imply a negative correlation between
aggregate and idiosyncratic volatility.

Empirically, it has been extensively documented that aggregate volatility of the US
real economy has declined during recent decades (Kim and Nelson 1999, McConnell
and Perez-Quiros 2000, Blanchard and Simon 2001, Stock and Watson 2003). How-
ever, there seems to be less consensus on the evolution of idiosyncratic volatility. On
the one hand, Campbell et al. (2001), Comin and Mulani (2004), and Comin and
Philippon (2005) have identified a steady increase in firm-level volatility during the
last five decades, both using real data (i.e.: output) and financial data (i.e. the value
of the firm). On the other hand, Davis et al. (2006) shows that firm volatility for the
overall mass of firms in the US economy has decreased during the last three decades. !

The present paper revisits the empirical evidence on the evolution of idiosyncratic
firm volatility, contributing in three ways. It provides a consistent estimator of firms’
real sales growth rate variance (our measure of idiosyncratic volatility) based on the
cross-sectional properties of firms’ real sales growth rate distribution. Second, the
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estimator proposed in this paper distinguishes between individual firm effects and
within firm effects, associating the latter with firms’ idiosyncratic volatility. Third,
it formally tests for the existence of a long-run relationship between aggregate and
idiosyncratic volatility as well as for the possibility of a contemporaneous structural
break in both series. The existing empirical literature has not formally tested nor
quantified the long-run relationship between aggregate and idiosyncratic volatility.

The empirical approach proposed in this paper has two main advantages. It
does not estimate the firms’ idiosyncratic volatility using the time series dimension
(as most of the existing empirical literature does), which implies that the resulting
time series for each firms’ idiosyncratic volatility is not highly autocorrelated by
construction. Although the issue that concerns us in this paper is theoretically a
long-term effect, the sharp and permanent decrease of aggregate volatility observed in
the mid 80’s—denoted in the literature as the “Great Moderation” —makes it useful
to have a clearer picture of the period-by-period dynamics of firms’ idiosyncratic
volatility. It is reasonable to expect that if aggregate and idiosyncratic volatility are
related, this discrete jump has to be accounted for by the microeconomic evidence.

Figure 2.1 stresses this point. Panel A (left) shows the 12-months quarterly growth
rate of private GDP—aggregate real GDP minus government real consumption and
government real gross investment—and panel B shows the standard deviation of the
12-months quarterly growth rate of private GDP within the £10 quarters period. The
vertical line in panel A is placed in the first quarter of 1984, where we can visually
observe a drastic change in the volatility of private GDP growth. The two dotted
vertical lines in panel B show the range of time over which we observe a decline in
aggregate volatility when looking at the standard deviation constructed using the
time series dimension. In panel B, the observed decline in aggregate volatility “took”
20 quarters, while in the panel A it “took” 1 quarter. 2

2Gtatistical techniques are used in McConnell and Perez-Quiros (2000) to identify the 1984.1
break; the authors state “In this paper, we document a structural break in the volatility of U.S.
GDP growth rate in the first quarter of 1984. As a mean of understanding this dramatic reduction
in volatility...”
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Figure 2.1.

Another advantage of the empirical approach proposed in this paper is that it
estimates firms’ idiosyncratic volatility free of individual firm effects. This is not only
important for the cross section perspective—so as not to confuse idiosyncratic volatil-
ity with diverging trends across firms—, but also from a time series perspective—so
as not to confuse idiosyncratic volatility with a firm’s trend. The methodology that
I use to compute individual firms effects allows for a slow moving process, which is
robust to a large class of individual effect dynamics (e.g.: convex and concave trends
as well as U-shaped and hump-shaped trends).

The paper proceeds as follows. Section 2 reviews the theoretical and empirical
literature regarding the relationship between aggregate and idiosyncratic volatility.
Section 3 describes the assumptions and methodology used to construct a consistent
estimator of firms’ real sales growth rate volatility. Section 4 presents the data and the
estimate of firms’ idiosyncratic volatility. Section 5 studies the long-run relationship
between aggregate and idiosyncratic volatility. Section 6 presents conclusions.

2.1 Literature Review

The theoretical literature has provided a rich set of models that link firm-level micro-
economic volatility with macro aggregate volatility. Two causal directions have been
described in the literature. On the one hand, lower aggregate volatility can lead to
higher individual risk taking, and thus, to a higher idiosyncratic firm volatility (e.g.:
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macro stabilization policies). On the other hand, idiosyncratic firms’ behavior can
lead to lower aggregate volatility.

The channels described through which this last effect could operate are the fol-
lowing. First, higher individual risk taking can lead to higher diversification and as
a result to lower aggregate volatility, where higher individual risk can result from an
increase in financial development and/or wealth (Obstfeld 1994 and Acemoglu 1997)
and/or lower macro volatility (virtuous cycle). Second, higher competition and less
deregulation in the goods market can reduce aggregate volatility. Philippon (2003)
stresses that more competition forces firms to adjust prices and margins faster, re-
ducing the impact of aggregate demand shocks. According to Comin and Mulani
(2005) and Comin and Philippon (2005) more competition reduces the persistence of
individual firms’ market shares, and as a result, increases firms’ R&D investments.
Higher R&D increases firm-level volatility, decreases co-movements between sectors,
and reduces aggregate volatility.

These theories imply a negative long-run relationship between idiosyncratic firm
volatility and aggregate volatility. Regarding the latter, it has been extensively doc-
umented that aggregate volatility of the US real economy has declined during the
recent decades (Kim and Nelson 1999, McConnell and Perez-Quiros 2000, Blanchard
and Simon 2001, Stock and Watson 2003); see Figure 2.1. However, there has been
less consensus on the evolution of idiosyncratic volatility.

Campbell et al. (2001), Comin and Mulani (2004), and Comin and Philippon
(2005) have identified a steady increase in listed firms’ volatility during the last
decades using both real data (i.e.: output) and financial data (i.e. the value of
the firm). Comin and Mulani (2004) and Comin and Philippon (2005) find that the
average volatility of real sales growth rate has almost doubled since the 1960’s among
individual US listed firms; Campbell et al. (2001) find that average volatility of US
individual stock returns has more than doubled since the 1960’s. Using a dataset
with listed and non-listed firms, Davis et al. (2006) show that firm volatility has
decreased during the last decades. In particular, they find that the average volatility
of the employment growth rate for the overall mass of firms in the US economy has
declined between 25% and 45%.
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2.1.1 Sample: listed vs. non-listed firms

When considering the difference between listed and non-listed firms, it is important to
note the dynamics that link growth, diversification, and higher individual risk taking
in Obstfeld 1994 and Acemoglu 1997. As previously mentioned, these relationships are
based on the idea that each agent can diversify its portfolio of risky assets/projects.
The subsample of listed and non-listed firms are different with respect to the extent
that these assets/projects are available to agents for diversification. Therefore, the
idiosyncratic volatility found in listed and non-listed firms does not necessarily have
equivalent implications. In particular, the sample of listed firms is more relevant for
the class of theories that relate growth, diversification, and higher individual risk
taking.

The following example emphasizes this point. Assume that agents in two economies,
A and B, invest the same aggregate amount in the same number of assets/projects.
However, in economy A this is done in a diversified way—each agent holds a share of
each asset/project—and in economy B this is done in an individual way—each agent
holds 100% of only one asset. The benefit of idiosyncratic diversification, and its
positive effect on growth and in agents’ willingness to take risk, operates in economy
A but not in B. Agents in economy B are not diversifying their risk and therefore,
are making more precautionary (less risky) investment decisions. 3

The difference between economy A and economy B can be considered parallel to
the difference between assets/projects listed in the stock market and assets/projects
not listed. The ownership of the latter group is more concentrated in only a few
agents’ portfolios and are not available, to the same extent as listed assets/projects
are, as part of the diversifiable pool of assets/projects of most agents in the economy.

Therefore, two important considerations have to be taken into account when ana-
lyzing the empirical implications of theories like Obstfeld 1994 and Acemoglu 1997—
in particular when comparing aggregate volatility with idiosyncratic volatility. First,
the increase in idiosyncratic volatility does not necessarily mean that each firm’s
volatility has to increase, but that the available pool of diversifiable assets/projects
contains more risky assets/projects. The latter implication can be better tested with
the sample of listed firms.

3 Assume that agents in economy B have more wealth than agents in economy A. This helps to
reconcile the fact that agents in both economies are investing identically, but agents in economy B
are making more precautionary investment decisions.
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Second, shouldn'’t the riskiness of non-listed firms increase if the riskiness of listed
firms increases? On the one hand, it could be argued that if agents are more diversified
in their pool of listed assets/projects, then they would be willing to take more risk in
their non-listed, and individually owned, assets/projects. On the other hand, there
could be a “self-selection” of assets/projects according to their implicit risk. As more
agents in the economy start demanding more risky assets, they are willing to pay a
relatively higher premium to access this type of assets and a relatively lower premium
to access the less risky assets. This could imply that as the economy develops and
grows, more risky assets are relatively more demanded for diversification purposes
than less risky assets, pushing more risky assets into the diversifiable pool (stock
market) and less risky assets into the non-diversifiable pool (non-listed). If the latter
effect were stronger, then the evidence of the non-listed firms would give a misleading
picture.

2.2 A Cross-sectional View

Campbell et.al. (2001), Comin and Mulani (2004), and Comin and Philippon (2005)
center their empirical analyses of firms’ idiosyncratic volatility on the time series
variation of individual firms. They compute their preferred measure of volatility per
firm (across time) and then extract a center tendency per period, either by computing
the mean or the median observation among firms within each period.

In this paper, I propose an alternative empirical strategy based on two observa-
tions. First, an increase in firms’ volatility should not only lead to an increase in
the time series variance of each firm, but it should also lead to an increase in the
cross-sectional variance among firms in a given period (unless all observations in the

cross-section are perfectly correlated).

Second, if we assume that within each cross-section, firms’ idiosyncratic real sales
growth is independently distributed across firms, then the sample variance estimator
for the cross-section sample is a consistent estimator of firms’ real sales growth rate
variance (our measure of idiosyncratic volatility)—see section 2.2.2.2 for the details.

The sample of firms used in this paper does not necessarily satisfy the indepen-
dence assumption. To deal with this issue, I construct a measure of real sales growth
rate that is independent and idiosyncratic to each firm—adjusting for aggregate and
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sectoral effects, in order to eliminate dependence between the cross-sectional obser-
vations.

In what follows, I describe the assumption and methodology used to construct a
consistent estimator of firms’ real sales growth rate variance.

2.2.1 Idiosyncratic volatility
2.2.1.1 Firm level

Let’s define the stochastic process g;s(t) as the family of random variables g; ;; that
represent the real sales growth rate of firm ¢ in sector s in period ¢. The index i has
a unique value for each firm and the index s only describes the corresponding sector
(is redundant for indexing each individual firm).

We can decompose each random variable into 4 components:

Gist =Gt + gz + gi° + gg,lt) (2.1)

Where g; is an aggregate component common to all firms in period ¢, g,; is a sector-
period specific component common to all firms in sector s in period ¢, g/® is an
individual firm effect specific to each firm, and g.? is a time varying and firm specific
component.

The object we are interested in is the volatility of the idiosyncratic component
92, In particular, we are interested in its variance and how this moment changes
through time.

Let’s assume that the idiosyncratic component of the real sales growth rate has
an unconditional mean of zero, and that both the idiosyncratic and the individual
components are orthogonal to the aggregate and sector specific components. That is,

E[g7] =0 (2.2)

E[(g: + 90) - 9I5| = E [(9¢ + 9s) - 61%] = 0 (2.3)
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The unconditional variance of the idiosyncratic component is E [g/7]?, where the

expectations operator is over the possible realizations of the stochastic process.

For long periods of time, the assumption that giF is time invariant might not
be a realistic assumption (e.g.: under the presence of a deterministic trend for a
significant period of time). To capture possible changes in individual components,
I allow for slow moving changes in g!¥. In particular, I arbitrarily model this slow
moving component as follows:

1 t+w

Z (gi,s,r —Grs — gr) (2.4)

r=t—w

IE __
g‘i,t - 2w+1

Where w is a constant and w > 0

2.2.1.2 Cross-section level

Let’s assume that each cross-section is populated by a large number of firms n;, with
a large number of firms n,; in each sector s, and that the idiosyncratic component
within the cross-section is independent for each firm. In addition, let’s assume that
the unconditional variance of the idiosyncratic component is common to all firms
within the cross-section. This last assumption implies:

E[g;;]" =07 (2.5)

i,t

2.2.2 An estimator for o2 ®

2.2.2.1 Estimator 62 P

Let’s define the estimator 62 P as follows.

1
A2 ID AID
0t2 = -]vt %[gi,t ? (2.6)
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Where N; < n; is a sample from the total number of firms n;, Vi refer for all firms in
the sample /V;, and

G2 = (Gi0t — Gt — Goe — 315 @2.7)
and
Ns t
gt + gs,t = Z gz st (28)
.9 t =

where N,; is the number of firms in sector s for each cross-sectional sample ¢, and

IE 1 t+w
Gi7 = isr_Ar'_Asr 2.
9if = 507 r=§t_)w(g, = 9r = Gsr) (2.9)

Where w is a constant and w > 0.

2.2.2.2 Consistency of 52 P

To study the consistency of the estimator 67 '°, let’s start by replacing equation (2.1)
into equation (2.7) and rewriting g, st as follows:

gv, st — g‘l. s,t + (gfglt) - g‘fglt)) (210)

Where g2 = g, + go¢ + 915 and N2 = Gy + o + Gi5-

It follows that,

. . R 2
[G10.12 = [g2,12 + 2[gi2:] (902 — s ) + (9han — &hes) (2.11)
and that,

. 1 .
510 = Z[gmf + 2 Z[gm (82— g2 + = 3 (N2 - g¥P)° (212)
]\I N, Nt Vi

As detailed in Appendix 2.A.1, we can show that the first term in (2.12) converges
to 02D as N; — oo, and that the last two terms converge to zero as N; — oo. That
is,
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lim 57 =0  [67™° £ "] (2.13)
Nt~—>00

2.3 Idiosyncratic Volatility of US Listed Firms

2.3.1 Data and sample

I use the Compustat Database sample that contains annual balance sheet data for
US listed firms from 1950 to 2004. The annual real sales growth rate is constructed
using the annual sales reported in each firm’s income statement (deflated using US
Producer Price Index).

The full sample contains 229,384 valid observations for real sales growth rate, for
an average of 5,097 observations per year (576 in 1951 and 5,445 in 2004). This
sample includes only positive observations of sales for firms located in the US. To
avoid changes in sales due to mergers, the sample excludes year-firm sales observations
affected by mergers and acquisitions. To reduce the influence of outliers, which could
be due to extreme observations or measurement error, I Winsorize the first and ninety-
ninth percentile—computed from the whole sample of non-international firms, which
implies that only 1.39% of valid observations are removed. Finally, and to avoid a
downward bias on the estimation of firms’ idiosyncratic volatility g;5,, observations
in year-sectors with less than 6 observations are removed from the sample—they
corresponds to 0.54% of valid observations. Sectors are defined based on the 2-digit

SIC classification.

I use a window of 7 years to compute the individual firm effect {]Eyt (w=3 in
equation 2.9). Since the sample is an unbalanced panel, there is no information on
the corresponding 7 years for all year-firm observations. For the computation of gg}g,,
I use only year-firm observations with no less than 4 out of 7 years of information.
This implies that 7.65% of valid observations are not used in the estimation of gj5 ,—
one out of five correspond to observations within the period 2002-4. Table Al in the

Appendix 2.A.2 reports the sample composition per year used in the computations.
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Figure 2.2.

The estimate of firms’ idiosyncratic volatility presented in this paper is consistent
with the empirical literature that finds a positive trend in firms’ idiosyncratic volatil-
ity. In particular, panel B (right) of Figure 2.2 analyzes the parallels between the
series constructed in this paper and the one reported in Comin and Philippon (2005).
Notice however, that the scale of both series is significantly different. Since I argue
that Q}B,t is a consistent estimator of firms’ idiosyncratic volatility, it is worthwhile
exploring the differences between these two approaches. The difference between the
cross sectional view and the time series view can also be noted in the graphs presented
in Davis et al. (2006).

We should point out the sample used is not behind the difference reported. Panel
A of Figure 2.3 shows the estimate of Comin and Philippon’s (2005) estimator using
the sample used in this paper to compute gg}g,t. The original series reported in Comin
and Philippon (2005) and the one estimated with the sample used in this paper are
consistent.

57

Comin and Phillipon (2005)



Sd. Dev.

15

0 4

- - 2
8 4 -
. . . _ i} 1950 1960 1970 1980 1990 2000
1950 1960 1970 1980 1990 2000 date
dpte IDVO VO (top line)
L CP same sample CP 2005 | ------- CP same sample (mean) CP same sample (median)

Figure 2.3.

Panel B of Figure 2.3 provides insight about the source of the above mentioned
difference. The top line is the series constructed based on the cross-sectional disper-
sions without any aggregate, sectoral, nor individual-effect adjustment (equivalent
to the cross-sectional estimate in Davis et al. 2006). The bottom line is the series
constructed by Comin and Philippon (2005). On average, the former estimate is
169% higher that the latter. The second series from top to bottom is the estimate
of g{?—which accounts for aggregate, sectoral, and individual-effect adjustment in
order to eliminate dependence between the cross-sectional observations—and the sec-
ond series from bottom to top is the estimator used in Comin and Philippon (2005),
but computing the mean observation within each cross-section instead of the median
observation as Comin and Philippon (2005) do—computing the mean-version is more

consistent with the estimator g} .

Although the gap is not closed completely when comparing the adjusted cross-
sectional estimate with the mean version of Comin and Philippon (2005), the unac-
counted difference is now 39%. This result makes us more confident on the degree of
consistency of g2, and as the graphs show, on its changes through time. *

For the rest of the paper I will concentrate the analysis on the adjusted cross-
sectional estimator of firms’ idiosyncratic volatility (i.e.: /% ,).

41t is still worthwhile to continue to explore the sources of this 39% gap, which can help us to
have a more accurate estimate of firms’ idiosyncratic volatility.
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2.4 Long-run Relationship between Idiosyncratic
and Aggregate Volatility

As detailed in section 2.1 there is a rich set of theories that suggest a negative relation-
ship between microeconomic volatility and macro aggregate volatility. The empirical
literature has addressed this issue by constructing measures of idiosyncratic volatility,
but has not formally tested the implied relationship with aggregate volatility.

In this section, I formally test for the present of a long-run relationship between
aggregate volatility and idiosyncratic volatility during the period 1951-2004. I borrow
from McConnell and Perez-Quiros’ (2000) methodology to compute a measure of
aggregate volatility that does not depend on a rolling window and I use the estimator
g{?}t as a measure of idiosyncratic volatility. The aggregate volatility measure is
constructed as follows. I estimate an AR(1) model for the real growth rate of private
GDP—aggregate real GDP minus government real consumption and government real
gross investment. I compute the aggregate volatility measure as the absolute value
of the estimated residual.

I use two different types of tests for testing long-run relationships. The first one,
which I use more intensively, is Pesaran (1997) and Pesaran and Shin’s (1999) ARDL
approach to long-run modeling. This test has the nice feature that it estimates
consistent long-run relationship independently of whether the variable of interest
are integrated or stationary. The second one is Johansen (1988) and Johansen and
Juselius’ (1990) cointegration test, which estimates long-run relationships among only
integrated series. I use the latter as supporting evidence in the first set of estimates.
After this, I stick to the Pesaran and Shin’s (1999) methodology because of the known

problems in determining the nonstationary characteristics of time series. ° ©

5See Loayza and Ranciere (2006) for an excellent description of the ARDL approach to long-run

modeling.
6The ARDL results are based on a ARDL(2,1) which implies the following error correction model;

y: represents the level of aggregate volatility in period ¢ and z; represents the level of idiosyncratic
volatility.

Ay: = AY—1 + Az + afyi-1 — o — Brze—1] + pe
The cointegration analysis is based on an error correction model with one lag; z = [y z:].

Az = 618z 1 + afys—1 — Bo — Brze—1] + v
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I use the test proposed in Bai and Perron (1998, 2003) to test for structural breaks
in each series; this test estimate an optimal break-date. I complement the analysis
with hypothesis tests on the null hypothesis of joint-contemporaneous breaks in both
series. The details of the hypothesis tests are described in Appendix 2.A.3. 7

2.4.1 Full sample
2.4.1.1 Long-run relationship

Table 1 presents the results of the tests on the long-run relationship between aggregate
volatility and idiosyncratic volatility. The period covered by the estimation is 1951-
2004. The main conclusions are summarized in Empirical Result 1.

Empirical Result 1. I reject the null hypothesis of no long-run relationship be-
tween aggregate and idiosyncratic volatility (full sample estimate). The estimated
negative long-run relationship goes in the direction predicted by both types of theories,
competition-based and diversification-based theories. The magnitude of the long-run
coefficients implies that a 100 basis point increase in idiosyncratic volatility is asso-
ciated with approzimately a 11 basis point lower aggregate volatility. 8

I am going to assume that the series present at most one structural change.
8A likelihood ratio test is used to test for the significance of the long-run parameters in the

cointegration equation (part 2 in Table 1). This test is performed by comparing the likelihood of
the error correction model estimated for Ay; (unrestricted model) and the likelihood of the model
Ayy = M + A Ay_1 + Aayi—1 + v estimated by OLS (restricted model).
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Table 1: Long-Run Relationship between Idiosyncratic
and Aggregate Volatility (1951-2004)

Idiosyncratic Aggregate
Volatility Volatility
1.- ARDL approach to long-run modeling (Pesaran—-Shin-Smith):
Long-run equation coefficients -0.110 1.00
Hy: =0 (SE) (0.022)**

2.- Cointegration analysis (Johansen—Juselius):

Hy: None CE (LR-statistic) 39.29%*

Hy: At most 1 CE (LR-statistic) 3.56

Cointegration coefficients -0.115 1.00
Hy: B =0 (LR-Test dof=2) 14.25**

2.4.2 Structural break

Table 2 presents the result for the structural break tests; the break-date is defined as
the last period of the old regime.

Empirical Result 2. I reject the null hypothesis of no structural change for both
series. The estimated optimal break is 1984 for the aggregate volatility series and
1980 for the idiosyncratic volatility series (full sample estimate). I reject the null
that the break in aggregate wvolatility occurred in 1980 against the alternative that
it occurred in 1984. I also reject the null that the break in idiosyncratic volatility
occurred in 1984 against the alternative that it occurred in 1980. As well, I reject the
null that both series had a joint-contemporaneous break in 1980, or in 1984, against
the alternative that the breaks occurred at the optimal dates (idiosyncratic volatility
break in 1980 and aggregate volatility break in 1984). '
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Table 2: Structural Break (1951-2004)

Idiosyncratic Aggregate
Volatility Volatility
1.- Univariate structural break analysis I (Bia—~Perron):
Test of structural break (supF-statistic) 33.59** 20.19**
Estimated year of break 1980 1984

2.- Univariate structur