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Abstract

Hybrid systems, describing interactions between analog and discrete dynamics, are pervasive in engi-
neered systems and pose unique, challenging performance verification and control synthesis problems.
Existing approaches either lead to computationally intensive and sometimes undecidable problems,
or make use of highly specialized discrete abstractions with questionable robustness properties.

The thesis addresses some of these challenges by developing a systematic, computationally
tractable approach for design and certification of systems with discrete, finite-valued actuation and
sensing. This approach is inspired by classical robust control, and is based on the use of finite state
machines as nominal models of the hybrid systems. The development does not assume a particular
algebraic or topological structure on the signal sets.

The thesis adopts an input/output view of systems, proposes specific classes of inequality con-
straints to describe performance objectives, and presents corresponding ’small gain’ type arguments
for robust performance verification. A notion of approximation that is compatible with the goal of
controller synthesis is defined. An approximation architecture that is capable of handling unstable
systems is also proposed. Constructive algorithms for generating finite state machine approximations
of the hybrid systems of interest, and for efficiently computing a-posteriori bounds on the approxi-
mation error are presented. Analysis of finite state machine models, which reduces to searching for
an appropriate storage function, is also shown to be related to the problem of checking for the exis-
tence of negative cost cycles in a network, thus allowing for a verification algorithm with polynomial
worst-case complexity. Synthesis of robust control laws is shown to reduce to solving a discrete,
infinite horizon min-max problem. The resulting controllers consist of a finite state machine state
observer for the hybrid system and a memoryless full state feedback switching control law.

The use of this framework is demonstrated through a simple benchmark example, the problem
of stabilizing a double integrator using switched gain feedback and binary sensing. Finally, some
extensions to incremental performance objectives and robustness measures are presented.
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Chapter 1

Introduction

1.1 Background and Motivation

Hybrid systems are dynamical systems involving interacting analog and discrete dynamics;
that is, dynamics that evolve in continuous and discrete state-spaces. Hybrid systems
are ubiquitously present in engineered systems, including automotive systems [8, 56, 67],
high performance aircrafts [59], helicopters [55], unmanned aerial vehicles [26, 28], chemical
processes [25] and manufacturing plants [60]. Hybrid dynamics also arise in distributed
control systems, such as highway [38, 49|, air traffic [10, 46, 77] and internet congestion
control problems [37, 68, 69], and in biological systems, such as genetic regulatory networks
22, 45].

Hybrid dynamics give rise to unique and challenging simulation, performance verifica-
tion and control synthesis problems. Given their practical relevance and the multitude of
challenges they pose, hybrid systems have received much attention since the early 1990’s.
Their study has brought together researchers and ideas from two traditionally distant fields,
control theory and computer science [5, 36|, in an attempt to tackle the inherently multi-
disciplinary nature of the problems.

Many modeling frameworks have been developed for describing hybrid systems, together
with corresponding verification and synthesis tools. The various frameworks were motivated
by different problems and address a range of needs. They can be classified into three broad
categories, depending on whether the models used are hybrid, continuous or discrete.

Modeling frameworks involving hybrid models, in which both the continuous and dis-

crete evolutions of the hybrid system are explicitly described [33, 51, 58], have been widely
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researched. Stochastic versions of hybrid automata models have also been proposed [39].
Problems of analysis and safety verification generally reduce to reachability analysis [3].
Approximate solutions to the reachability problems are typically sought, except for special
classes of systems where exact solutions are possible [42]. Problems of control synthesis
generally reduce to solving an appropriate Hamilton-Jacobi-Bellman equation [11, 48, 50].
The strengths of these modeling frameworks are their generality and their ability to model a
wide range of practical problems. Their potential limitation is the computational complex-
ity of their associated analysis and synthesis approaches, that generally scales exponentially
with the dimension of the continuous state-space, and the undecidability of certain problems
[35]. Thus, much of the current research focuses on developing more efficient computational

methods [40, 62, 76] and on identification of decidable (or undecidable) problems [18].

Other approaches exist in which hybrid systems are lifted to a continuous description
[17, 21]. Such approaches are possible due to the existence of differential equation models
that simulate finite automata and Turing machines [17, 20]. The strengths of these methods
is that they allow for a unified approach to hybrid systems analysis and synthesis using
standard tools from control theory. However it is not clear that, in doing so, they offer any

reduction in complexity [16].

A third set of approaches consists of abstracting a hybrid system to a purely discrete
description [4] constructed so as to preserve, typically in a simulation or bisimulation sense,
some properties of interest [32]. While these approaches are generally used when the under-
lying goal is system analysis or verification, problems of controller synthesis based on discrete
abstractions have also been considered [15]. Although some classes of hybrid systems are
amenable to a finite discrete representation, including rectangular [34] and o-minimal hy-
brid systems [19, 41], this approach is restrictive. In an attempt to ease these restrictions,
current research focuses on approximating hybrid systems so as to guarantee simulation
or bisimulation properties asymptotically [30]. However, the relation between the qual-
ity of approximation in the proposed metrics and the actual performance of the system,
particularly in closed loop, is not well quantified.

This thesis was motivated by the desire to develop a systematic, semi-automated and
computationally tractable paradigm that would allow for analysis and for synthesis of cer-
tified controllers for a class of hybrid systems. In particular, the thesis focuses on systems

with discrete, finite-valued actuation and sensing. That is, systems where the actuation
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effectively takes the form of a multi-level switch, and where sensing is coarse or finitely
quantized. In addition to its academic relevance, this class of hybrid systems is practically
relevant. Generally, there is a trade off between the complexity of engineered systems, their
cost and their potential for failures. One way of designing cost-effective systems that ex-
hibit desirable complex behaviors while ensuring low risk of failure is by cleverly switching
between several simple subsystems. Such switched systems have been successfully demon-
strated in practical applications, such as variable capacity compressors [71], and the trend
is expected to continue. On the other hand, coarse sensing is a limitation we often have to
live with, either due to cost or power limitations on the sensors themselves or due to the

effects of quantization and bit rate constraints when control is done over a network.

1.2 Overview of the Framework

The hybrid design framework proposed in this thesis centers around the use of finite state
machines as nominal models of the systems of interest for the purpose of control design.
Inspired by classical robust control, the framework provides an approach for quantifying
the approximation error resulting from reducing hybrid systems to discrete models, and
for designing controllers that are robust to this modeling uncertainty, and that are thus
certified by design.

The classical robust control framework [23, 86] and generalizations of it provide paradigms
and efficient computational tools for system analysis and optimal controller synthesis in the
face of uncertainty (due to modeling errors, linearization, model order reduction, external
disturbances, etc...). The idea there is to approximate a given system by a nominal LTI
model and to establish a quantitative measure for the degree of fidelity of the nominal
model to the original system. This measure is typically an induced gain bound, or more
generally an integral quadratic constraint [53], for the system representing uncertainty. An
LTT controller is then designed to stabilize the nominal model and to meet other perfor-
mance objectives, also typically described by induced gain bounds or integral quadratic
constraints, in the presence of admissible uncertainty. Robust performance of the closed
loop system is verified using a small gain argument or an S-procedure [54, 83].

These ’classical’ approaches are not directly applicable when the systems in question

are hybrid, as is the case in this thesis, for several reasons. First, the H, design problem,
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traditionally solved when synthesizing robust LTI controllers, does not allow for restrictions
on the structure of the controller. In particular, when the control signal (the output of the
controller) is restricted to take its values in a finite set, as in the case here, Hy, control
design becomes an unsolved (and likely unsolvable) problem. Second, a particular algebraic
structure is assumed and utilized in the classical framework. Namely, the signal spaces
are vector spaces, the nominal models and the controllers are linear, and the performance
objectives are quadratic. This structure is non-existent in the class of problems of interest.
In general, the control input and sensor output signals are strings over arbitrary symbol
sets. Thus, quadratic cost functions are not meaningful in this setting. Moreover, even
when each of the switched systems has linear internal dynamics, switching and finite output
quantization result in highly nonlinear dynamics that are unlikely to be well approximated

by LTT models.

Nevertheless, the fundamental ideas of classical robust control can be abstracted and
put to use in a different setting. Systems can be intuitively thought of as infinite state
machines, with finite state machines as their obvious approximations. Hence, the natural
direction is towards a finite state machine based robust control framework that would pro-
vide a systematic, tractable and computer-aided approach to tackle the class of problems of
interest. This direction was first proposed in [52], and was adopted and further developed
in this thesis. The development is in three complementary directions: (i) approaches for
generating approximate finite state machine models of hybrid systems, with useful guaran-
tees on the quality of approximation, (ii) a set of tools for robust performance analysis and

(iii) methods for synthesizing robust controllers for finite state machine nominal models.

The resulting hybrid control design paradigm is as follows (Figure 1-1). Given a hybrid
system P, with discrete, finite-valued actuation and sensing, and given a physical perfor-
mance objective. The system is first represented as the feedback interconnection of a finite
state machine M and an uncertainty block A, describing approximation uncertainty. The
uncertainty is quantified in terms of some useful constraints on its input and output signals.
A ’small gain’ type argument is used to determine the desired constraints on the input and
output signals of the closed loop M and the switching law ¢ to be designed, so that the
actual system meets its performance objectives. This constraint thus defines a design ob-
jective, and the final step is designing a switching law ¢ so that the interconnected system

(M, ¢) meets this design objective. The resulting controller K, consisting of a finite state
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Figure 1-1: Hybrid control design paradigm

machine observer and the switching law ¢, can then be implemented in feedback with the
original hybrid system, and the physical performance objectives are guaranteed to be met

by design.

1.3 Contributions of the Thesis

The foundations of the hybrid design framework and its various steps are discussed in detail
in Chapters 2-5. An illustrative benchmark example is presented in Chapter 6. Extensions
of this approach to incremental descriptions of performance objectives and quality of ap-
proximation are discussed in Chapter 7. The conclusions and recommendations for future

work are presented in Chapter 8.
The contributions of the thesis are:

e A unified input/output view of systems, performance and robustness that is appropri-
ate for the hybrid systems of interest in that it does not assume a particular algebraic
or topological structure. Systems are understood to be sets of signals, performance
objectives are described in terms of specific classes of constraints on the signals, and

a corresponding new formulation of a ’Small Gain’ theorem is derived (Chapter 2).
e An approach for approximating systems with finite actuation and sensing by finite

19



state machines that is compatible with the objectives of control design. A suitable
notion of approximation is introduced and an observer-like structure is proposed for
the approximation error, thus allowing for approximation of systems that are ex-
ternally unstable. Two constructive algorithms for generating nominal finite state
machine models are presented, together with algorithms for computing a-posteriori

gain bounds for the resulting approximation error (Chapter 3).

e A set of analytic and algorithmic tools for verifying stability and computing gains of
deterministic finite state machine models. Existence of appropriate storage functions
are shown to be necessary and sufficient conditions for stability and gain verifica-
tion. A connection to discrete shortest path problems is established, allowing for
strongly polynomial algorithms for stability and gain verification, with O(n?) worst
case computational complexity for an n state machine, under appropriate assumptions

(Chapter 4).

e A characterization of the robust control design problem as a full state feedback, infinite
horizon min-max problem parametrized by a scaling factor, whose solution satisfies a

(scale dependent) Bellman inequality (Chapter 5).

e A demonstration of the hybrid design paradigm using a simple academic benchmark
example: the problem of exponentially stabilizing a double integrator using switched

gain feedback based on binary position measurements (Chapter 6).

e An extension of the analysis tools derived in the thesis to instances where performance
objectives, system characteristics and robustness measures are described in terms of
incremental constraints on the signals. A new formulation of an ‘Incremental Small
Gain’ theorem is derived, as well as necessary and sufficient conditions for incremental

stability and gain verification for finite state machine models (Chapter 7).

Earlier versions of these results as well as complementary results can be found in [72, 73,

74, 75].

1.4 Notation

The following notation is used throughout the thesis: given a set A, card(.A) denotes its
cardinality. P(A) denotes the power set of A, that is the set of all its subsets, while () denotes

20



the empty set. Given two sets A and B, A x B denotes their Cartesian product while A\ B
denotes their difference, that is the set of all x € A such that x ¢ B. For a € AP, a; denotes
the i*" component of a. Z, and R denote the set of non-negative integers and the set
of non-negative reals, respectively. For every k € Z, ordered set Zy = {i € Z.|i < k}.
AZ+ is the set of all infinite sequences over set A: that is, A%+ = {h : Z, — A}. An
element of A is denoted by a while an element of A%+ is denoted by a or {a(t)}2,. For
a € A% and for T < k, P; (a) denotes the subsequence {a(t)}} ;. ,, while Pz (a) denotes
the subsequence {a(t)}/_, for T'< k. The notation C and C denotes inclusion and proper
inclusion, respectively. For A, C A, I4, denotes the indicator function of set A,, that is
the function I 4, : A — {0,1} defined by I4 (a) =1 for a € A, and I4, (a) = 0 otherwise.
For f: Dy — Ry and g : Dy — Ry with Ry C D3, g o f denotes the composition of f and
g, that is the map go f : D1 — Ry defined by go f(x) = g(f(x)).
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Chapter 2

A Framework for Systems,

Performance and Robustness

2.1 Introduction

This chapter lays the foundations for the thesis by presenting a unified view of (discrete-
time) systems, interconnections, performance objectives and robustness. This view inte-
grates ideas from classical robust control theory [23, 86], behavioral systems theory [81],
Integral Quadratic Constraint (IQC) analysis [53] and the theory of dissipative systems
[79, 80], and develops them in new directions compatible with the hybrid problems of in-

terest.

The philosophy is to view systems as sets of input and output signals, thus clearly
differentiating between systems (signal sets) and models of systems (mathematical descrip-
tions of the processes that generate the signal sets). Performance requirements for systems
are described in terms of specific classes of inequality constraints on the elements of their
signal sets, while interconnections are described in terms of intersections of signal sets.
Performance of an interconnected system is described in terms of the performance of its
components. Deterministic finite state machine models, used as the central building blocks
of the hybrid systems design paradigm, are also introduced in this chapter. Simple illustra-

tive examples of the definitions and results of this chapter are provided in Section 2.5.
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2.2 Signals, Systems and Automata Models

2.2.1 An Input/Output View of Systems

A discrete-time signal is understood to be an infinite sequence over some prescribed set,

which is referred to as an alphabet set.
Definition 2.1. A discrete-time system S is a set of pairs of signals, S C UZ+ x Y&+,

A system is thus a process characterized by its feasible signals set, which is simply a list
of ordered pairs of all the signals (sequences over input alphabet set i) that can be applied
as an input to this process, and all the output signals (sequences over output alphabet set
Y) that can be potentially exhibited by the process in response to each of the input signals.
The notation S will be used interchangeably throughout the thesis to denote the system
and its feasible signals set.

Typically, the input signals consist of control inputs (signals that are chosen by the
controller), disturbance inputs (signals that negatively affect the system and that we have
no control over) and exogenous inputs (possibly representing a reference signal or the effect
of the environment on the system). The output signals typically include measured outputs
(sensor measurements made available to the controller), performance outputs (signals that
are used to describe system performance) and other outputs (possibly representing the effect
of the system on the environment or on another system).

In general, the alphabet sets can be continuous, discrete (countable or uncountable) or
both, particularly when the systems in question are hybrid. The particular class of hybrid
systems considered in this thesis, referred to as systems with finite actuation and sensing,
are those in which the control input and measured output are restricted to finite alphabet
sets; no other a-priori assumptions are made about the system. The case when all the
alphabet sets are finite is also of special interest in this thesis. The systems in question are

then said to be systems over finite alphabets.

2.2.2 Deterministic Finite State Machine (DFM) Models

A special class of systems over finite alphabets provides a set of nicely tractable models that

are used in this thesis to approximate the hybrid systems of interest. The common feature
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of systems in this class is that a specific process, mathematically modeled by a deterministic

finite state machine (DFM) as described in Definition 2.2, generates the feasible signals set.

Definition 2.2. A deterministic finite state machine (DFM) is a mathematical model
of a discrete-time system described by two equations, a state transition equation (2.1) and
an output equation (2.2):

q(t+1) = f(q(t),u(t)) (2.1)

where t € Z, q(t) € Q, u(t) €U, y(t) € Y, and where Q, U and Y are finite sets.

U and ) are finite alphabet sets of possible instantaneous values of the input signal and
the output signal, respectively. Q is a finite set of states of the DFM. f: O xU — Q is
the state transition function and g : @ x U — Y is the output function. D), is the feasible

signals set of the system modeled by deterministic finite state machine M:

Dy = {(u,y) € U%+ x Y%+| 3q € Q% such that q,u,y satisfy (2.1), (2.2), Vt € Z}
(2.3)

2.3 Gain Stability

A notion of gain stability is proposed in this section. In line with the general philoso-
phy of the thesis, this notion of stability is an input/output property described in terms
of constraints on the feasible signals of a system. It will be used to mathematically de-
scribe physical performance objectives of the system, in addition to representing robustness

measures.

Definition 2.3. Consider a system S C U%+ x Y%+ and let p: U — R and n: Y — R be
given functions. S is p/u gain stable if there exists a finite non-negative constant -y such

that the following inequality is satisfied for every pair (u,y) in S:

T
inf ™ p(ult) - ply(t) > —oc (2.4)
- t=0
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Remark 2.1 The p/u gain stability property, described by the inequality constraint in (2.4)

can be equivalently expressed as follows: there exists a v > 0 such that for every pair

(u,y) € S, there exists a constant Cyy € Ry such that the following inequality:

T T

> uly(t) < Cuy +7> p(u(t))
0 t=0

t=
holds for all T' > 0. o

The formulation in Remark 2.1 is reminiscent of induced norm descriptions of stability
for LTI systems in the traditional setting. There, the functions p and p are signal norms,
typically [y, lo or [, norms. In the framework developed in this thesis, no algebraic or
topological structure is assumed a-priori on the signal sets. Thus, no constraints are imposed
on the functions p and p. As a result, any system will be p/u gain stable for some choice of
p and p. A judicious choice of p and p is needed to ensure that the corresponding stability
property provides a useful characterization of system S. The choice of p and p is guided
by the specifics of the physical problem. In particular, when p and p are restricted to

non-negative values, a notion of gain emerges.

Definition 2.4. Consider a system S C U%+ x Y%+ and let p:U — Ry and p:Y — Ry
be given non-negative functions. The p/p gain of S is the greatest lower bound of v such

that (2.4) is satisfied for every pair (u,y) in S.

A further refinement is possible when the alphabet sets &/ and ) are finite, and when p
and p are zero on some U, C U and Y, C ), respectively, and strictly positive elsewhere.
In this case, a notion of gain stability that is independent of the particular choice of p and

w emerges (see Remark 2.2).

Definition 2.5. Consider a system S C UL+ x Y2+ where U and Y are finite sets and
let Uy CU and Y, C Y be given sets. S is gain stable about (Uy,Y,) if there exists a
y>0andp: U — Ry, p:Y — Ry zero on U, and Y,, respectively and strictly positive
elsewhere, such that every pair (u,y) in S satisfies (2.4).

Remark 2.2 Let p1 : U — Ry and p2 : U — R be zero on U, C U and strictly positive
elsewhere. Let p1 : Y — R4 and us : Y — Ry be zero on ), C )Y and strictly positive
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elsewhere. Set
1(u)

CP - ugl/[a;)z(/{o pQ(U)

and
. . pa(y)
C# = min ——-—:
yeV—Yo t2(y)

The following inequality holds for any non-negative constant -, and any 1" > 0:

T T

e Y T pa(ult)) — pa(y(t)) = D vpr(ult)) — i ()
t=0 # t=0

It follows from this inequality and from finiteness of the alphabet sets that if, for some

choice of functions p; and u; zero on U, and ), respectively and positive elsewhere, there

exists a non-negative constant -, say v = 71, such that (2.4) holds; then for any other choice

of functions py and ps zero on U, and ), respectively and positive elsewhere, there exists

a value 7 > 0, in particular vo = @, such that (2.4) also holds for all (u,y) € D. Thus,
c

)
given a system S and a particular choice of U, and ), the existence (or non-existence) of
a finite v and functions p : U4 — R4 and pu: Y — Ry, zero on U, and ), respectively and

positive elsewhere, such that (2.4) is satisfied is an intrinsic property of the system. o

Remark 2.3 In instances where the alphabet sets have some particular algebraic structure,
there is a natural choice for i, and )),. For example, for an alphabet set with a monoid
structure or a field structure, the natural choice is the singleton consisting of the identity
element of the monoid and the additive identity element of the field, respectively. The

signals u € U2+ and y € Y2+ are then "zero’ signals. o

2.4 Stability of Interconnections

2.4.1 Feedback Interconnections

Consider two systems S C (U x W)%+ x (¥ x Z)%+ and A C 2%+ x W%+, Their feedback
interconnection, denoted by (S, A) and shown in Figure 2-1, is a system I C U%+ x Y&+

with feasible signals set:

I={(u,y)| 3we W2 z e 2%+ such that ((u,w),(y,z)) € S and (z,w) € A}
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Figure 2-1: Feedback interconnection of S and A

Consider the feedback interconnection of S and A and suppose that both systems are gain
stable. The question is, what can be said about their feedback interconnection, the system

I with input u and output y?

2.4.2 A ’Small Gain’ Theorem

The following Theorem describes the gain stability properties of an interconnected system

in terms of those of its component systems.

Theorem 2.1. (A 'Small Gain’ Theorem) Suppose that system S is ps/us gain stable and
satisfies (2.4) with v = 1, for some pg :U x W — R and ps : Y x Z — R. Suppose also
that system A is pa/ua gain stable and satisfies (2.4) with v = 1, for some pa : Z2 — R
and pa : W — R. The interconnected system (S, A) with input u and output y is p/p gain
stable for p:U — R and p: Y — R defined by:

p(u) = sup {ps(u,w) — pa(w)} (2.5)
weW
wy) = Zigg{us(y, z) —pa(2)} (2.6)

and satisfies (2.4) with v = 1.

Proof. By assumption, all feasible signals of S satisfy:

T
inf S ps(u(t), w(t) — ps(y(t), 2(1)) > —oc (2.7)
- t=0
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and those of A satisfy:

T
inf 7 pa((t) — palw(®) > —oo (2.8)
- t=0

For functions p and p defined in (2.5) and (2.6), (2.7) implies that all feasible signals of
system S satisfy the following condition:

T
inf > p(u(t)) + pa(w(t) — uly(t) — palz(t)) > oo (2.9)
— t=0

Adding (2.8) to (2.9), and noting that the infimum of the sum of two functions is larger

than or equal to the sum of the infimums of the functions, we get:

T
inf > p(u(t) — uly(t) > —oc (2.10)
- t=0

Hence, the interconnected system (.5, A) is p/p gain stable and satisfies (2.4) withy =1. O

Traditionally, the Small Gain Theorem [23] (see [64, 84, 85] for a historical perspective)
gives sufficient conditions, expressed in terms of the gains of the component systems, for
an interconnection to be stable given that the components are stable. In contrast, this new
"Small Gain’ Theorem does not expressly depend on a notion of gain. Anytime two systems
are gain stable, their interconnection is also gain stable in some sense. Whether or not this
stability property is practically useful depends on the functions p and p. Nevertheless, this
result is referred to as a ’Small Gain’ Theorem to emphasize its usage, which is analogous
to that of the traditional Small Gain Theorem, and the fact that it reduces to the standard

Small Gain Theorem under appropriate conditions, as described in the following remark.

Remark 2.4 An interesting special case is when all the alphabet sets are finite subsets of
R, and gain stability of systems S and A are interpreted as l5 gain conditions in R. In this
case, we have: p(u,w) = |ul>+ [w]?, js(y, 2) = [y + |22, pa(w) = [w]2, pa(z) = [uf?, and
consequently p(u) = |ul? and p(y) = |y|>. This formulation thus reduces to the standard
small gain result: if each of S and A are stable with l5 gain not exceeding 1, then so is their

interconnection. o

Corollary 2.2. The interconnection (S, A) is p/u gain stable withy =1 for anyp : U — R,
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w:Y — R defined by:

p(u) = sup {ps(u,w) — 74 pa(w)} (2.11)
wly) = inf{us(y, 2) —7a pa(z)} (2.12)

with 74 > 0.

Proof. If the feasible signals of system A satisfy (2.8), they also satisfy

T
}I;%Zm pa(z(t)) = 7a pa(w(t)) > —oo
=010

for any positive scaling parameter 7; > 0. The statement thus follows by simply replacing

pua and pa by Taua and 74pa respectively in (2.5) and (2.6). O

Thus, the ’Small Gain’ Theorem (Theorem 2.1) is in fact a statement that under the
stated assumptions, the interconnected system (S, A) satisfies an infinite number of gain
stability properties corresponding to an infinite number of (positive) values of scale 4. This
scaling factor is comparable to the “D-scales” in the classical robust control framework.

The ’Small Gain’ Theorem can be used as an analysis tool, as will be illustrated in
the last example in Section 2.5. In particular, we may be interested in proving stability of
the interconnection (S, A) about (U,,),), for some specific choice of U, C U and Y, C V.
Theorem 2.1 allows us to verify this if there exists some scaling factor 7; > 0 such that p
and p defined in (2.5) and (2.6) satisfy the requirement that they’re zero on U, and Y,
respectively, and strictly positive elsewhere.

The Small Gain Theorem can also be used as a tool for posing a robust control synthesis

problem. This will be discussed in detail in Chapter 5 and illustrated in Chapter 6.

2.5 Examples

The following simple examples practically illustrate each of the definitions proposed in

Sections 2.3 and 2.4.
Ezxample 2.1 The system over finite alphabets defined by its feasible signals:
D= {(uay) € {_1707 1}Z+ X {—K,O, K}Z+|y(t) = K’LL(t),\V/t € Z+}
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Figure 2-2: A queuing system

is a gain K whose input is restricted to three values: -1, 0 and 1, and whose output is

consequently restricted to the three values: —K, 0, K. v

Ezxample 2.2 Consider a queuing system consisting of a single buffer and m deterministic
servers, of which only one can be used at any given time (Figure 2-2). The 3" server
operates at a fixed rate m; and incurs operating cost ¢; per unit time, with m; < 7; and
¢; < ¢j for i < j. Let a(t) be the number of packets arriving at the buffer at time step
t, where t € Z, and suppose that there is a physical limitation to how many packets can
arrive at any time step (i.e. an upper bound on a(t)). The queuing system is said to be
stable if the queue size remains finite at all times.

The system can be modeled as a system over finite alphabets with two inputs, the
server rate m(t) € R = {m,...,mm} (a control input) and the number of arrivals a(t) €
A=1{0,1,...,8}. The internal state of the system is ¢, the length of the queue, described

by the following update equation:
a(t + 1) = max{0, q(t) + alt) — (t)}

The performance output is dg, where dq(t) = q(t + 1) — q(¢). The performance objective
(queue stability), described by the requirement that ¢(7') < oo for all T > 0, can be

equivalently expressed as a gain stability condition:

inf > —dq(t) > —o0 (2.13)



Q

Figure 2-3: Feedback interconnection of a nominal model and a A block representing a
more complex system

\Y

A typical usage of the 'Small Gain’ Theorem (Theorem 2.1) as an analysis tool is as
follows: given a system S, with complex or partially unknown dynamics, and a physical
performance objective, mathematically described by a gain condition as in equation (2.10),
that we wish to verify for the system. The complex system is first represented as the
feedback interconnection of a simpler system .S, essentially a nominal or lower order model
of the original system (possibly a deterministic finite state machine model as described in
Section 2.2.2), and a system A, representing the modeling uncertainty or the approximation
error (Figure 2-3), and characterized in terms of some gain stability property as in equation
(2.8). A gain bound for M is computed as in equation (2.7), and the ’Small Gain’ Theorem
is used to verify the performance of the closed loop system (S, A), and hence of the original

system S,. The following simple example illustrates this procedure.

Ezxample 2.3 Consider the queuing system introduced in Example 2.2. A controller for
this queuing system is a system that implements a control law which maps the length of the
queue in the buffer to a choice of server to be used. Given a queuing system, a controller,
and some limited knowledge about the arrival process, the goal is to verify that the resulting
closed loop queuing system is stable. In particular, assume that the controller picks the
same server with rate m,, regardless of the length of the queue and that the arrival process

obeys the Leaky Bucket model, namely:

A(s,t) < a-(t—s)+ [

where A(s,t) is the total number of (integer valued) arrivals in time interval [s,t] and «
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Figure 2-4: Setup for robust performance verification

and [ are given positive constants. We wish to find conditions for 7, under which stability
can be guaranteed. The queuing system can be modeled as a system over finite alphabets
(system ’M’ in Figure 2-4) with two inputs, the server rate 7 (control input) and the number
of arrivals a (disturbance input). There is no exogenous input in this example. The internal
state of M is ¢, the length of the queue, with the update equation described in Example
2.2. The system has output ¢ (sensor output), 7 (input to the uncertainty block A) and dq
(output used to characterize the performance objective, where dq(t) = q(t+ 1) —q(t)). The
controller K is a system whose output is identically equal to m,. The arrival process can be

modeled by an uncertainty block A satisfying the gain condition:

The following gain condition is satisfied by S, the interconnection of M and K:

T

inf > (= a(t) + (Ga(t) + 7(1))) > -
3 (00 + 60 +70) > o
In the terminology of Theorem 2.1, we have pg(u,a) = —a, us(dq,r) = dq+r, pa(r) =
%r and pa(a) = a. For p(u) = 1;1621}{—2@} = 0 and p(dq) = Tg}il}}{éq +r— %7’} =
dq + (r° — ), Theorem 2.1 allows us to write that:



which implies (2.13) if 7° —a > 0. Thus, a sufficient condition for stability is 7° > «, which

is a well known result in queuing theory. v
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Chapter 3

Approximating Hybrid Systems by
Finite State Machines

3.1 Introduction

This chapter addresses the problem of approximating a system with finite actuation and
sensing by a deterministic finite state machine for the purpose of control design.

Consider a discrete-time hybrid system P with exogenous and control inputs r and u
respectively, and performance and measurement outputs v and y, respectively. Assume
that alphabet sets U and ) are finite; thus P is a system with finite actuation and sensing.
Assume further that the performance objective is p/p gain stability for some given p: R —
R and i : V — R. In other words, a controller K C Y%+ x U%+ is sought such that the
closed loop system, interconnection (P, K), is p/u gain stable.

The first step of the hybrid design paradigm advocated in this thesis consists of ap-
proximating P by a deterministic finite state machine M and describing the approximation
uncertainty A in terms of an appropriate gain stability property. The questions that arise

are:

1. What does it mean for M to be an approximation of P for the purpose of controller

synthesis?

2. What does the approximation uncertainty A represent and how to characterize it in

terms of gain stability?
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Figure 3-1: A DFM approximation of P

Answers to these questions are presented in this chapter. A notion of approximation
that is compatible with control design is proposed for the class of systems of interest in
Section 3.2. In the following three sections, an approximation approach, consistent with
the notion of approximation defined in Section 3.2, is developed for systems with no ex-
ogenous inputs. In particular, a second notion of input/output stability, referred to as
external stability, is defined in Section 3.3 and shown to be relevant to the problem of
approximation. An observer structure is then proposed for the approximation uncertainty,
which allows for approximation of systems that are not externally stable. Two constructive
algorithms for generating finite state machine approximations are presented in Section 3.4,
and corresponding algorithms for computing a-posteriori upper bounds on the resulting

approximation error are presented in Section 3.5.

3.2 Approximation for Control Design

A definition of approximation for systems with finite actuation and sensing by deterministic
finite state machines is proposed in this section. The definition takes into account the desired

performance objective and is thus compatible with control design.

Definition 3.1. Consider a plant P C (U x R)%+ x (¥ x V)%+, where U and Y are finite
sets. Assume that the performance objective is p/u gain stability with v =1 for some given

p:R—=Rand u:V — R. A deterministic finite state machine:
MCUxRXW)Z x (Y xVx Z)2+

is a p/p approxrimation of P if there exists a A C ZZ" W2+ and functions p, : R —R
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Figure 3-2: Approximation for control synthesis: finite alphabet considerations
and o : V — R such that:

1. There exists a surjective map ¢ : P — S, where S 1is the feedback interconnection of

M and A, as shown in Figure 3-1, satisfying:

(a) 1/1_1<Su,y) 2 Pyy, where:

Suy = {((w,7),(y,v)) € 5}

Puy ={((wr),(y,v)) € P}

(b) If ((u,r),(y,Vv)) € S satisfies:

T
inf 7 po(F(1)) = pol0(1)) > —o0 (3.1)
— t=0

then every ((u,r), (y,v)) € ! ({((u, r), (y,ff))}) satisfies:

T
inf 37 p(r(t)) — p(v(t)) > —o (3.2)
t=0

T>0

2. A is pa/pa gain stable for some non-zero functions pa : Z%+ — Ry and pa :

VVZ+ — R+.

Ultimately, the goal of the approximation is to enable systematic synthesis of a controller
K c Y%+ x 4%+ such that the closed loop system (P, K ) satisfies the performance objective

n (3.2). This controller design problem can be thought of as finding a set K C Y%+ x U%+
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such that all the elements of P, defined as:

P = {((w,),(y,v)) € Pl(y,u0) € K}

satisfy (3.2).

The definition of system approximation by deterministic finite state machines proposed
here is compatible with the goal of robust controller synthesis: let M be a p/u approximation

of P as in Definition 3.1. If a K is found such that every element of S, defined as:

S ={((u,1),(y.v)) € S|(y,u) € K}

satisfies the auxiliary performance objective (3.1), then it follows from condition 1(b) in
the definition that every element of ¢)~1(S) satisfies performance objective (3.2). Thus, in
order to ensure that the closed loop system (P, K) also satisfies this performance objective,
it is sufficient to ensure that P C 1 ~1(S), which is guaranteed by condition 1(a) in the

definition (see Figure 3-2 for a pictorial illustration of this argument).

Finding a controller K such that all the elements of S satisfy (3.1) is a difficult problem
in general. A simpler problem can be posed by characterizing the approximation error A
in terms of an appropriate gain stability property (pa/pa gain stability with gain bound
7v), and then designing a controller K for the nominal DFM model M that is robust to all
admissible uncertainties; in other words, K is designed such that the interconnection of M,

A and K satisfies the auxiliary performance objective (3.1), for any A in the class A:
T
A ={A C 2%+ x WZ+| %gfozym(z(t)) — pa(w(t)) > —oco holds V(z,w) € A}

- t=0

In particular, given a choice of functions pan and pa, let A; be the uncertainty class as-
sociated with gain bound v; on A, and let Sa, be the family of systems consisting of the
interconnection of M and every A € A;. That is, Sa, is the set of all ((u,t),(y,V)) €

U x R)Z+ x (¥ x V)%+ for which there exists w and z satisfying:

T
inf > vipa(#(t) — pa(w(t)) > —oo
- t=0

and such that ((u,t,w),(y,Vv,z)) € M. Since by definition S C Sp , if a controller K is
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Figure 3-3: Approximation for control synthesis: description of A

found such that every element of Sa,, defined as:

Sa, ={((w,1),(y,¥)) € Sa [(y,u) € K}

satisfies the auxiliary performance objective (3.1), then so does every element of S.

The numerical value of the gain v, while not directly indicative of the quality of approx-
imation', should reflect the trend that quality of approximation increases as v decreases.
The requirement in condition 2 of Definition 3.1 that pa and ua are non-negative and are
not identically zero allows for a well-defined notion of gain. For two gain bounds v; < 7,
it follows that (Figure 3-3):

5C Sa, € S,

and hence for a given controller K C Y%+ x U%+, we have:
S C Sp, CSa,

Discussion of the robust controller synthesis problem is deferred until Chapter 5; however,
it is intuitively clear that the difficulty of finding a controller K to meet the auxiliary
performance objective (3.1) increases as the set of feasible signals of the system considered
gets larger, and hence as gain bound ~ gets larger.

Effectively, when a p/u approximation of P is found, there exists a 1-1 correspondence

between the sets P,y and Syy, as shown by the following Proposition.

! As is the case in the classical robust control framework, whether a given value of 7 is small enough for
controller synthesis is not known until an attempt is made to synthesize a controller.
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Figure 3-4: Traditional LTI model reduction

Proposition 3.1. If there exists a map v : P — S satisfying condition 1(a) in Definition
3.1, then Pay = ! (Su,y).

Proof. By contradiction. Suppose that Py, 2 w*1(5u7y); thus, there exists an x €
! (Su,y> \ Puy. x € Py,y, for some (u;,y1) # (u,y), and hence by assumption
r eyt (Su1,y1)v and 11 (Su,y) Nyt (Sul,yl) # (). This leads to a contradiction since
Suy N Suyy =0. N

3.3 The Approximation Uncertainty

An approximation approach that is consistent with Definition 3.1 is developed in this section
and in Sections 3.4 and 3.5. In particular, the discussion focuses on systems with no
exogenous input r (or equivalently, the case where the corresponding alphabet set R is a
singleton). In Section 3.3.3, an observer structure is proposed for the approximation error
A. The motivation for this structure is first explained in Section 3.3.2, following a brief
review of traditional model order reduction in Section 3.3.1 and a discussion of an extension

of the classical paradigm to the class of systems of interest.

3.3.1 A Traditional View of Approximation Error

Traditional model order reduction techniques such as balanced truncation or Hankel model
order reduction [1, 31, 57, 61] deal with stable LTI systems. Given a stable LTI plant P of
order n, one possible goal is to find a stable LTI plant P of order m < n such that the Hao

norm of the transfer function of the difference system P — P is minimized. Intuitively, P is
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considered to be a good approximation of P if the outputs of the two systems, when driven
side by side using the same input, are not too different in the worst case scenario. Thus,
in the traditional setting, the error system A is simply the difference between the original
and the approximate systems (Figure 3-4). This formulation of the model order reduction
problem implicitly assumes that the performance objective is expressed in terms of an Lo

gain condition for the system with input u and output y.

In the traditional setup just described, the original system P and its approximation P
are both assumed to be initialized to zero. Moreover, they have the same alphabet sets,
and hence the feasible signals of P and that of the interconnection S = (P, A) are identical.
Thus, there exists a bijective map ¢ : P — S, namely the identity map, with the trivial
property that a feasible signal (u,y) € S satisfies a given L5 gain condition iff v~ (u,y) =
(u,y) satisfies it as well (in the terminology of Section 3.2, the 'performance objective’ and
the ’auxiliary performance objective’ are identical). The approximation uncertainty A is
described in terms of an £o gain bound. Given two lower order approximations P, and P,
of P, ]51 is a better approximation than ]52 if the L5 gain of Ay = P — ]51 is smaller than
that of Ay = P — P.

It is tempting to attempt to extend this setup to the class of systems and nominal models
of interest. While addition and subtraction of signals are not well defined operations due
to the absence of algebraic structure, a meaningful extension nonetheless exists. Given a
system P C UZ+ x (Y xV)%+ and a deterministic finite state machine M C UZ+ x (Y x V)%+,
where U and ) are finite sets with card()’) = b. Consider their interconnection as shown

in Figure 3-5, with w(t) € W, where W is an arbitrary finite alphabet with cardinality:

b 2 _ 2
card(W) = +1= Yobt2
9 2

Function 8 : ) x Y — W is a symmetric, surjective function satisfying:
ﬂ(% y) = Wo

Given a choice of 3, function ¢ : Y x W — ) is defined by:

¢(y,w) = y1 such that B(y,y1) = w
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Figure 3-5: An extension of the traditional model reduction setup

In this setup, a possible characterization of A in terms of gain stability corresponds to
a choice of functions pa : U — [1,a] and pa : W — [0, b], for some a > 1 and b > 0, with
pa(w) = 0 iff w = w,. In particular, when pa(U) = pa(W \ {wo}) = {1}, the pa/pa
gain of A, ~, is such that v € [0,1]. ~ then represents the fraction of mismatched outputs
in the worst case scenario. In general, different weights can be associated with different
inputs and mismatch pairs to reflect some particular knowledge about the specific problem
at hand (for instance, some mismatches may be more detrimental than others, or certain

inputs need to be more strongly penalized).

Remark 3.1 In the case where ) is a binary alphabet, § can be interpreted as a logical
XOR operation: W = {0,1}, w, = 0, an output of 0 (1) indicates matched (mismatched)

outputs of P and M. In this case, function ¢ simply flips § whenever w = 1. o
While this setup is plausible, it will be shown in the next section that it may be too

restrictive in general.

3.3.2 External Stability and the Quality of Approximation

A notion of input /output stability that is relevant to the approximation problem is presented
here. Intuitively, a system is externally stable if it appears to forget its past. The following

definition of external instability makes this notion rigorous.

Definition 3.2. A system S C U%+ x Y%+ is externally unstable if there exists a finite
constant T > 0 and two elements (u,y1) and (u,y2) of S such that y1(t') # y2(t') for some
t' e [t,t + 7], for every t > 0.
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Remark 3.2 In particular, when the output set is Y = Y1 X ... X )., a more precise notion
of external stability can be defined. S C U%+ x Y%+ is said to be externally unstable with
respect to Vp, p € {1,...,7}, if there exists a 7 > 0 and two elements (u, (y7,...,Yp,---, %))
and (u, (y,.--,Yp,---,¥yr)) of S such that yo(t') # yy(t') for some ' € [t,t + 7], for every

t > 0. o

The lack of external stability in a system has an important consequence: in that case, it
may not be possible to approximate the system arbitrarily well (i.e. with arbitrarily small

7v) in the sense described in Section 3.3.1.

Theorem 3.2. Consider a system P C UZ+ x (Y x V)Z+, where U and Y are finite sets with
card()) = b, and an alphabet set VW with cardinality bt%. Given functions pa : U — [1,a]
and pua : W — [0,b], a > 1 and b > 0, with ua(w) = 0 iff w = w, for some w,, and given
function B :Y x Y — W satisfying B(y,y) = w,. If P is externally unstable with respect to
Y, there exists no deterministic finite state machine M C U%+ x (Y x f))ZJr such that the

pa/ A gain of A (with the structure shown in Figure 3-5) is arbitrarily small.

Proof. The proof is by contradiction. For given functions pa and pa, suppose that for
every 7. > 0, there exists a deterministic finite state machine M, such that e is a valid
pa/pa gain bound for the resulting system A. Since P is externally unstable with respect
to ), there exists a 7 > 0, (u, (y1,v1)) and (u, (y2,ve)) of P such that y;(¢') # ya(t') for
some t' € [t,t + 7], for every t > 0. Let 7, be the smallest such 7, with the outputs of A
corresponding to (u, (y1,v1)) and (u, (y2,v2)) and some fixed initial condition of M, being

w1 and way, respectively. By assumption, we have:

T
inf > yepa(u(®) — pa(wi(t) > —oo
- t=0

and



We have:

T
S 29pa (u(t)) — palwi(t)) — palws(t))
t=0

= > yepalu(t) — palwi () + Z%m — pa(wa(t), VI =0
T
> }gf()gvepA(u(t)) — pa(wi(t)) + },r;fog%pA(U(t)) — pa(ws(t)), VT >0

Hence, it follows that:

Jnf ZQ%M — pra(wi(t)) — pa(wa(t)) > —oo
Let ¢y = min  pa(w) and let ¢a = max pa(u). We have: 29.pa(u(t)) < 27.c2. Since
wEW\ {wo} uell

w1 (to) # walt,) for some t, € [t,t + 7], for any ¢t > 0 (the output of M for a given initial
condition and input u is fixed), we also have for any k£ > 0:

k+71o
Z pa(wi(t)) + pa(wz(t)) >

Thus:
k+T1o

> 2epalult) — pa(wi(t)) — pa(ws(t) < 2yeca(mo + 1) — e

holds for all & > 0, and hence when ~, < m
Jnf Z 27epa(u(t)) — pa(wi(t)) — pa(wa(t)) = —oo
thus leading to a contradiction. O

Remark 3.3 The proof of Theorem 3.2 assumed that the initial state of M is fixed, which
is a reasonable assumption. In practice, either M forgets its initial condition, in which case
there is no loss of generality in assuming it to be fixed, or it doesn’t, in which case part of
the question in the approximation problem is properly initializing the nominal model. The

choice of initial condition is discussed in Section 3.4 in conjunction with the two algorithms
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u(t) € {-1,0,1} x(t) y(t) € {—4,0,4}

z(t+1) = s2(t) + u(?) Q =

Figure 3-6: Internally stable LTT system with state quantizer

presented for constructing M. o

What is interesting is that it is possible to start out with a discrete-time LTI system
that is stable (poles within the unit disk), and where the corresponding system with discrete
actuation and sensing, obtained by simply restricting the inputs of the system to a finite
subset of R and finitely quantizing the output, is not externally stable. This is illustrated

in the following simple example.

Ezxample 3.1 Consider a stable LTI system described by:
1
z(t+1) = 5ac(t) + u(t)
and an output quantizer ) described by:
( .

—4 —6<xrx< -2
y(r) = 0 —2<x<?2

4 2<x <6

interconnected as shown in Figure 3-6. The input to the system is assumed to be restricted
to take on the values 0, £1 and the initial state of the LTI system is assumed to lie in the
interval [—6,6). Consequently, the output of @) takes on the values 0, +4. Even though the
LTI system is stable (pole inside the unit disk), the system with input u and output y is
not externally stable: consider the constant input u(¢) = 1 and the two initial conditions
21(0) = 0 and z2(0) = 4. The corresponding constant outputs, y1(t) = 0 and y2(t) = 4, are

unequal at every time step. v

In practice, the approximation setup described in Section 3.3.1 may be good enough to

approximate an externally unstable system sufficiently well for successful controller design,
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particularly when 7, (the smallest 7 as in Definition 3.1) is large, and hence the lower bound
on achievable v given in Theorem 3.2 is small. However, in order to avoid restrictions on
the class of systems that can be handled well, an alternative structure is proposed for the

approximation error A in Section 3.3.3.

3.3.3 An Observer Based Structure

M g

Figure 3-7: Structure of the error system A

The modified structure proposed for the approximation error A is shown in Figure 3-
7. M in this setup is a deterministic finite state machine with the restriction that direct
feed-through from input y to output § is not allowed; that is, output g(¢) is only a function
of state ¢(t) and input u(t). This structure, in which the output of P is fed back to M,
is essentially an observer structure. Intuitively, if system P does not forget its past (or its
initial state, when P has a state-space description), there is a need to explicitly estimate
its past (or initial state) in order to have some hope of correctly predicting its future.

This particular structure for A in turn imposes a particular structure on the determinis-
tic finite state machine approximation of P. This is shown in Figure 3-8, where the output
of the block ¢, which is identical to that of the plant P by construction, is fed back to M.

Given a plant P, let M be a deterministic finite state machine and let S be the intercon-
nection (Figure 3-9) of M and A with the structures described above and shown in Figures
3-7 and 3-8. For any choice of M with fixed initial condition, there always exists a function

¥ P — S satisfying condition 1(a) of Definition 3.1, as shown in Proposition 3.3.

Proposition 3.3. Consider a system P C UZ+ x (Y x Z)Z+ where U and Y are finite.

For any deterministic finite state machine M with fized initial condition q(0), there exists
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Figure 3-8: Structure of M, the finite state machine approximation of P

a: P — S, where S is the interconnection ofM and P shown in Figure 3-9, such that ¢

is surjective and ™ (Syy) 2 Puy-

Proof. Consider ¢ : P — M where 1, ((u, (y,v)) = ((w,y),(§,¥)) € M, where (y,V) is
the unique output response of M to input (u,y) for initial condition ¢(0). Also consider

Y9 : 1 (P) — S defined by:

v ((wy). (5,9)) = (. v,9))

Let ¢ = 1p9 0 ¢p1. 1) is surjective, since 19 is surjective and 1/)2_1(5) = ¢1(P) by definition.
Moreover, )(Pyy) C Suy:

¢(Pu,y) = wZ(wl(Pu,y)) - ¢2(¢1(P)u,y) - Su,y

where 91 (P)uy = {((u,y), (¥, V)) € ¢1(P)}. Hence, Puy € ¢~ (Suy)- .

Moreover, for any choice of pa : U — [1,a] and pa : W — [0, b] for some a > 1 and b > 0,
with pa(w) = 0 iff w = w,, the pa/pa gain of A is finite. Thus, a remaining question is:
how to construct and initialize M such that the resulting deterministic finite state machine
M is a p/p approximation of P (i.e. so as to satisfy condition 1(b) of Definition 3.1)?7 The
next question becomes: how to compute a gain bound for A? The first question is addressed

in Section 3.4 and the second one in Section 3.5.
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Figure 3-9: Interconnection of M and A

3.4 Constructing the Nominal Models

In this section, two constructive approaches for finding a p/u approximation of a given
system P C U%+ x (Y x V)Z+ are presented. Each approach provides a systematic procedure
for constructing M (and consequently M), and for choosing function g, : V>R defining
the auxiliary performance objective. In the first approach, presented in Section 3.4.1, the
states of M are associated with finite length strings of control input and measurement output
of the original system. The starting point of this approach resembles existing work, such
as in [63]; however, the approach presented here is the first? to offer a usable quantitative
measure of the accuracy of the approximation. The second approach, presented in Section
3.4.2, relies on state quantization, and hence assumes, among other things, that a state-
space description of the system is available. The states of M in this approach correspond
to a covering of the state space. Problems involving state quantization have also been
extensively studied (see for instance [24, 47]). The approach presented here once again
differs by offering a way of quantifying the approximation error in a usable manner within

the framework developed in this thesis.

%to the author’s knowledge. A preliminary version of this work was presented in [74].
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3.4.1 Quantization of the Feasible Signals

Given a system P C U+ x (Y x V)Z+ with finite alphabet sets & and ), and a desired

performance objective:
T

juf > —u(v(t) > —oo

t=

for some given function p:V — R.
Deterministic finite state machine M is constructed as follows:
(1) The state set Q is defined as:
Q = {q € UPm xYZm+1|3t > m+1, (u, (y,v)) € Pst. q=P;F (P, (w)xP (P (y)}

for some positive integer m, where P, and 73;5 denote truncation operators: For a € A%+
and for T < k, P (a) denotes the subsequence {a(t)}f:TH, while for 7' < k, P (a) denotes

the subsequence {a(t)}L,.

(2) For each ¢ = (u1,..,Um, Yo, Y1s---,Ym) € Q, u € U and y € ), define the map
F:OxUxY — P(Q), where P(Q) is the power set of Q, as follows:

-7:(Q7U7y) = {q/ € Q’ull = U, yi =Y, 7u;<:+1 = Uk, y;c—f—l =Yk fOI' 1 S k S m — 1}
The state transition function f: Q x U x )Y — Q is an arbitrary function satisfying:

flg,u,y) € Flg,u,y)

(3) The output function ¢; : @ x U — Y is defined by:
g1(q,u) =yo

where ¢ = (U1, ., Um, Yoy Yls - - - s Ym)-

(4) For each g € Q, let Vi be the set of all v € V for which there exists ¢ > m + 1 and
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(u,(y,v)) € P such that:

v = PLLPI(Y)
w = PP (w)

q9 = Pt—i——m—l(Pt_—l(u)) X ,Pt—i——m—l(,Pt_(y))

and let:

vy = sup p(v)
veVY

_Q

The output set V is defined as:
v= U
qeQueld

The corresponding output function go : Q XU x Y — V is defined by:
92(q,u, y) = vy

Whereq: (u17"'aumay07yl>"'7ym) and q/: (ula--'aumay7y1>"'7ym)'

(5) Function g, : VY - R defining the auxiliary performance objective is the identity

map.

Intuitively, the state of the nominal model M at the current time keeps track of the last

m inputs and outputs of P, as well as the current output:

u(t —1)
u(t —m)
q(t) = y(t)
y(t—1)
y(t —m)

If card(d) = a and card())) = b, the cardinality of the resulting state set Q satisfies
card(Q) <

a™b™ !, Given current state ¢ and inputs u and y, the next state may not be
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uniquely determined; at most b states are feasible next states. Since there is a choice in
picking the transition to the next state, this approach does not lead to a unique nominal
model M , but to many possible models. The question of how to best pick one among
this family of models is not addressed here. A choice is assumed to be made, and the
output functions are thus constructed accordingly. Finer approximations can be obtained
by increasing the value of parameter m, and thus increasing the length of the snapshot of

control input and measurement output pair recorded in memory.

Remark 3.4 (On the choice of initial state) For a given choice of m, the state of M at time
t = m + 1 is uniquely determined, regardless of the initial condition. In other words, M
forgets its initial condition in at most m 4+ 1 steps. Thus, the choice of initial condition here

is irrelevant; the initial state can be arbitrarily fixed. o

3.4.2 State Quantization

Given a system P C U%+ x (¥ x V)%+ with finite alphabet sets &/ and Y, and a desired

performance objective:
T

juf > —u(v(t) > —oc

t=
for some given function p : ¥V — R. Assume that P has a state-space description of the

following form:

with given maps f, : R® - R", g, : R — Y and h, : R® — V for each v € U. Finally,
assume that the state of P evolves in some bounded subset X of R"™, and that there exists
a finite partition of X, {Xi,...,X,}, such that g,(X;) is a singleton for all 1 < i < p and
for all w € U.

Deterministic finite state machine M is constructed as follows:

(1) The state set Q consists of:

e State g, associated with set X.
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e States ¢;, 1 < i < p, associated with sets Xj.
e States associated with arbitrary unions of sets Xi,..., X,,.

(2) Let
n: Q—>{Xl,...,Xp,XlUXQ,XlUX3,...,X1UXQUX3,...,X1U...UXP}

be the one-to-one correspondence between the states of Q and sets Xi,...,X;, and their

unions. The state transition function f: Q xU x Y — Q is defined by:

/

flg,u,y) =q

where ¢’ is the unique element of Q satisfying:

n(a') 2 fu(n(@)ly)

and

n(q") 2 fu (n(Q)Iy> =n(q") 2 n(q)

with 7(q)|, defined as:
n(@)ly = {Xi € n(@)lgu(X:) = {y}}

(3) The output function g; : Q@ x U — ) is an arbitrary function satisfying:
91(q;u) € gu (n(@)

(4) The output set V is defined as:

e
m
<

where

Vu = {0 € R|0! = sup pu(hy(z)), 1 <i<p}
IEXi
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The corresponding output function go : Q XU X Y — V is defined by:

92(q,u,y) = max o}
ilxien(a)ly
(5) Function y, : VY - R defining the auxiliary performance objective is the identity
map.
This constructive procedure results in a non-unique deterministic finite state machine
M , due to the multitude of possible choices for output function g;. No attempt is made at

this point to identify and/or characterize the best choice.

Remark 3.5 (The Initial Condition) If x(t) € n(q(t)) and y(t) = y, then it follows that:

2t +1) = fulz(®)) € fu(nla®)ly) € nlalt+1))

and hence z(t + 1) € n(q(t + 1)). Moreover, if x(t) € n(q(t)), it follows that p,(o(t)) >
w(v(t)). Hence, in order to ensure that the deterministic finite state machine M constructed

as described in this section is a p/p approximation of P, it is sufficient to initialize M to

q(0) = qo. o

The approach proposed here will be illustrated using a simple benchmark example in

Chapter 6.

3.5 Computing a Gain Bound for the Approximation Uncer-

tainty

Consider a plant P C U%+ x (Y x V)%+, a symmetric, surjective function 3:Y x Y — W
with ((y,y) = w,, and functions pa : U — [1,a] and pa : W — [0,b] for some a > 1,
b > 0 with pa(w) = 0 iff w = w,. Given a deterministic finite state machine M C
UxY)%+ x (Y x ]A/)Zﬂ the goal is to compute the pa /pa gain of the resulting approximation
error, system A. While this is a difficult problem in general, the problem of computing a
gain bound for A when M is constructed using either of the two approaches given in Section

3.4 is much simpler; this is the problem addressed in this section.
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3.5.1 Gain Bound for A Resulting from Feasible Signal Quantization

Suppose that M is constructed by quantizing the feasible signals of P, as described in
Section 3.4.1. Associate with every ¢ € Q, ¢ = (u1,...,Um, Yo, Y1,---,Ym) & subset Q, of
Q, defined as:

Qq=1{d € Quj, = up,yp, =y, 1 <k <m}

Consider a function d; : @ — {0, b}, where b= max pa(w), defined by:
weW\{wo}

0 ifcard(Qq) =1
di(q) =
b otherwise

Proposition 3.4. If M satisfies the inequality constraint:

T
}got;m(u(t» — di(q(t)) > —o0 (33)

for some v > 0, then A is pa/ua gain stable with gain bound not exceeding .

Proof. Note that for any ¢ > m, inputs u(t — 1), ..., u(t —m) and y(t — 1), ..., y(t — m)
are known without any ambiguity. Thus, q(t) € Qu«) and y(t), §(t) take their values in the

following set:

{yo’(u(t - 1)7 Tt 7u(t - m)vymy(t - 1)7 tee 7y(t - m)) S Q}

If card(Qq)) = 1, then y(t) = §(t), w(t) = w, and pa(w(t)) = 0. Otherwise, pa(w(t)) <
b=di(q(t)). Hence, ua(w(t)) < di(q(t)), and:

T T
> vpa(ut)) — pa(w(t) = C+ > vpalult) — diq(t))
t=0 t=0
holds for all T" > 0, for all finite constants C', which implies that:

T

T
inf > vpalu(t)) — palw(t)) > C + inf > vpalu(t) —dig(t)
= t=0 - =0

Hence, if M satisfies equation (3.3), then A is pa/ua gain stable with gain at most equal
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to 7. [

3.5.2 Gain Bound for A Resulting from State Quantization
Suppose now that M is constructed by quantizing the state-space of P, as described in

Section 3.4.2. Consider the function do : @ — {0,b} defined by:

dalq) = 0 if Jy such that n(q)l, = n(q)
2(q) =
b otherwise

Proposition 3.5. IfM satisfies the inequality constraint:

T
inf Y " ypa(u(t)) —da(g(t)) > —o0 (3.4)

T>0
t=0

for some v > 0, then A is pa/pua gain stable with gain bound not exceeding ~y.

Proof. When ¢(0) = qo, it follows from Remark 3.5 that z(t) € n(q(t)) for all ¢ > 0.
Hence, y(t) = gu(z(t)) € gu(n(q(t))), and we have §(t) € gu(n(q(t))) by construction. If

1(g)ly = n(q) for some y, then g.(n(q())) = {y}, y = (t) = y(t), w = wo and pa(w(t)) =
da(q(t)) = 0. Otherwise, pua(w(t)) < b = da(q(t)). Hence, da(q(t)) > pa(w(t)) along all

system trajectories, and thus the following inequality holds:

T>0 >0

T
inf > " ypa(ul(t)) — p ) > inf Z’YPA da(q(t))
0

Hence, if M satisfies equation (3.4), then A is pa/ua gain stable with gain at most equal
to 7. O

3.5.3 Comments on the Complexity and the Conservatism of the Ap-

proach

The gain bounds verified as described in Sections 3.5.1 and 3.5.2 are conservative for two

reasons:
1. The algorithms assume that every time an error can occur, it does occur.
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2. The algorithms assume that all pairs (u,y) € U%+ x Y%+ are valid input signals to

M , which is clearly not the case since y is an output of P corresponding to input u.

On the other hand, although the approximation uncertainty has complex hybrid internal
dynamics in general, the computational cost of the proposed algorithms grows only with
the size of the nominal finite state machine model. Moreover, it will be shown in Chapter
4 that the problem of verifying a given gain bound for a deterministic finite state machine

can be handled very efficiently.
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Chapter 4

Analyzing Stability of
Deterministic Finite State

Machines

4.1 Introduction

This chapter addresses the following analysis questions: given a deterministic finite state
machine M, how to verify whether it is p/u gain stable? How to compute its p/u gain?
These questions arise frequently in problems of hybrid system verification and design. In
particular, the paradigm advocated in this thesis manages the complexity inherent in hybrid
systems (particularly those with finite actuation and sensing) by approximating the system
by a finite state machine model and quantifying the resulting approximation error. While
the approximation uncertainty A is not a finite state machine in general, the (conservative)
approach proposed in this thesis for quantifying A essentially reduces to verifying gain
stability of the nominal DFM model for some appropriate choice of p and p. The results
derived in this chapter show that this can be done efficiently, hence justifying the approach
in spite of its conservatism. Another class of problems where these questions arise are
hybrid system verification problems, that is, verifying DFM controllers designed by some
combination of ad-hoc methods and intuition about the hybrid system. Such verification
problems can be addressed by approximating the hybrid plant as a DFM, evaluating the

approximation error, verifying gain stability of the nominal model interconnected with the

o7



controller, and then using the ’Small Gain’ Theorem to verify the performance of the actual
closed loop system.

In Section 4.2, each of these questions is shown to reduce to searching for an appropriate
storage function, which can be practically implemented by solving a linear program. In
Section 4.3, the problems of stability and gain verification are shown to be related to the
problem of checking that no negative cost cycles exist in a network. Using this insight and
based on a solution approach for discrete shortest path problems, a strongly polynomial
algorithm is proposed. Its worst-case computational complexity is shown to be O(n?) for
a DFM with n states, assuming that the cardinality of the input alphabet is much smaller
than that of the state set.

4.2 Stability Verification

4.2.1 Necessary and Sufficient Conditions for Gain Stability

Necessary and sufficient conditions for verifying gain stability and gain bounds are presented

in this section. The proofs of Theorems 4.1 and 4.4 are postponed until section 4.2.2.

Theorem 4.1. Consider a deterministic finite state machine M defined by equations (2.1)

and (2.2), and a function o : @ x U — R. The following two statements are equivalent:
(a) For any u € U%+ and q(0) € Q, the following inequality is satisfied:
T

Jnf > olalt), ult)) > —oo (4.1)

t=0

(b) There exists a non-negative function V : @ — Ry such that the inequality:

V(f(q,u)) —V(g) <o(q,u) (4.2)

holds for all g € Q and v € U.

In the terminology of the theory of dissipative systems proposed by Willems [79, 80], V'
in Theorem 4.1 is the storage function of the dissipative system M with supply rate o. The
following Corollary shows that finiteness of the set of states in a DFM model results in a

stronger notion of gain stability.
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Corollary 4.2. Consider a deterministic finite state machine M and functions p: U — R
and Y — R. M is p/u gain stable iff there exists finite non-negative constants C, vy
such that for every input u € U%+ and initial condition ¢ € Q, the corresponding output

y € Y%+ satisfies:
T

T
D uly) < C+7Y plult))
t=0 t=0

for all T > 0.

Proof. Sufficiency is straightforward. Necessity follows from Theorem 4.1 with:

C=maxV(q1) — V(ga)

41,92

Corollary 4.3. Consider a deterministic finite state machine M and setsU, CU, Y, C V.
M is gain stable about (U,, Vo) with p/u gain not exceeding ~y if and only if there exists a

non-negative function V : Q — Ry such that the inequality:

V(f(g,u)) = V(q) <yp(u) — u(g(q,u))

holds for all g € Q and u € U.

Proof. Follows from Theorem 4.1 with o(q,u) = vyp(u) — p(g(g, w)). O

In some cases, we may be interested in simply verifying gain stability of a DFM about

some (U,, Y, ), rather than in explicitly computing its p/u gain.

Theorem 4.4. Consider a deterministic finite state machine M defined by equations (2.1)
and (2.2) and sets U, C U, Y, C Y. M is gain stable about (Uy,,),) if and only if there

exists a non-negative function V : Q — Ry such that the inequality:

V(f(gu) = Vig) < —Iy-y,(9(q,u)) (4.3)

holds for all g € Q and u € U,.
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4.2.2 Proof of the Necessary and Sufficient Conditions

Lemmas 4.5 through 4.7 will be used in proving Theorems 4.1 and 4.4.

Lemma 4.5. Consider a deterministic finite state machine M and a function o : Q XU —

R. If there exists a function V : @ — R such that (4.4) holds for all g € Q and v € U:

V(f(g,u)) = V(g) <o(q,u) (4.4)

then for any T > 0, input sequence u € U4 and corresponding state sequence q € Q%7

satisfying q(0) = q(7), we have:

o(q(t),u(t)) =0
t=0
Proof. By summing up (4.4) along any trajectory from ¢t =0 to t = T, we get:
T
> olqlt ) =2 V(f(a(T),w(T))) — V(q(0)) = minV(q1) — V(g2) (4.5)
0

= q1,92

Suppose there exists a 7 > 0, u € U%" and corresponding q € Q%7 with ¢(0) = ¢(7), such
that Z ) < 0. We can construct a periodic input such that, for initial condition

q(0), the summation in eq (4.5) can be made arbitrarily negative for large enough 7', thus

leading to a contradiction. O

Lemma 4.6. Consider a deterministic finite state machine M and setsU, CU, YV, C Y.

If there exists a function V : @ — R such that (4.6) holds for all g € Q and v € U, :

V(f(gu) = Vig) < —Iy-y,(9(q,u)) (4.6)

then for any T > 0, input u € U4 and corresponding state sequence q € Q47 with q(0) =

q(7), the following inequality:

Z’ﬂu u, (u(t)) — Ty, (9(q(t), u(t))) = 0 (4.7)

holds for v = card(Q).
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Proof. By summing up (4.6) along any trajectory from ¢t =0 to t = T, we get:

T
> Iy-y,(9la(t),u(®)) < V(a(0) = V(a(T + 1)) < maxV(q) — V(qz) (4.8)
t=0

q1,92
Now consider an input sequence u € U%™ and corresponding state sequence q € Q%r
satisfying ¢(0) = ¢(7). First, note that (4.7) holds for 7 < card(Q): if u(t) € U — U,
for at least one t in Z,, (4.7) is clearly satisfied. Otherwise, if u(t) € U, for all ¢, we

-

conclude that ZIy,yo (9(q(t),u(t))) = 0. For if that was not the case, we can construct
t=0

a periodic input sequence for which the summation on the left hand side of (4.8) can be

made infinite, thus leading to a contradiction. Next, note that if 7 > card(Q), there exists
t//

integers t', t” in Z, such that t' < t”, q(t') = q(t"), t" —t' < card(Q) and ZVIM,MO (u(t))—

t=t!
Iy_y,(g(q(t),u(t))) > 0. Let 7/ =7 — (t" — t') and define:
qt) 0<t<t u(t) 0<t<t
q(t) = u'(t) ==
qt+t"—t) t'<t<7 u(t +t" —t) t<t<7
Note that:

> T, (w(t) = Ty_y, (9(a(8), u(®) = > yu, (W' (1) = Ty_y,(g(d'(£), ' (t)))
t=0 t=0

Thus for any 79 > card(Q) we can construct, as described above, a sequence of integers
T0,- .., Tk, and corresponding state and input sequences qj € Q%7 | uy, € U%™, with 7y >

... > card(Q) > i, and such that:

> L (e (0) =Ty, (g(ar (), wr(®)) = D M-, (1 (8)) ~Ty—3, (9(qr1(8), w1 (1))
t=0 =0
holds for k € {0,...,k, — 1}. O

Lemma 4.7. Consider a deterministic finite state machine M and a function o : Q XU —

R. Suppose that for any u € U+ and q(0) € Q, the following inequality is satisfied:
T
inf - 4.
inf " ofa(0), u(t)) > —oc (49)

t=0
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Then, for any q(0) € Q and u € U%, and for all T > 0, we have:

T
Za(q(t),u(t)) > —card(Q) max |o(q, u)| (4.10)

u
=0 q,

Proof. The condition given in (4.9) can be equivalently written as: for every input u and

initial state g there exists a finite constant C'y 4 such that:

T

> olq(t), u(t)) = —Cug, YT >0
t=0

We claim that Cy 4 < card(Q) max |o(g,u)|. The following argument will be used: if there
q?u
T

exists some initial state ¢(0) and input u for which Z o(q(t),u(t)) < —card(Q)max |o(q,u)],
q,u

t=0
for some T', then T' > card(Q), because the summation is bounded below by —7" max |o(q, u)]|.
q’u

Thus there exists two integers ¢’ and t” in Zp, ' < t”, such that ¢(t') = ¢(t"). Moreover,
-1

it must be the case that Z o(q(t),u(t)) > 0, otherwise there exists at least one initial
t=t/

condition and periodic input sequence for which (4.9) is violated. Let 77 = T — (¢ —t) and

consider g € Q%7 and u € Y%7 defined by:

- q(t) 0o<t<t B u(t) 0<t<t
q(t) = u(t) =
qt+t"—t) ¢ <t<T uwt+t"—t) t<t<T

q and U are valid state and input sequences, and they satisfy:

T

-
> o@t),ut) <Y olq(t), ult) < —card(Q) max | (g, u)]

u
t=0 t=0 1

Now, suppose our claim is not true. That is, there exists some initial state ¢(0) and in-
T
put u for which i:o(q(t),u(t)) < —card(Q) n;zx[a(q, u)|, for some Ty. By the above
argument, we cantzgnstruct a finite sequence of integers Tp > ... > T} with correspond-
T,
ing state and input sequences q € Q%% and u; € U%Tk, satisfying ia(qk(t),uk(t)) <
—card(Q) max |o(g,u)|, and such that Ty, < card(Q), leading to a conf;gdiction. O

We are now ready to prove Theorems 4.1 and 4.4.
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Proof of Theorem 4.1: To prove that (b) = (a), note that by summing up (4.2) along

any trajectory from t =0 to t =T, we get:
T
> ola(t),ut) = V(f(a(T),w(T))) = V(q(0)) = minV(q1) — V(g2)
0

— q1,492

which implies (4.1).

To prove that (a) = (b), define function V' : @ — R as follows:

T

V(g) = max|o(g,u)| + sup > —olq(t),ult)) (4.11)
’ Tuel?T

where q is the state trajectory associated with initial condition ¢ and input u. It follows
from Lemma 4.7 that the right hand side of (4.11) is bounded above and hence V' is well

defined. Moreover, V' is non-negative by construction. Finally, we have:

T T
V(f(qu) =V = sup Y —o(dt),ut)— sup > —o(g(qt),u(t)))
Tuel?T Tueld?T 1=
T T
< swp Yot u®) + (olau)— sw S —o(d(t)u(t))
Tuel?T 1 Tueld?T 1=
where ¢(0) = ¢, 4(0) = f(q,u). -

Proof of Theorem 4.4: To prove sufficiency, we will show that for any input signal
u € U%+ and initial condition ¢ € Q, and for v = card(Q) and C = card(Q)card(U), the

following inequality is satisfied for all T" > 0:

T
> M, (u(t)) = Ty-y, (9(a(t), u(t)) = ~C (4.12)
t=0

This is clearly the case when T' < C. If T' > C, there must exist two integers ¢ and ¢’
in Zp, with ¢ < t”, such that ¢(¢') = q(¢"). Thus, it follows from Lemma 4.6 that we can

construct new state and input sequences, q € Q47" and U € U%7, where T' =T — (t" — /),
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such that:

Z’ﬂu ~u, (u(t)) = Iy-y,(9(q(t),u(t))) = =C

A%

:>Z’YIM _u,(u(t)) = Ty, (ga(t), u(®))) = —C

v

Now, for any Ty > C, by the preceding argument, we can construct a finite sequence of
integers Tp > ... > C' > T}, and corresponding state and input sequences qi € Q%7 and

u € UZ7. such that:

T
Z Yo, (w1(t) — Ty—y, (qrs1(t), uk1(t))) > —C
t=0
Ty
= WMyu, (ur(t) — Ty_y, (9(qr(t), ur(t)) > —C
=0

Hence, it follows that (4.12) is satisfied for all 7" > 0.

To prove necessity, suppose that M is gain stable about (U,,),). Define function V' : Q —

R as follows:

)= sup Zly v.(g(q(t), u(t)))

well>+ =0

where q is the state trajectory corresponding to initial state ¢ and input u € Y%+. V
is non-negative by construction and finite by Lemma 4.7 (where o(q,u) is vIyi—y, (u) —

Iy_y,(9(q,u))). It also follows from the definition that:

V(f(g,u) = Vi(g) = sup Zly ¥,(9(q(t),u(t))) — sup Zly ¥.(9(q(t), u(t)))

well+ t=0 well>+ =0

where ¢(0) = f(q,u). Moreover, we have:

sup ZIJJ »(9(a(®), u(®)) = Ly-y,(9(q,u)) + sup Zly v.(9(a(t), u(t)))
ueld2+ =0 weld2t =1
= Iy-y,(9(gu)) + sup ZIJJ ¥,(9(q(t),u(t)))
uelZ+ =0
Hence, (4.3) holds for every g € Q, u € U,. O
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4.2.3 A Note About the Search for Storage Functions

It follows from Theorems 4.1 and 4.4 and Corollary 4.3 in Section 4.2.1 that verifying gain
stability of a DFM about some (U,,),), as well as verifying a particular gain bound, can

be done by checking feasibility of a linear program of the form:

Ax > b

The decision variable x is the vector of values of the storage function V we are searching

for. Similarly, computing the gain of a DFM requires solving a linear program of the form:

min cx

subject to Az >b

Decision variable z is the vector of values of the gain and the storage function V.

Remark 4.1 It is not necessary to enforce z > 0 in the above linear programs. If a feasible

solution exists, a feasible non-negative solution also exists. o

Any of these problems can be solved using an off the shelf LP solver. However this is

not advisable for the following two reasons:

1. The linear programs in question are highly structured: Matrix A is sparse, with integer
entries taking one of three values (-1, 0 or 1). It also has the property that there are
at most two non-zero entries per row and the entries along each row sum up to zero.
Moreover, in the linear problems associated with verifying stability or incremental
stability, vector b consists of integer entries taking the values 0 or 1. Finally, vector ¢

is an all zero vector except for a single unity entry.

2. The DFM models of interest, typically being approximate models of potentially com-

plex dynamical systems, are expected to have a large number of states.

In view of this structure and the potential size of the problems of interest, it is important to
develop specialized algorithms with better worst-case bounds on computational complexity
than what generic LP solution algorithms can guarantee. This is addressed in the next

section.
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4.3 Strongly Polynomial Computational Algorithms

Given a DFM M defined by (2.1) and (2.2) and non-negative functions p : Y — R, and
w:Y — Ry. Verifying that M is p/u gain stable and verifying an upper bound for its p/u
gain can be interpreted as verifying the non-existence of negative cost cycles in appropriately
constructed and labeled networks. The underlying network problem is described in section
4.3.1, and a computational algorithm that makes use of a label-correcting algorithm for
solving the all-to-one discrete shortest path problem is proposed in section 4.3.2. The
algorithm is strongly polynomial, with worst-case computational complexity O(n?) for a

network with n nodes and at most an edges, where a < n.

4.3.1 A Related Network Problem

A directed graph G = (V&) is a set of nodes N' = {1,...,n} and a set of directed edges
& C N?2. The pair (i,j) € € is an edge outgoing from node i and incoming into node j.
A network is a directed graph with additional numerical information associated with its
edges and/or nodes. A specific class of networks, referred to as y-networks’, is of particular

interest.

Definition 4.1. A y-network G, is a directed graph G = (N, &) with a cost function of a
scalar parameter v, ¢;;j(7y) associated with each edge (i, j). Each cost function is a piecewise

linear function of v, c;j(y) = mkin(agw - bfj), with afj >0, bfj > 0.

A cycle is a sequence of edges (i1,12), (i2,43), ..., (ik—1, ix) such that i1 = ix. A cycle is
said to be a simple cycle if 41,...,i,_1 are distinct. The cost of a cycle is the sum of the
costs of its edges, and is thus also a piecewise linear function of 7. A path is a sequence of
edges (i1,12), (i2,13), ..., (ik—1,ix) whose nodes are all distinct. The cost of a path is the

sum of the costs of its edges.

Definition 4.2. Consider a y-network G-. The gain of G is the smallest value of v for

which all of its cycles have non-negative cost.

In particular, if for every value of v, there exists at least one cycle with negative cost,

G, is said to have infinite gain.
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Lemma 4.8. Consider a vy-network G- as in Definition 4.1. Let n = card(N), b, =
max{bfj}, and a, = min{afj]afj # 0}. The gain of G is either infinite or bounded above by
o

n—.
Qo

Proof. First, note that all cycles of G, have non-negative cost iff all simple cycles of G
have non-negative cost. Now suppose that the gain 7, of G, is finite. Note that -, =
min{vy|cc(v) > 0 for all simple cycles C'}, where cc () denotes the cost of C. If co(7) is a
constant function, we conclude from the finite gain assumption that cc(y) > 0. Otherwise,

for a simple cycle with m edges (1 < m < n), we have:
co(y) = mayy — mby > agy — mb, > a7y — nb,

b
Thus all simple cycles have non-negative cost for v = na—z, and hence v, < ng—oo. O
Let M be a deterministic finite state machine defined by (2.1) and (2.2) with card(Q) =
n. Given non-negative functions p : Y — Ry and p: Y — R4, M can be associated with

a ~y-network Gy constructed as follows:

N = {1,....n} (4.13)
E = {(i,j) e N x N|3u € U such that ¢; = f(q;,u)}
) = i (’YP(U) - u(g(qi,u)))

Lemma 4.9. M is gain stable with p/u gain v, iff Gﬁ/" has gain ..

Proof. : Necessity follows from Theorem 4.1 and Lemma 4.5. To prove sufficiency, suppose
that G{‘f has gain 7,. Let P(i) be the set of all paths starting at node i, and let c,(y)
be the cost of path p € P(i). Define a function V : N/ — R, by the following rule:

V(i) = sup {—cy(7,)}. V is bounded by construction (the maximum number of edges
pEP(i)
in any path is n — 1). Moreover, V(i) > —c;j(7,) + V(4),Y(i,j) € €. Thus, function

V : Q — Ry defined by V(g;) = V(i) — min V(i) is non-negative and satisfies (4.2) with
o(q,u) = vop(u) — u(g(q,u)). It follows from Theorem 4.1 that M is gain stable with p/u
gain ,. O
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4.3.2 Algorithms for Stability and Gain Verification

We begin by briefly describing the all-to-one discrete shortest path problem. Consider a
directed graph G = (N, ) with numerical cost ¢;;, representing the ’length’ of the edge,
associated with each edge (i,j) € £. A node, say node k, is picked as the destination
node. The objective is to find the shortest (i.e least costly) directed path from each of
the remaining nodes to k. A class of algorithms, collectively referred to as label-correcting
algorithms, solve this problem. The basic idea is to associate with each node j a distance
label d(j), which provides an upper bound on the length of the shortest path from node
j to the destination node while the algorithm is running. Various implementations of
label-correcting algorithms exist. They differ mainly in the manner in which they pick
the sequence of distance labels to be updated, and consequently also in their termination
condition (see [2] for a detailed discussion). The algorithms all terminate either when the
lengths (i.e. costs) of all the shortest paths have been computed or when a negative cost
cycle has been discovered. The following well-known optimality condition (see [2] for a
proof) allows us to assess whether a given set of distance labels represents the shortest path

lengths to the destination node.

Lemma 4.10. Consider a directed graph G = (N, E) with edge costs ¢;j, and consider a
function d : N' — R with d(k) = 0, where node k is the destination node. Suppose that
there are no outgoing edges from k, and that for every j € N —{k}, d(j) denotes the length
of a directed path from node j to node k. Function d defines the shortest path lengths iff the

following condition is satisfied:

d) < d(j) + e, V(i) € € (4.14)

The first algorithm presented solves the all-to-one shortest path problem in a network
G = (N, &) with n nodes, constant edge costs ¢;;, and in which node k is picked as the

destination node. 6(i) denotes the set of end nodes of all outgoing edges from i: (i) = {j €

N|(i,7) € E}.

Shortest Path Algorithm (SPA)
Input: G, k.
(1) Add a new node numbered n + 1, and edge (k,n + 1) with cjpni1 = 0.
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(2) Initialize the distance labels: do(n+ 1) =0, do(i) = +o00, for i #n+ 1.
(3) Initialize a set of nodes: LISTy = N .
(4) At iteration t + 1:
(i) For each node i € LIST;, update the distance label according to the update law:

diy1(i) = min{d¢(j) + ci;}
JjEOT

(ii) Set LISTyp1 = {1 € N|(1,3) € & and dy(i) # dys1 ()}

The algorithm is adapted from the Bellman-Ford algorithm (see [14]) and thus uses the
same update law. However, it differs in that: (i) it explicitly keeps track of the predecessors
of all nodes whose distance labels have been updated during iteration ¢ (in LIST;) and (ii)
it does not assume existence of a feasible path from each node to the destination node. In
particular, note that if d,, () is finite, it denotes the length of the shortest directed path
from i to k with at most m edges. On the other hand, if d,,(7) = 400, no feasible directed

path with at most m edges has been found yet from ¢ to k.

The termination properties and worst-case complexity of this algorithm are as follows:

(a) If dpy1 = dy, we have:

dny1(i) = Iélei(n){dn(j) +cij} <dng1(f) +cij, V(i,5) €€
j€0(i

Thus, d,11 satisfies (4.14). Let N' = {i € N | dp+1(i) = +o0}. N is the set of nodes for
which no feasible path exists to node n + 1 and hence k, since if such a path was to exist,
it would consist of at most n edges. For every i € N'— N, it follows from Lemma 4.10 that
dn41(7) is the shortest path length, and hence no negative cost cycles exist in N'— AN. No
conclusions can be drawn about the cost of cycles in N.

(b) If dy,41 # dn, a negative cost cycle exists: for if that was not the case, d,, would be the
shortest path distances, since all paths consist of at most n edges, and hence we would have
d, = dy, for all k > n.

The algorithm terminates in at most n + 1 iterations. Moreover, at each iteration after the

first, each edge in N/ — N, is examined at most once. Let 7 = card(N'), and assume there

are at most a outgoing edges from each node, with a < n. In this case, the worst case
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computational complexity is O(na(n —n) + an) ~ O(n(n —n)).
The following algorithm, which uses the Shortest Path Algorithm, verifies whether a
give value of =, is an upper bound on the gain of a given y-network, by checking whether

any negative cost cycles exist in the network for v = ~,.

Gain Verification Algorithm (GVA)
Input: G, Y.
(1) Set cij = cij(70), No =N, & =&, G = (No, &).
(2) At iteration t + 1:
(i) Pick an arbitrary destination node k in Ny.
(i) Run SPA. If dp+1 # dy, exit.
(iii) Set Nip1 = {i € Nild(i) = +oo}, &1 = {(i,5) € &ili,j € Ni}, G = (Nit1, Ern).-

If the Gain Verification Algorithm exits when d, 1 # dn, 7, is not an upper bound for
the gain of G since there exists a negative cost cycle. Otherwise, if it terminates when
Nii1 =0, v, is a verified upper bound for the gain since the network is free of negative cost
cycles. The algorithm terminates in finite time, since there are at most n+1 iterations, each
of which runs the Shortest Path Algorithm once, and hence terminates in finite time. Let
no =n = card(N,) and let n; = card(N;), i > 1. The worst case computational complexity

of this algorithm is given by O(n(n —ny) +ni(ny —na) +... + np_1(ng_1 — ng)) ~ O(n?).

Remark 4.2 Given a deterministic finite state machine M defined by (2.1) and (2.2), and
given functions p: U — R4 and p: Y — Ry. It follows from Lemmas 4.8 and 4.9 that the
Gain Verification Algorithm with input G, = Gy and v, = nb—o allows us to verify whether
M is p/p gain stable. ’ o

While the gain of a y-network cannot be exactly computed using these algorithms, an
upper bound for it can be computed up to any desired level of accuracy e. This is done by
running the Gain Verification Algorithm iteratively: an upper bound and a lower bound for

the gain are established and iteratively refined using a bisection algorithm.

Gain Computation Algorithm (GCA)

Input: G, €.
bo . ‘ .
(1) Run GVA with input G, v, = n—. If GVA exits with d, 11 # d,, exit.
o bo
(2) Set 9 = min{a] max cis(2) 2 0}, 9§ = e’
%] o
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u(t) € {0,1} y(t) € {0, 1}

Figure 4-1: Three state deterministic finite state machine in Example 4.1

(8) At iteration t + 1:
(i) If VP —vFB < e, exit.
(ii) Set o = (V2 +~7P)/2.
(iti) Run GVA. If 4, is a verified gain bound, set Y25 = ~o,vEB = ~+F5.

Else, set v/ = 47", 71 = %o-

The number of iterations of the Gain Computation Algorithm grows inversely with the

desired level of accuracy ¢, with the worst case complexity of each iteration being O(n?).

4.4 Examples

Example 4.1 Consider a DFM M as shown in Figure 4-1 with Q = {q1,q2, 3}, U =) =
{0,1}, state transition function f and output function g defined by:
q; ifi<2,u=0
u ifi<2
flgi,w) = q g1 ifi<2,u=1 9(gi, u) =
0 ife=3
q1 ifi=3
Let p:{0,1} — Ry, u:{0,1} — Ry be the identity maps. M is p/u gain stable with gain
1. Stability can be verified using Theorem 4.4 by finding a feasible solution (V' = 0) to the
LP:

V- Vi

IN

0, i€ {1,2}

Vi-Vs < 0
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01120

c33 =0 @

012:’)/—1

QCTZ =0

Figure 4-2: The network graph G,]y associated with M in Example 4.1

o3 =7 —1

The gain can be computed using Corollary 4.3 by finding the optimal solution (y = 1) of
the LP:

min ol

subject to Vi —W; < 0
Vo-Vi—y < -1
Vo=V < 0
Vs=Vo—v < —1
Vi—V3 < 0
i—-Vs3—v < 0

Alternatively, GM with N = {1,2,3}, £ = {(1,1),(1,2),(2,2),(2,3),(3,1)} and c11(y) =
c22(7) =0, c12(7) = ca3(y) = v — 1, e33(y) = min{0, v} = 0 can be considered (Figure 4-2).
Suppose we run the Gain Computation Algorithm with e = 0.1: GCA will first verify that
G,]y has finite gain bounded above by 3. It will then run successive iterations of the GVA,
in which it verifies that: v = 1.5 is a gain bound, v = 0.75 is not, v = 1.125 is, v = 0.9375
is not, v = 1.03125 is, at which point it exits since a gain bound with the desired level of

accuracy has been verified. v
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Chapter 5

Synthesizing Robust Feedback
Controllers for Finite State

Machines

5.1 Introduction

This chapter addresses the problem of synthesizing controllers for a finite state machine
system in order to achieve a given performance objective in the presence of admissible
uncertainty, where both the objective and the uncertainty are described in terms of gain
stability. In particular, the problem considered here is the full state feedback problem,
due to its relevance in the context of the hybrid design paradigm advocated in this thesis.
The assumption is that prior effort, as described in Chapter 3, has been put into finding a
deterministic finite state machine approximation of the hybrid system of interest, and thus
the state of the nominal model is available to the controller.

Problems of robust control synthesis for automata models were considered in [9, 52].
While the problems considered were slightly different in formulations (output feedback
problem in the first reference, randomized full state feedback in the second), the results
derived there and in this chapter are similarly rooted in principles of Dynamic Programming
[12, 13]. Controller synthesis essentially reduces to solving a Bellman equation or inequality.

A formal statement of the robust control synthesis problem is given in Section 5.2. The

‘Small Gain’ Theorem derived in Chapter 2 is used in Section 5.3 to formulate a design
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objective for the nominal closed loop system so as to ensure robust performance of the
actual closed loop system. The analytical description and a computational solution of the
resulting design problem are presented in Section 5.4. The development in Sections 5.2-
5.4 applies to arbitrary deterministic finite state machine models. In Section 5.5, nominal
models with the particular structure described in Section 3.3.3 are revisited. In this case,
the resulting controller for the original system with finite actuation and sensing is shown
to consist of a deterministic finite state machine estimator derived in Section 3.4 and the

corresponding full state feedback control law designed in Section 5.4.

5.2 Problem Statement

Consider a deterministic finite state machine M with state set Q, control, exogenous and
disturbance inputs u, 7 and w, and outputs ¢ (performance) and z, defined by state tran-

sition equation (5.1) and output equations (5.2) and (5.3):

q(t+1) = flq(t), u(®), 7(t), w(t)) (5.1)

Consider also a family of systems A defined by:

T
A={AcC 2% x W inf > ypalz(t)) — pa(w(t) > —o0 V(z,w) € A}
- t=0

where v is a given positive constant.
Given some functions p, : Z2 — Ry and p, : W — R, the goal is to design a full
state feedback controller ¢ : Q@ — U so that the closed loop system (A, M, ¢) (Figure 5-1)

satisfies the performance objective:

T
inf > pol(t)) = po(0(t)) > —00 (5.4)
- t=0

for any A € A.

This goal is achieved by:
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Figure 5-1: Robust DFM full state feedback control problem

1. Posing a robust control design problem for (M, p): in other words, formulating a
design objective for the nominal closed loop system (M, ¢) that ensures that the

objective (5.4) is met by the actual closed loop system for all admissible uncertainties.
2. Solving the design problem formulated.

These two problems are addressed in Sections 5.3 and 5.4, respectively.

5.3 Posing a Robust Control Design Problem

For the problem stated in Section 5.2, consider the functions pg : R x W — R and s

VxZ— R, parametrized by scaling factor 74 > 0, defined by:
ps(F,w) = po(F) + 74 pa(w) (5.5)

ps(0,2) = po(0) + 74 vpa(z) (5.6)

It follows from the ’Small Gain’ Theorem (Theorem 2.1) that if the closed loop system

(M, p) is ps/us gain stable, meaning all its feasible signals satisfy:

T
inf 3™ ps(#(t), w(t)) — ps(0(0), (8)) > o0 (5.7)
- t=0
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then the perturbed closed loop system (A, M, ¢) satisfies the performance objective in (5.4)

for all admissible uncertainties A. Thus, a solution to the following problem is sought:

Problem: Find a control law ¢ : @ — U and a scaling parameter 74 > 0 such that
all feasible signals of the nominal closed loop system (M, ) satisfy (5.7), for pg and ug
defined as in (5.5) and (5.6).

5.4 Solving the Robust Control Design Problem

The solution proposed to the problem posed in Section 5.3 is iterative; non-negative values of
74 are are sampled until an appropriate scale is found, that is, one for which a corresponding
switching law ¢ that achieves the design objective exists. The problem of verifying whether a
suitable control law ¢ exists for a given value of 74 reduces to solving a min-max formulation
of the Bellman Inequality. This is presented in Section 5.4.1. A solution to the Bellman
Inequality can be computed using a Value Iteration Algorithm. For the sake of completeness,

a description of the algorithm and a proof of convergence are given in Section 5.4.2.

5.4.1 An Analytical Formulation

For the remainder of this chapter, the notation o-,(q,u,7,w) will be used to denote the

function:

aTd(Qau7f7w) = pS(va)_;uS(Uaz)

= ps(T, ’LU) - MS(g2(Q7 u, 72) ’UJ), g1 (Q7 u,r, ’U}))

= pol?) = pol92(a, 0, 7, 0)) + Ta (12 (w) = 1pa(g1(a, .7, w)))

parametrized by scale factor 74.

Theorem 5.1. Consider a deterministic finite state machine M defined by (5.1), (5.2) and
(5.3), and let o, : Q x U % RxW — R be a giwven map. The following two statements are

equivalent:

(a) There exists a ¢ : Q@ — U such that the closed loop system (M, @) satisfies:

T
inf 3™ o7, (g(t), u(t), /() (1) > —o0 (5.8)
- t=0
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(b) There ezists a function J : @ — R such that for any q € Q, the following inequality
holds:

J(g) 2 min max {-o,(q,u,7,w)+ J(f(q,u,7,w))} (5.9)
ueU yweW FeR

Proof. (b) = (a): suppose there exists a function J : @ — R satisfying (5.9), and let:

olq) = w(q) = argmin{ max (= o,(g,u7,w0) + J(flgu.7,w) )}
u€U “ywew ieR

We have, for any ¢:

weHV%/E?{ER{_UTd (Q7 ‘:0(‘])5 727 w) + J(f(Qa @(Q)v r, w))}

2 Oy (q, (P(Q)v T, ’LU) + J(f(Qa QD(Q)7 T, w))a Vw, 7

J(q)

v

It follows from Theorem 4.1 that (5.8) is satisfied.

(a) = (b): suppose there exists a ¢ such that the closed loop system satisfies (5.8).

Equivalently, there exists a J : @ — R such that:

J(f(q,¢(q),7,w)) — J(q) < 0r,(q,0(q), 7, w), Vg, w, 7

We then have:

J(q) > —or,(q9(), 7 w) + J(f(g ¢(q), 7, w)), Vg, w,7
> max {-or,(q,¢(q), 7, w) + J(flg,¢(q), 7, w))}, Vg
weEW, FER
> min max {—o.,(q,u,7,w)+ J(f(gu,Tw))}, Yq

ueU yweWw reR

Thus, for a given value of 74 > 0, a switching law with the desired properties exists
iff there exists a storage function (or cost-to-go function in the terminology of Dynamic

Programming) satisfying (5.9).
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5.4.2 A Computational Solution

Consider T : R — R€ defined by:

T(J(g) =min max {=or(q,u7w)+J(f(gufw))} (5.10)

Theorem 5.2. (Value Iteration) Consider a deterministic finite state machine M defined
by (5.1), (5.2) and (5.3), and let o, : Q XU x R x W — R be a given map. The following

two statements are equivalent:

(a) There exists a function J : @ — R such that for any q € Q, the following inequality
holds:

J(g) 2 min  max {-o,(q,u,7,w)+ J(f(q,u,7,w))} (5.11)
ueld ywew reR

(b) The sequence of functions Ji : @ — R, k € Z, defined recursively by:

Jo = 0

Jep1 = max{0, T(Jy)} (5.12)

CONVETGES.

The Value Iteration algorithm defined in (5.12) is used to solve the Bellman inequality in
(5.11) for the cost-to-go function J; the desired switching law is then simply the optimizing
argument. While in theory, the Value Iteration algorithm can take infinitely long to converge

even when a solution exists, in practice it seems to perform quite well.

The following intermediate statements will be used in proving Theorem 5.2.

Lemma 5.3. T : R2 — R< defined in (5.10) is monotonic:

J1 < Jy=T(J;1) <T(J2)
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Proof. Suppose that J; < Jo. We have:

JTd(Q7ua 725 ’LU) + Jl(f(q)uv"ﬁvlw)) S O-Td(Qa u,f,w) + JQ(f(Qvu’ fa w))vquuawa’fl
= ma?({o-‘rd(q’ u,f,w) + Jl(f(Qaua 72’ UJ))} < ma?{{O-Td(q7u7’ﬁ7w) + J2(f(qa u77§7w))}7VQ7u
= minma}({am(%ua'f’w) + J1(f(q, Uﬂ%“’))} < minma?({GTd(Q7 u, ,w) + Jo(f (g u, 7, w))}

= T(Jl) < T(Jg)

]
Lemma 5.4. Sequence {Jy} is monotonically increasing.
Proof. By induction on k. We have:
Jl = maX{O,T(J())} > 0= Jo
Suppose Ji > Jr_1. Then:
Jrr1 = max{0,T(Jx)}
> max{0,T(Jr-1)}
> Ji
O

For any ¢ € R, denote by J4 ¢ the map from R to R defined by: (J+c¢)(q) = J(q)+c.

Lemma 5.5. T(J +¢) =T(J) + ¢, for any c € R.

Proof. We have, for any q € Q:

T((J+c)q) = rt{ggwergvaiﬁ{%(qmmw) + (J +)(f(g u, 7, w))}

= min max {o-(q,u,7,w)+ J(f(q,u,7 w))+c}
uel ywew feR

= min max {o,(qu,7,w)+ J(f(qu,7w))}+c
uel ywew feR

= T(J(g) +ec
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We are now ready to prove Theorem 5.2.

Proof of Theorem 5.2: (a) = (b): suppose there exists a function J : @ — R satisfying
(5.11). Then J + c also satisfies (5.11) for any choice of ¢ € R. Since the set Q is finite, we
can assume, without loss of generality, that J > 0 with min J(¢) = 0 and max J(q) = m,
for some m > 0. Moreover, the sequence {Ji} is boundezi above by J. Thqe proof is by
induction on k. We have:

Jo=0<J

Suppose that J; < J. Then:
T(J) <T(J)<J

where the first inequality follows from Lemma 5.3 and the second inequality follows from
(5.11). Thus,
Jk+1 = maX{O,T(Jk)} < J

where the inequality follows from the non-negativity of J. Thus, sequence {J} is (point-
wise) monotonically increasing (Lemma 5.4) and bounded above by J. Hence, it converges

and J* = lim J, satisfies J* < J.

k—o0
(b) = (a): suppose that the sequence {J;} converges and let J* = klim Jk. Since Q is
—00
finite, for every k there exists an ¢ such that:
Ji(q) > J*(q) — €, for all ¢
Thus, it follows from Lemmas 5.3 and 5.5 that:

T(Jy) > T(J* — &) = T(J*) — e

But:

v

Jit1 T(Jy)

v

T(J*) — €, for all k

Thus:

klim Jgr1 > T(J*) — lim e

k—o0
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Figure 5-2: Full state feedback controller for p/u approximation of P

and hence: J* > T'(J*). O

5.5 Structure of the Robust Controller

Consider the setup shown in Figure 5-2, where M is a p/u approximation of a given system
P as in Definition 3.1, with M constructed using either of the two approaches described
in Section 3.4, and where A is the resulting approximation uncertainty. Suppose that a
controller ¢ : Q@ — U, where Q is the state set of M , has been designed so that the closed
loop system satisfies a given auxiliary performance objective, as in (3.1).

The block diagram of interconnection (M, A, ¢) can be equivalently re-drawn as shown
in Figure 5-3 (where the two copies of M are assumed to be identically initialized in line
with the recommendations in Section 3.4). The internal structure of the resulting controller
K c Y%+ xU%+, for which the closed loop system (P, K) satisfies the performance objective
(3.2) by design, thus consists of a finite state estimator M for the hybrid system and a full

state feedback switching law ¢.
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Figure 5-3: The deterministic finite state machine controller K
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Chapter 6

A Simple Benchmark Example

6.1 Introduction

Switched systems are a special class of hybrid systems, consisting of a family of plants
and a law for switching among them. The problem of finding a stabilizing switching law
for a family of unstable linear systems has received much attention in the past decade
[43, 66, 78, 82]. An overview of recent results in this area can be found in [44]. Typically,
the controllers implementing the switching strategy are either assumed to have full access
to the state or to have access to a sensor output that is a linear function of the state.
However, in many practical applications, there may be a need or a desire to base the design
and implementation of the switching controller on coarse, discrete sensing. For instance,
coarse sensors may be used to keep operating costs low, or to minimize power consumption
when power is scarce. When control is done over a network, the use of coarse sensors
decreases the amount of information to be encoded and transmitted over communication
channels. The problem of stabilizing a family of switched unstable linear systems where
only very coarse sensing is available has not been as extensively studied to date. In this
Chapter, an academic benchmark problem of this type is addressed using the paradigm

developed in this thesis.
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Figure 6-1: Double integrator with switched static feedback

Consider a double integrator described by the following state-space equations:

r1T = X2
.Ci}2 = U
Yy = n

This system cannot be stabilized using static output feedback (u = ky) regardless of the
choice of gain & € R. However, it can be stabilized by cleverly switching between two
appropriately chosen static output feedback laws [7, 43], assuming the switching controller
has full access to the state. The question addressed here is the following (Figure 6-1): is it
possible to stabilize the system by switching between two appropriately chosen static output
feedback laws based on very coarse sensing, namely only the sign of the position measure-
ment? Related questions were considered in [52, 65], where it was shown that stabilization
based on coarse sensing is in fact possible, assuming the sensor output is available at fixed
time intervals of length T (a design parameter) and that a gain is chosen at the beginning
of each interval and held until the next measurement becomes available. In this Chapter, a
constructive procedure for synthesizing a switching controller with guaranteed performance

is presented, based on the framework developed in the thesis.
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6.2 Problem Statement

Consider a second order discrete-time switched system P described by:

2(t+1) = Ap(u(t))z(t)

y(t) = sgn(ai(t) (6.1)
ot + 1)
o) = too( )

where t € Z (the set of non-negative integers) and || - [|2 denotes the euclidean norm. State
z(t) € R? and output v(t) € R, while control input u and sensor output y are binary with
u(t) € U = {0,1} and y(t) € Y = {~1,1}}. Ap(1) and Ap(2) € R**? are of the form

Ar(u) = eAWT where:

System P is thus simply a sampled version of the switched analog system with binary
input u (corresponding to a binary choice of the gain) and output y shown in Figure 6-1.
The sensor measurement y is assumed to be available at the beginning of each sampling
interval [¢T, (t+1)T), t € Z., at which point a gain is chosen by the controller K and held

until the end of the current sampling interval.

The objective is to design a sampling rate 7' > 0, a map k : {0,1} — R and a controller
K C Y%+ x U%+ such that the closed loop system (P, K) with output v (Figure 6-2) is
exponentially stable:

l2(T) |2 < 10~ |2 (0) |2, VT € Z4 (6.2)

Ideally, we want to maximize the rate of exponential convergence of the actual closed loop

systemQ.

!The following convention will be adopted: y(t) = 1 if z2(t) > 0 and y(t) = —1 if 22(¢) < 0
2Note that the rate of convergence of the sampled system is R, with the corresponding rate of the actual
closed loop system being R/T.
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u(t) € {0,1}

K

Figure 6-2: Closed loop system

6.3 Preliminary Observations

6.3.1 Gain Stability to Describe Performance Objectives

Note that the performance objective (exponential stability) given in (6.2), can be equiva-
lently described in terms of gain stability of the closed loop system, where p(r) = 0 (since
the system has no exogenous input) and p(v) = v + R. In order for this gain stability

property to be physically meaningful, we require R > 0. The performance objective is then:

T

jnf tz% —(v(t) + R) < o0 (6.3)

6.3.2 Homogeneity of the System

Some useful properties of the system under consideration become clearer when the dynamics
are expressed in polar coordinates. Consider a coordinate transformation 7' : R? — R?

defined by:

r T1 \/arf—i-a:%

0 X9 tanfl(i—f)

with r € [0, +00), 0 € [0, 27).

The dynamics of the plant P described in (6.1) in the new coordinate system are given

by:

g (aai(u(?t)) + agz(u(t)) tan(0(t))
6(t+1) = tan™! (an(u(t)) T ara(u(t)) tan(G(t))) (64)

r(t+ 1) = r()y/ 0 (1) Ap(u(t) A (u() B(2)
y(t) = sgn(cos(8(1))) (6.5)
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= log (/B (1) A% (u(t) A (u(t) 5(1) (6.6)

where

Ap(u) = a1(u) aiz2(v) _ Do k" (u ):gn Z?Ok”(u)%
az (u) az(u) Sk u )g,j*ff Zfok”(u)g—f:
B(t) = cos(0(t))
sin(6(t))

This highlights an important property of the system that will be useful when designing
the switching controller K, namely that the evolution of the angular coordinate, as well as
the values of both outputs of system P, are independent of the radial coordinate. Effectively,

the dynamics of the system evolve along the unit circle.

6.3.3 The Choice of Feedback Gains

The following two observations about harmonic oscillators will be useful in guiding the

choice of k : {0,1} — R. Consider a harmonic oscillator described by:

i‘1:$2

.’i‘g = k$1
with corresponding equations in polar coordinates given by:

7 = (14 k)rsin(@)cos(0)

0 = (1+k)cos®(9) —1

Remark 6.1 For k = —1, 7+ = 0 and the state trajectories are concentric circles centered
at the origin. Thus, the output v of the corresponding sampled system is identically zero,

regardless of the choice of sampling rate 7T'. o

Remark 6.2 For any k # —1, there exists two quadrants of the state space, corresponding
to:

{0 € ]0,2m)|sgn(cos(f) sin(0)) + sgn(1 + k) = 0)}
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such that 7 < 0. o

Based on these two remarks, it should always be possible in principle to stabilize the
analog system by appropriately switching between gains k; = —1 and ky € R\{—1}. In
this case, switching to ki corresponds to “passive control” in anticipation of switching to
ko, corresponding to “aggressive stabilization”, in the appropriate sectors. However, the
problem is much harder when switching can only occur at discrete time instants and when
the problem is not a full state feedback problem, as is the case here. In particular, design
of the discrete switching law will be based on the assumption that & : {0,1} — R satisfies
k(0) = —1 and k(1) € R\{-1}.

6.3.4 Other Remarks

This system is externally unstable. Consider two initial conditions 61(0) = 7/2 and 05(0) =
—m/2, and input u that is identically zero. (i.e. the gain k = —1 is used). The outputs of
the system are unequal at every time step. Thus without the observer structure proposed

in Section 3.3.3, there is no hope for finding a p/u approximation of this system.

6.4 A Finite State Machine Approximation of the Plant

Design of the stabilizing controller is an iterative procedure, with each iteration consisting
of several steps. First, P is approximated by the feedback interconnection of a finite state
machine M and a system A representing the approximation error (Figure 6-3), using the
procedure described in Section 3.4.2. Next, a gain bound is established for the error system
A using the approach described in Section 3.5.2. Finally, an attempt is made to synthesize
a full state feedback switching law for the nominal finite state model M that is robust to
approximation errors, as described in Chapter 5. If synthesis is successful, the resulting
controller is guaranteed to stabilize the system at some verified exponential rate R. Oth-
erwise, a better approximation (meaning a finite state machine with a larger number of
states) is sought for the switched system and the above process is repeated.

In the following sections, the details of the procedure for generating a finite state machine
M, and hence a nominal model M of the sampled system P described by (6.4), (6.5) and
(6.6), are briefly described, as well as the algorithm for computing an upper bound on

the gain of the resulting error system A. A guideline for choosing the sampling rate T is
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v(t) € R
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Figure 6-3: Plant P and its finite state machine approximation M

presented, with the goal of mitigating the conservatism of the gain bound that is verified

for A.

6.4.1 Construction of the Nominal Model

As was pointed out in Section 6.3.2, the state of plant P effectively evolves on the unit circle.
M is constructed by uniformly quantizing the unit circle, taking care that no quantization
interval crosses the vertical axis. The quantization intervals are then the partition Xj,...,X,,
as described in Section 3.4.2. The states of M are then defined to be the quantization
intervals and unions of adjacent quantization intervals. Due to the continuity of the system,
non-adjacent quantization intervals can be immediately ruled out as potential states. The

set of states O of M is then:
Q = U=} (Uit {aua}) U{anan)

where state g; j, is associated with interval I; ;, defined as:

2r 0w 2r  ow
Le=[1—-1)—+ =, (3 —1)— + =
(R N T R DS

Positive integer n is a design parameter; the total number of states of M is at most n(n —

1)+ 1.

Let I, = [9;, {92) be the interval associated with ¢ € Q, and let |I;| denote the length of

89



interval I, that is |I,] = |67 — 63]. Q can be partitioned into three sets:

9
Q = {qe Q| C[r—a,a)}

Q3 = O\(Q1UQy)

{g e Q| Cla,a+m)}

01 and Qs are thus the sets of states with sensor outputs —1 and 1 respectively, while
Qs is the set of states with ambiguous output. Consider functions P; : Q3 — ©Qp and
Py : Q3 — Qg defined by Pi(q) = ¢1 and P»(q) = g2, where (g1, ¢2) are the unique pair of
elements in Q1 x Qo with the property that I, = I, U I,,. Let:

asi (u) + age(u) tan(@é)) ) tan-! <a21(u) + agz(u) tan(63) ))}

q _ —1
Al ={q € Q|I; D [tan (all(u) + a2(u) tan(6} a1l(u) + a12(u) tan(62)

Consider function ¢ : (Ql U Qg) x U — Q defined by:

,u) = arg min |1,
¢(q,u) gquZ’ ql

The dynamics of M can thus be described by:

qt+1) = f(q(t),u(t), 7(t))
9(t) = g1(q(t)) (6.7)

o(t) = g2(q(t),u(t))

where the state transition function f: Q@ xU x Y — Q and the output functions g, : @ — Y

and go : Q@ x U — V), constructed as described in Section 3.4.2, are defined by:

¢(q,u) if g € Q1U Q2
flau) = { 6(Pilg),u) ifgeQsr=—1
¢(Py(q),u) ifgeQsr=1

92(a,) = sup (log\/B'(0) Alp(w) Ar (w)B(0))

oel,
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cos(0)
sin(0)

where §(0) =

-1 ifge O
1 if g € Q9
-1 if ¢ € Q3 and [Ip, ()| = [Ipy(q)l

1 if ¢ € Q3 and ’Ipl(q)’ < ’IPQ(q)’

The state of M is initialized to ¢(0) = gn.n, in line with Remark 3.5.

6.4.2 Description of the Approximation Error

The procedure for computing an upper bound on the gain of the error system A associated
with a given plant P and a corresponding nominal model M, constructed as described in
the previous section, consists of searching for an appropriate storage function, as shown in

the following proposition.

Proposition 6.1. If there exists a function V : @ — R and a v such that:

V(f(q,u,r)) = V(g) < vpa(u) —d(q) (6.8)
holds for allg € Q, u €U andr € Y, where d: Q@ — {0,1} defined by:

0 g€ Q1UQs
1 ge Q3

d(q) =

then the error system A is p/u gain stable with gain not exceeding vy, for ua : W — {0,1}.

Proof. Follows from Proposition 3.5 and Theorem 4.1. O

An upper bound for the gain of A can thus be computed by solving a linear program
in which we minimize v such that (6.8) holds. If N = card(Q), the linear program has
N + 1 decision variables and 4N inequality constraints, and hence the algorithm grows

polynomially with the size of the nominal model.
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6.4.3 Choice of the Sampling Rate T

As discussed in Section 3.5, the approach for computing a gain bound for A is conservative.
A possible way of counteracting the conservatism introduced in the computation of an upper
bound for the gain of A is by matching the sampling rate to the quantization interval; that

is, by setting T' = 27”
Proposition 6.2. When k = —1, state transition equation (6.4) reduces to:
Ot+1)=0(t)—T

Proof. When k = k(0) = —1, the state transition matrix reduces to:

©0 n 2n o0 n 2n+1 )
Ar(0) = > imo(=1) E—n' Yoico(—1) é’n—fl). _ cos(T) sin(T)

and the corresponding state transition equation for the angular coordinate is:

ot +1) = mn—1<—3m(T) + cos(T)tan(H(t)))

cos(T') + sin(T)tan(6(T))
tan_1< tan(0(t)) — tan(T) )

1+ tan(T)tan(0(T))
= tan " (tan(8(t) — T))

— 0t -T

6.5 Design of the Stabilizing Controller

The objective is to design a switching law ¢ : Q — U such that the closed loop system con-
sisting of the interconnection (M, A) in feedback with ¢ (Figure 6-4) satisfies the following

performance objective:

sup Z 2(t) + R < o0 (6.9)

for some R > 0. The largest value of R for which (6.9) holds for a given switching law ¢ is

the largest guaranteed logarithmic convergence rate; the actual convergence rate is generally
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better.

M

Figure 6-4: Robust control setup

For the particular control problem of interest, the cost function o, depends on two
parameters, R and the scale 75. The goal is to maximize R for which there exists a J : Q —
R and a 75 > 0 such that (5.11) holds. However, it is not possible to directly compute R*,
the optimal value of R. Instead, a search is carried out resulting in a suboptimal value of
R: first, the range of values of 74 for which ’stability’ with R = 0 is possible is computed.
Then, different values of 7; are sampled in this range, and the largest value of R is computed
for each sampled value 74, with the largest of those being a suboptimal guaranteed rate of

convergence.

6.6 Numerical Examples and Simulations

Ezample 6.1 Consider the case where the system can switch between gain k(0) = —1
(passive control) and gain k(1) = —3 (aggressive control). For the case where p : i — R
is defined by p(0) = 1, p(1) = 2, the smallest value of design parameter n for which
we can guarantee convergence is n = 10. The number of states of the corresponding
stabilizing controller is 91, and the corresponding sampling rate is 7' = 0.6283. The best
provable logarithmic rate is R = 0.016, based on a computed gain bound ~ = 0.375 for the
approximation error A. The value iteration algorithm (74 and R values are fixed) converges
very quickly in this case, in 13 iterations. The result of the implementation of this controller
in the system in shown in Figure 6-5.

When the value of n is increased to n = 12, with corresponding 133 state controller

and sampling rate T' = 0.5236, the computed value of the gain bound is v = 0.3333, and
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Figure 6-5: Implementation of the DFM controller in Example 6.1 (Sampling time
T=0.6283)

the best provable rate of exponential convergence is R = 0.024. Again, the value iteration
converges quickly, in 16 iterations. The result of the implementation of this controller in

the system in shown in Figure 6-6.

15

Euclidean distance from the origin

0 50 100 150 200 250 300 350
Time steps

Figure 6-6: Implementation of the DFM controller in Example 6.1 (Sampling time
T=0.5236)

When the value of n is further increased to n = 18, for instance, with a corresponding
307 state controller and sampling rate T' = 0.3491, and computed gain bound ~v = 0.3571,
the best provable rate is R = 0.0275. Again, the value iteration converges relatively quickly,
in 24 iterations. The result of the implementation of this controller in the system in shown

in Figure 6-7. v
Example 6.2 Consider the case where the system can switch between gain k(0) = —1
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Figure 6-7: Implementation of the DFM controller in Example 6.1 (Sampling time
T=0.3491)

(passive control) and gain k(1) = —0.5 (aggressive control). Once again, consider the case
where p : U — R is defined by p(0) = 1, p(1) = 2. In this case, the smallest value of
design parameter n for which we can guarantee convergence is n = 8. The number of states
of the corresponding stabilizing controller is 56, and the corresponding sampling rate is
T = 0.7854. The best provable logarithmic rate is R = 0.0153, based on a computed gain
bound v = 0.333 for the approximation error A. The implementation of this controller in

the system is shown in Figure 6-8. v
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Time steps

Figure 6-8: Implementation of the DFM controller in Example 6.2 (Sampling time
T=0.7854)
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Chapter 7

An Incremental Stability Approach

7.1 Introduction

It has long been recognized that finite gain stability, while useful in an LTI setting, is often
too weak to be a useful property for general nonlinear systems within a robust analysis
framework. Various incremental notions of input/output stability have been proposed and
studied as possible alternatives applicable to nonlinear systems within a robust control
framework [6, 27, 29, 70]. In a parallel development, this chapter considers incremental

stability properties for systems over finite alphabets.

7.2 Incremental Stability

A real valued function d : A x A — R is said to be symmetric if d(a,b) = d(b,a), Va,b € A

and positive definite if:

d(a,b) >0, Ya,b € A and d(a,b) =0<a=1b

Definition 7.1. A system over finite alphabets S C U%+ x Y%+ is incrementally stable
if there exists a finite non-negative constant v and a pair of symmetric positive definite
functions, dyy : U xU — Ry and dy : Y x Y — Ry, such that for any two pairs (uy,y1)
and (ua,y2) in S, the following inequality is satisfied:

T
:ipr;fotz%*ydu(m(t),w(t)) — dy(y1(t),y2(t)) > —o0 (7.1)
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Data Source Encoder Channel Decoder Receiver

Figure 7-1: Coding setup

Given a particular choice of symmetric positive definite functions dy and dy, the greatest

lower bound of v such that (7.1) is satisfied is called the dy/dy incremental gain of S.

By an argument similar to that made in Remark 2.3, it follows that incremental stability
(or lack of it) is an intrinsic property of a given system. However, the numerical value of

the incremental gain of a stable system depends on the choice of functions dy; and dy.

Ezxample 7.1 Convolutional codes are widely used to add redundancy to data transmitted
over noisy channels so as to enable error free decoding at the receiver end (Figure 7-1).
A convolutional encoder is a map E : (F¥)%+ — (F")%+, where F is a finite field and n
and k are integers with n > k, such that C = E((F¥)%+) is a right shift-invariant linear
subspace of (F ")Z+. Given a convolutional code C, the problem of finding an encoder for
it can be formulated as the problem of finding a state-space realization for an invertible
map ¢p : C — (F¥)%+. A good encoder is one that is ‘non-catastrophic’, among other
properties. An encoder is said to be catastrophic if two codewords ci,co € C differing
by a finite number of terms correspond to two data sequences di,ds € (F*)%+ differing
by an infinite number of terms. Ensuring that the system over finite alphabets S with
feasible signals set D = {(c,d) € C x (F¥)%+| d = ¢g(c)} is incrementally stable, and

hence satisfies:

T
inf > ydy(er(t), ealt)) — dy(di(t), da(t) > oo
t=0

T>0

for some finite v > 0 and some symmetric positive definite functions dy; : F* x F* — R4
and dy : F*¥ x F¥ — R, allows us to ensure that the corresponding encoder (E = ¢~ 1) is

non-catastrophic. v

7.3 An ’Incremental Small Gain’ Theorem

The following theorem describes the incremental gain stability properties of an intercon-

nected system in terms of those of its component subsystems. No assumptions are made
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about systems S and A, beyond incremental stability in some particular sense (i.e. the

alphabet sets are arbitrary, not necessarily finite in this formulation).

Theorem 7.1. (An ’Incremental Small Gain’ Theorem) Suppose that system S is incre-
mentally stable with dyg/dy incremental gain not exceeding 1, for some symmetric positive
definite functions dyg : (UXW)x(UXW) — Ry and dy, : (YxZ)x(Yx2Z) — R. Suppose
also that system A is incrementally stable with dy, /dy, incremental gain not exceeding 1,
for some symmetric positive definite functions dy, : Zx 2 — Ry anddy, : WxW — R,.

If functions dyy : U xU — R and dy : Y x Y — R given by:

dy(u1, ug) = Suréw{dus((ul,wl), (u2, wa)) — dy, (w1, w2)} (7.2)
dy(y1,y2) = zl,iiifez{dys((yl’ 21), (Y2, 22)) — dys (21, 22) } (7.3)

are positive definite, the interconnected system (S, A) with input u and output y is incre-

mentally stable, and its dy/dy incremental gain does not exceed 1.

Proof. First, note by inspection that functions dj; and dy defined in (7.2) and (7.3) are

symmetric. Now, by assumption, all feasible signals of .S satisfy:

phl Zdus ui(t), wi(t)), (uz(t), w2(t))) — dys ((y1(2), 21(1)), (y2(t), 22(t))) > —o0  (7.4)

and those of A satisfy:

T
Jnf D dus (21(1), 22(1)) — dyy (wi(8), wa(t)) > —o0 (7.5)
- t=0

For functions diy and dy defined by (7.2) and (7.3), (7.4) implies that:

}gfozdu ui(t), uz(t)) +dy, (wi(t), wa(t)) —dy (y1(2), y2(t)) —dus (21(1), 22(t)) > —00 (7.6)

Adding (7.5) and (7.6), and noting that the infimum of the sum of two functions is larger

than or equal to the sum of the infimums of the functions, we get that:

1nf Zdu u1 ) dy(yl( ) yg(t)) > —00 (7.7)
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If diy and dy, which are symmetric by definition, are also positive definite, the interconnec-

tion (S, A) is incrementally stable and its dys/dy incremental gain does not exceed 1. [

7.4 Analysis of Deterministic Finite State Machines

7.4.1 Necessary and Sufficient Conditions for Incremental Stability

Necessary and sufficient conditions for incremental stability and incremental gain bound
verification are presented in this section. The proofs of Theorems 7.2 and 7.3 are postponed

until section 7.4.2.

Theorem 7.2. A deterministic finite state machine M defined by (2.1) and (2.2) is incre-

mentally stable iff there exists a non-negative function V : @ x Q@ — Ry such that:

V(flarw), g2, w) — Vg, @) <~y 5, (9lar,w), g(a2, 1) (7.8)

holds for all (q1,q2) € Qx Q and uw € U, where Y =Y x Y and Y, = {(y,y)| y € V}.

Theorem 7.3. Given a deterministic finite state machine M defined by (2.1) and (2.2),
and symmetric positive definite functions dy U xU — Ry and dy : Y x Y — Ry. The

following two statements are equivalent:
(a) M is incrementally stable and its dy/dy incremental gain is bounded above by .

b) There exists a non-negative function V : Q@ x Q — Ry and a non-negative constant
g + g Y

such that:

V(f(Qhul)a f(Q2a Uz)) - V(QL(]Q) S ’Ydu(ul,UZ) - dy(Q(Qlu Ul)),g((J%UQ)) (79)
holds for all (q1,q2) € Q x Q, (uj,uz) €U X U.

The following Corollary shows that incremental stability is a stronger notion for DFM
models than it is for arbitrary systems over finite alphabets, again due to finiteness of the

state set.
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Corollary 7.4. A deterministic finite state machine M is incrementally stable iff there
erists finite mon-negative constants C, v and symmetric positive definite functions dy :
UxU — Ry and dy : Y x Y — Ry, such that for any two pairs of input signals/initial
state, (01,q1) and (W2, q) in UZ+ x Q, the corresponding outputs, y1 and yo respectively,

satisfy:
T

T
D dy(yi(t),y2(8) < C+7 Y dy(ua(t), ua(t))

t=0 t=0

for all time T > 0.

Proof. Sufficiency is straightforward. Necessity follows from Theorem 7.3 with C' defined

as C'= max V(q1,q) — V(g3 qa). -
q1,42,93,44

7.4.2 Proof of the Necessary and Sufficient Conditions

Let M be a deterministic finite state machine defined by (2.1) and (2.2). Consider M with
input and output alphabets U =UxU and 37 = Y x ), state set Q = Q@ x Q, state transition
function f O xU — Q and output function g : O x U — Y defined by:

flg,u) = (f(q1,w1), f(qa, u2)) (7.10)

9(q,w) = (g(q1,u1), (g2, u2)) (7.11)

Thus, M is described by the following state transition (7.12) and output (7.13) equations:
alt+1) = F(g(t), u(®)) (7.12)

y(t+1) = g(q(t), u(t)) (7.13)

The following statements are true about deterministic finite state machine M and the
corresponding M constructed as described above (where Dy; and D, are their feasible

signals sets).

Lemma 7.5. (u,y) € Dy, iff (u1,y1), (u2,y2) € Dus.
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Proof.

(u,y) € Dy, < dq = (qi1,qz2) such that q,u,y satisfy (7.12) and (7.13),Vt € Z,
< dq1,q2 such that q1,uy,y1 and go, ug, yo satisfy (2.1) and (2.2),Vt € Z,

& (u1,y1), (uz,y2) € Dy

Lemma 7.6. Let U, = {(u,u)|u € U} and YV, = {(y,y)|ly € Y}. M is incrementally stable
iff M is gain stable about (Z/A{O,)}O).

Proof. M is incrementally stable

& dvy > 0, symmetric positive definite functions p: U xU — Ry, Y x Y — Ry such

that any two pairs (uy,y1), (u2,y2) in Dy satisfy:

T
}gf[);vp(ul(t)7uz(t)) — w(y1(t),y2(t)) > —oc

< Jdy > 0 and functions p : U xU — Ry and p : Y x Y — Ry zero on U, and
A respectively, and positive elsewhere such that any feasible signal (u,y) in Dy

satisfies:

T
inf > vp(u(t) — p(y(t)) > oo
- t=0

& M is gain stable about (Z/?o, 350)

(The second equivalence follows from Lemma 7.5). O

We are now ready to prove Theorems 7.2 and 7.3.

Proof of Theorem 7.2: Tt follows from Lemma 7.6 that M is incrementally stable iff
M is gain stable about (Z/?O,)}O). Moreover, it follows from Theorem 4.4 that M is gain
stable about (Z/?o,)}o) iff there exists a non-negative function V : Q@ x @ — R, such that
the following inequality holds for all g € @ = Q x Q and u € U,:

V(f(g,u) — V() < —Ly_y, (9(q,w)) (7.14)
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Using the definitions in (7.10) and (7.11), (7.14) can be rewritten as the condition in (7.8).
(]

Proof of Theorem 7.3: Consider the following statement:
(¢) M is gain stable about (U,,Y,) and its dy/dy gain is bounded above by 4.

We have (c) < (a) by Lemma 7.6. Moreover, it follows from Corollary 4.3 that (c) holds iff

there exists a non-negative function V' : Q x @ — R such that:

V(fg,w) — V(g) < vplu) — p(ig, w))

holds for all ¢ € Q and u € U, which is equivalent to (b) for f and § defined in (7.10) and
(7.11). Thus, (c¢) < (b). O

7.5 Relating Incremental and External Stability

An interesting question that arises is: how are the various input/output stability properties
defined in Chapters 2 and 3 and this chapter related? It is shown in this section that while
incremental stability is generally a stronger notion than external stability (Remark 7.1),

the two notions are equivalent for DFM models (Theorem 7.7).

Remark 7.1 Incremental stability is a stronger notion than external stability. To see that,
suppose that a system S is incrementally stable. Then for any pair of elements (u,y;) and

(u,y2) in D, we have the following inequality:

T
?Flg()) ; dy(yi(t),y2(t)) < oo

Since function dy only takes on a finite number of values () is finite), the above inequality

allows us to conclude that the system is externally stable. o
Theorem 7.7. A deterministic finite state machine M defined by (2.1) and (2.2) is exter-
nally stable iff it is incrementally stable.

Proof. Sufficiency was shown in Remark 7.5. To prove necessity, suppose that M is exter-
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nally stable and consider V : Q x Q — R defined as follows:

V(ql,q2)i sup Z¢(QI(t)’QQ(t)’u(t))

weld?+ 1—g

where ¢ : Q x Q x U — {0, 1} is defined by:

0 g(q,u) = g(g,u)
¢(Q17 q2, ’LL) =
1 otherwise

where q; and q2 are the state trajectories corresponding to initial states ¢q; and g9 respec-

tively and to input u. It follows that the following inequality holds for any u € U:

Vg, q2) > é(q1, g2, u) + V(f(q1,u), f(ge,u))

What is left to show is that V is bounded. We claim that V' < an?, where a = card()
and n = card(Q). The proof is by contradiction: suppose that this is not the case, then
there exists a pair of initial conditions ¢1, g2, an input sequence u, and two integers ¢’ and
t" such that qi(t") = qi(t"), (') = ¢(t"), w(t’) = u(t”") and ¢(qi(t), ¢2(), u(t')) = 1.
We can then construct two periodic feasible signals (u,,y1) and (u,,y2) corresponding to
initial conditions ¢1(¢') and g2(¢') and to periodic input u, with u,(k(t” —t')+1) = u(t’ +1),
for k € Zy and | € {0,...,t" —t' — 1}, which violate the condition in Definition 3.2, hence
contradicting our assumption of external stability. It follows from Theorem 7.2 that M is

incrementally stable. O
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Chapter 8

Conclusions

8.1 Summary

A finite state machine based paradigm for design of controllers for a class of hybrid systems,
namely systems with finite actuation and sensing, was advocated and presented in this

thesis. The development of this paradigm addressed three complementary problems:

1. Approximation of hybrid systems by finite state machine models, with useful descrip-

tions of the resulting approximation error (Chapter 3).
2. Analysis of stability and performance of finite state machines (Chapter 4).

3. Synthesis of robust controllers for finite state machine nominal models (Chapter 5).

The starting point of this development was a unified input/output view of systems, per-
formance and robustness, in which systems were viewed as sets of signals and performance
objectives were described in terms of specific classes of constraints on the signals (Chapter
2). The design paradigm was demonstrated using a simple class of academic benchmark
problems (Chapter 6). Extensions of the analysis tools to incremental descriptions of per-

formance objectives were also given (Chapter 7).

8.2 Directions for Future Work

Several research directions would be interesting to pursue in the future, with the goal of
improving the computational efficiency and the scalability of this approach, extending it to

a wider class of systems and reducing its conservatism.
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e While the notion of approximation proposed in Section 3.2 is very general, the ap-
proximation approach developed in the remainder of Chapter 3 deals with systems
with no exogenous input. Extensions of this approach and/or alternative approaches

are desirable for general systems with finite actuation and sensing.

e The approach used in Chapter 4 to compute a gain bound on the approximation error
is conservative but efficient. This trade off between conservatism and efficiency may
not always be acceptable. Thus, it would be interesting to look into mitigating the
conservatism, possibly by using more descriptive gain stability conditions to charac-
terize A or by developing efficient algorithmic approaches for constructing storage

functions for systems with discrete and continuous state spaces such as system A.

e The bound on the approximation error was computed a-posteriori in this thesis, mean-
ing after construction of the finite state machine nominal model. It would be interest-
ing to identify particular internal structures for the hybrid system and corresponding
approximation procedures for which it is possible to derive a-priori upper and lower
bounds on the quality of approximation, and to quantify fundamental limitations on

approximating classes of hybrid systems by finite state machines of a given size.

e Controller synthesis reduces to solving an appropriate Bellman inequality for a system
with discrete state and input sets, as shown in Chapter 5. Although it appears
to perform well in practice, the value iteration algorithm used can potentially take
infinitely long to converge. Thus, it would be interesting to try to find practically
meaningful structures for which a closed form solution of the Bellman inequality can

be found.

e The results developed in Chapter 7 are mainly analysis results for systems with dis-
crete actuation and sensing whose performance objectives are described in terms of
incremental gain properties. Development of a notion of approximation and a corre-

sponding approximation paradigm for this setup is a natural next step.
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