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ABSTRACT

A typical helium liquefaction cycle consists of a compression stage, a precooling stage, and an expansion stage. Continuum models for the precooling stage are presented and involve heat exchangers with continuously distributed expansion stages. The models with reversible heat exchange facilitate investigating the effect of the non-ideal behaviour of helium at low temperatures on the cycle performance, decoupled from other loss mechanisms. An optimum cycle configuration is synthesized from the resulting performance curves by direct discretization.

A new optimization technique for helium liquefaction cycles is also introduced. The method is based on a continuum model for the precooling stage. Variational calculus techniques are used to minimize the generated entropy subject to two constraints derived from the first law of thermodynamics: continuity of mass flow rate and a fixed heat exchange area. The utility of the method is demonstrated. Unlike conventional schemes the cycle configuration is an output of the design algorithm. Other results are used to initialize the design parameters for a final parametric optimization.

Experimental work to demonstrate the feasibility of implementing the optimum cycle is also reported. This involved the design, fabrication, and testing of a supercritical expander with a programmable hydraulic-pneumatic control logic. The performance of the device is reported.
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Chapter 1

INTRODUCTION

This chapter gives a brief history of cryogenic refrigeration and states the purpose of this thesis.

1.1. Introduction

Helium is classified as a rare gas. It is also perhaps the most difficult gas to liquefy. Yet liquid helium has been the object of more experimental and theoretical research than any other fluid except, possibly, water. There are two principal reasons for this unusual attention. First, liquid helium exhibits several peculiar properties such as superfluidity\(^1,2\) which offer challenging scientific investigation. These properties also have potential applications that can be far-reaching. Secondly, it is an indispensable refrigerant for very low temperature work, close to absolute zero temperature. This application puts a high premium on liquid helium. Consequently, there has been a fascinating historical interest in the quest to liquefy helium.\(^3\)\(^-\)\(^6\) Currently efficient and reliable methods of producing the liquid is of prime interest because the world is on the verge of commercializing superconducting processes and devices.\(^7\)

Helium was first liquefied by Kamerlingh Onnes in the physical laboratory of the University of Leiden which he had established in 1895. However, this was the culmination of a series of successes in the liquefaction of the other cryogenic fluids, in particular, and advances in cryogenic technology, in general, starting with the liquefaction of air in 1877. Therefore the history of helium liquefaction is complete only in the context of the broader history of cryogenic refrigeration. This broader history is outlined in the next section.

Cryogenics is used here to cover temperatures below 123K, consistent with its usage by the workers of the National Bureau of Standards in Colorado.\(^8\) This seems to be
a more widely accepted definition. Moreover, it is a natural dividing line since ordinary refrigerants like Freon and hydrogen sulphide boil above this temperature whereas the 'permanent' gases—helium, hydrogen, neon, oxygen etc.—have normal boiling points below 123K.

1.2 History of Cryogenic Refrigeration

Any gas may be liquefied by cooling to its condensation temperature and then extracting its latent heat of vaporization. However, for the cryogenic fluids, the condensation temperatures are very low (4.2K at 1 atmosphere for helium) and suitable refrigeration at such low temperatures, traditionally, has not been available. Early attempts to liquefy the cryogens therefore involved other processes.

Robert Boyle’s work with gases resulted in his famous law which stipulates that the P-V curve for ideal gases be rectangular hyperbolae. While investigating the validity of Boyle’s Law, van Marum discovered, at the end of the eighteenth century, that ammonia gas may be liquefied solely by compression to about seven atmospheres without any necessity of lowering its temperature.

In Michael Faraday’s work between 1823 and 1847, he found that both pressure and temperature play a part in the change from gas to liquid. He was able to liquefy several gases by heating one end of a sealed, bent glass tube to increase the pressure of the gas trapped in it and cooling the other end below room temperature. Finally between 1861 and 1869 Thomas Andrews obtained experimental pressure-volume curves for a real gas (carbon dioxide) which showed the characteristic flat portion below the critical point Fig. 1.1. His results illustrate the Pressure-Volume relationship of real gases and indicate that isothermal compression can indeed produce liquid: if the constant temperature is below the critical temperature. Consequently, early attempts to liquefy the cryogens involved compression of the gases to very high pressures.
FIG. 1.1 Typical Pressure-Volume curve for a pure substance.
These attempts were unsuccessful because of the low critical point temperatures of these gases. Table 1.1 gives typical values of the critical point parameters for some cryogens.9

Table 1.1
Critical point parameters for some cryogenic fluids

<table>
<thead>
<tr>
<th>Fluid</th>
<th>$T_{\text{critical}}$ (K)</th>
<th>$P_{\text{critical}}$ (atm)</th>
<th>$T_{\text{normal bpt.}}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxygen</td>
<td>154.7</td>
<td>50.1</td>
<td>90.19</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>126.1</td>
<td>33.49</td>
<td>77.395</td>
</tr>
<tr>
<td>n-Hydrogen</td>
<td>33.2</td>
<td>12.98</td>
<td>20.39</td>
</tr>
<tr>
<td>Helium</td>
<td>5.2</td>
<td>2.26</td>
<td>4.216</td>
</tr>
</tbody>
</table>

However, it was an effort in this direction which led Louis Cailletet, a French mining engineer to observe that expansion produces cooling when his experimental apparatus sprang a leak and the compressed gas escaped into the atmosphere. Subsequently he precooled high pressure oxygen gas in a strong-walled glass tube, released the pressure by opening a valve on the apparatus and thereby produced liquid oxygen droplets on December 2, 1877.

This was the first time ever a so-called 'permanent' gas had been liquefied. Coincidentally Raoul Pictet, a Swiss physicist, also succeeded in liquefying oxygen on December 22, 1877 by a completely different method now called the cascade method. This coincidence is interesting for three reasons. First, there was the initial historical confusion over who first liquefied oxygen which was justly resolved in favor of Cailletet. Secondly the different professions of the two men is representative of the two sources of contributions to cryogenic refrigeration research: Cailletet typifies the industrial world and Raoul Pictet the research scientist in an institutional laboratory. Thirdly the two processes used have been developed into the two practical liquefaction methods in use today—the method of Cailletet has been developed into well-engineered industrial cryogenic liquefaction plants; the method of Pictet has been developed into the cascade
scheme used for the laboratory liquefaction of cryogens. LNG plants also use a variation of the cascade method.

The liquid produced by Cailletet in 1877 was in the form of mist which soon evaporated. Wroblewski and Olszewski were Polish scientists investigating the physical properties of liquefied gases at the Cracow University Laboratory in the same decade. They were therefore interested in bulk quantities of liquids and introduced two techniques to achieve this for air. First they pumped on the refrigerant used for precooling the gas to further reduce the lowest temperature. Then they developed the vapor shielding concept to minimize heat leaks from ambient to the test apparatus thereby enhancing prolonged storage of the liquid. Their design consisted of a series of concentric tubes, closed at one end, surrounding the experimental test tube. The cold vapor rising from the liquid flowed through the annular spaces between the tubes intercepting some of the heat travelling toward the cold test tube. Armed with this improvement not only did they succeed in obtaining liquid oxygen in bulk quantities in April 1883, they were also successful in producing liquid nitrogen for the first time a few days later. However their attempts to liquefy hydrogen always resulted in droplets of the liquid: the heat leak to their test apparatus was still large. It thus remained for James Dewar to introduce innovations in insulation techniques and subsequently succeed in producing liquid hydrogen in bulk quantities and even go further to produce solid hydrogen.

James Dewar made three particularly significant contributions. He introduced both vacuum insulation, which drastically minimizes heat loss through convection, and the idea of changing the emissivity of radiating surfaces to reduce radiation losses. His device was a double-walled glass vessel with a silvered inner surface. These developments enabled him to liquefy hydrogen in bulk quantities in 1898. However, they were not enough to enable him to produce solid hydrogen until he further cut down on the radiation heat loss by another innovation: the radiation shielding technique. His radiation shield was a vacuum vessel filled with liquid air which surrounded the cryostat with the test apparatus. This reduced the heat leaks so substantially that he was able to
produce solid hydrogen by pumping the vapor off the liquid.

The success of Cailletet in producing liquid by expansion of a precooled high pressure gas led to pioneering efforts in the industrial application of air liquefaction in three centers. In Germany, Linde established the Linde Company for air separation and by 1897 had developed a practical cycle for liquefying air in bulk quantities. Essentially Linde precooled the high pressure gas using a set of counterflow heat exchangers (Fig. 1.2) and throttled the high pressure gas using a Joule Thompson valve. (It is surprising that although Joule and Thompson had experimented with the J-T valve process much earlier, it was Cailletet’s observation that actually led to the application of the throttling process in cryogenic refrigeration). In Britain, W. Hampson independently used the same cycle (Fig. 1.2) for air liquefaction and actually filed a patent for his device in England two weeks before Linde filed his in Germany. The cycle has since become known as the Linde-Hampson cycle. Meanwhile, in France, Georges Claude was developing a work-producing expansion engine to expand the high pressure gas and thus provide refrigeration by extracting work from the gas. By 1902 he had developed an air liquefaction system using an expansion engine.

The use of expansion engines in air refrigeration dates back to 1849 when a Florida physician, John Gorrie published a report about his ice making device for cooling hospitals. It is even claimed that the British Engineer Richard Trevithick built several successful engines, also for ice making, much earlier although no description of his device was ever published. Charles Siemens incorporated modifications to the Gorrie system involving heat exchangers to obtain a space cooling device in England. The credit for setting forth the essentials of the space cooling refrigerator using air expansion engines however goes to William Thompson (Lord Kelvin). In any case it is the systematic and persistent effort of George Claude to overcome technical difficulties such as heat leaks and lubrication which led to the successful application of expansion machines in cryogenic liquefaction plants. Consequently he is often cited for introducing the use of cryogenic expansion engines. By 1907 the Claude air liquefier was producing neon as
FIG. 1.2 SCHEMATIC OF THE LINDE-HAMPSON SYSTEM FOR AIR LIQUEFACTION.
a by product.

The Linde-Hampson cycle for air liquefaction as well as the Claude system had been refined by 1902. Effective insulation protocols had been established. Liquid hydrogen had been produced in large quantities and Dewar had even produced solid hydrogen. The stage was thus set for the liquefaction of helium which was seen as the gateway towards the march to absolute zero. The principal investigators actively engaged in this effort were Olszewski, James Dewar, Morris Travers and Kamerlingh Onnes. They had all tried to use Cailletet’s method to liquefy helium and had failed. It was clear therefore that a Linde-Hampson type cycle was required. Kamerlingh Onnes had an advantage over the other investigators. He had methodically prepared for this onslaught by training skilled technicians. He founded a school for instrument makers and glassblowers in the Leiden laboratory. He built a large liquefaction plant for oxygen, nitrogen and air and followed it up with a hydrogen plant capable of producing four liters of liquid an hour, in 1906. Finally, by June 1908 work on building the helium liquefier had been completed and a high purity gas obtained. On July 10, 1908 he liquefied helium. This indeed was the climax of developments in the preceding thirty years. However, the success is also a tribute to his skill and careful planning especially considering the human resources involved in the operation and the complexity of the cascade machinery for helium.

Although Claude had established the use of work-producing expansion engines for air liquefaction as far back as 1902, it was not until 1934 that the first successful attempt was made to liquefy helium by the Claude process, by Kapitza. However, it was the monumental contribution of Sam Collins in 1946 which revolutionized low temperature research to the extent that the period before 1946 is now referred to as BC (Before Collins) in cryogenic circles.

Collins built a practical, dependable helium liquefier using expansion engines which made helium available to most low temperature research centers. The design of the
Collins cryostat (Fig.1.3) was based on a second law analysis. By considering the flow of entropy in the cycle, he estimated the mass flow to be extracted and fed through the expansion engines. He was thereby able to derive a configuration for the liquefier which constitutes an efficient cycle. The design and fabrication of the cryostat also incorporated some ingenious features, which made the cryostat reliable. The original cryostat used a Hampson-type heat exchanger but Collins later developed a compact and effective heat exchanger, called the Joy Tube. Thus the Collins contribution is significant for two reasons: the design was based on sound thermodynamic analysis demonstrating a clear insight into entropy flow, and the facility used well-designed, well-engineered components.

Improvements on this system have come from two directions. The cycle allows the flexibility of choosing the temperature levels (expander inlet or discharge temperatures to optimize the cycle performance). Therefore cycle optimization techniques have been developed and continually improved upon, to select these temperatures. Also efficient and reliable components have been and are still being developed. This research is a continuation of work in both directions.

1.3 Applications

Kamerlingh Onnes and his co-workers who first liquefied helium were interested in investigating the properties of materials at low temperatures and in checking the validity of known natural principles at cryogenic temperatures. Such investigation has led to a catalogue of unique cryogenic phenomena which have prompted several application ideas. Perhaps the most promising of these potential applications relate to superconductivity. There are two fundamental but related characteristics that underscore the potential use of superconductors. Superconductors are able to transmit enormous amounts of electric current without electrical resistance and therefore the heat associated with the losses. As a consequence of carrying large electric currents, they maintain intense and
FIG. 1.3 COLLINS' CRYOSTAT (SHOWING OPTIONAL LN$_2$ PRECOOLING)
extremely steady magnetic fields. Some of the potential applications arising from these characteristics are discussed presently.

ELECTRICAL GENERATORS: The basic superconducting generator concept has been demonstrated and advanced concept designs are being developed. Without the power losses associated with resistance heating, superconducting generators consume about two-thirds less energy than conventional generators with an equivalent power output; because of the high current density of the superconductors, the superconducting generator is only about two-thirds the size of a conventional generator, is lighter, and can generate higher voltages that conceivably could eliminate the use of step-up transformers in the power supply system. The superconducting generator is more resistant to short-lived line disturbances such as lightning because of its high fields.

ELECTRICAL ENERGY STORAGE: This promises to be an efficient means of storing, in the form of magnetic energy, excess electrical energy produced by the utility companies. The utility companies can stockpile the excess electricity generated cheaply at night and use it to meet peak daytime demands. Currently the high daytime demands are handled by expensive oil or gas-fired plants.

ELECTRICAL POWER TRANSMISSION: The use of superconducting cables for power transmission dramatically increases the current carrying capacity of cables of the same size.

TRANSPORTATION: The use of superconducting magnets in the magnetically levitated train has been demonstrated, with the Japanese National Railways setting a world rail speed record in 1979 of 321 miles per hour with their experimental train. Superconducting magnets are mounted on the train and normally conducting magnets used as guideways. Levitation is provided by induced magnetic fields in the guideway magnets which repel the magnets on the train. Rapidly alternating magnetic fields from the guideway coils push and pull the train forward. Compact electric motors made from superconducting magnets are being considered to power ships. A 400 horsepower unit
was successfully tested by the U.S. Naval Ship R&D Center in late 1980.

PURIFICATION /SEPARATION PROCESSES: The difference in magnetic susceptibility of various materials is the basis of several purification/separation processes. Thus a superconducting magnetic separator may be used to separate iron-containing components from low grade ore or in mining other hard-to-get minerals. In water purification, solids left after sewage treatments are first coagulated usually using alum. Magnetic particles are then added to the water and adhere to the coagulated solids. A strong magnet may subsequently be used to remove the solid particles. In fact, superconducting magnets can be used to replace conventional magnets in most separation processes.

NMR MEDICAL IMAGING SYSTEM: The use of superconductors in NMR medical imaging systems may well be the first commercial application of superconductivity. The performance of NMR imaging systems is greatly enhanced by the use of superconductors because the associated magnetic fields are strong, spatially uniform and very steady. The use of superconductors result in image resolution of 1.3mm compared to 4mm when conventional magnets are used. Also contrasts up to 100:1 versus 32:1 and data collection time of 0.1s compared to 100s indicate the superior images that can be obtained with superconducting NMR. Capital cost of the superconducting NMR may be high but the operating cost will be low because of the minimal power consumption rate.

FUSION/HIGH ENERGY PHYSICS: The high fields of superconducting magnets make them attractive in replacing conventional magnets in high energy physics experiments and in plasma heating for fusion devices. Also the small size makes them attractive, especially in aerospace applications where relatively small mass is of prime importance. Applications in the bio-medical/chemical field include control of chemical reactions (magnetocatalyses);and suspension/steering of magnetic objects such as the steering of magnetic catheters through the brain. Superconducting gyroscopes with
extremely small drift are also being developed.

CRYOPUMPING: This is used to create ultra high vacuum for space simulation tests, for high vacuum thermal insulation and for creating working environments in the semiconductor manufacturing industry.

ELECTRONIC DEVICES: Several superconducting electronic devices are being developed. In addition to the low power dissipation, the performance characteristics of various solid state devices at cryogenic temperatures are stable, repeatable and insensitive to thermal cycling. These devices have wide applications such as in microwave receivers and as computer elements.

SQUIDS: Superconducting Quantum Interference Devices reportedly are superior to all other magnetic sensors in sensitivity, frequency response, range and linearity. They can therefore perform unique functions not offered by conventional devices. But, in addition, they can also do less demanding jobs better than conventional instruments and are used in highly sensitive magnetometers, gradiometers, and amplifiers—particularly for applications requiring extreme voltage sensitivity.

There is a wide variety of potential applications for superconducting technology. This reflects on the demand for a wide range of refrigeration requirements from large plants, as for the superconducting generator program, to low values of refrigeration (fraction of watts) for cooling superconducting electronic devices. The commercialization of these and other cryogenic phenomena is contingent upon the availability of reliable and inexpensive refrigeration plants. The design of refrigeration devices therefore present challenging opportunities for technological innovations to the cryogenic engineer.
1.3.1 Cryogenic Refrigeration at the MIT Cryogenic Engineering Laboratory

The monumental contribution of Professor Sam Collins in the forties was the basis for the organization of the MIT Cryogenic Engineering Laboratory where Professor Collins continued to improve helium liquefaction equipment until 1964. After Professor Smith succeeded Professor Collins in 1964, improvement in helium liquefaction were continued and a more efficient liquefier which uses a supercritical wet expander in place of the J-T valve was installed. Refrigeration research was also broadened and several other methods of refrigeration were installed. Prominent among these are the analytical studies and extensive experimental work on Stirling cycle machines, thermal regenerators pulse tube refrigeration and miniature refrigerators using bellows engine. Contributions from this work have greatly enhanced our understanding of these systems, essentially redefining the basic theory of operation and providing appropriate methods for analyzing these systems. More recently, and especially since the energy crisis the focus of studies in cryogenic refrigeration by Prof. Smith has shifted to a fundamental study of the basic refrigeration process. This effort started with a comparative analysis of Collins-type liquefiers operating at elevated pressure levels and also marked the entry of the author into cryogenic refrigeration and the MIT Cryogenic Engineering Laboratory. Current cryogenic refrigeration work in the laboratory includes magnetic refrigeration studies. It must be mentioned, however, that the laboratory has been at the forefront of other areas of cryogenic technology. The major work in the laboratory involves the superconducting generator. Since testing the world’s first superconducting generator with a rotating cryostat in 1969 the laboratory has tested a 3mVA superconducting generator and is currently involved in demonstrating advanced design concepts of the superconducting generator.
1.3.2 Problem Statement

Our preliminary study of the performance of helium liquefaction cycles operating at elevated pressure levels indicated a superior performance over conventional cycles. The analysis used the conventional optimization scheme for the Collins-type liquefaction systems. In this conventional technique, a particular cycle configuration is first chosen. A system of equations with the state points (pressure and temperature) and the mass flow rates as the variables is obtained by applying the first law of thermodynamics to various components of the plant and also writing the continuity (mass conservation) equation at the various nodes of the flow schematic. The number of equations \( n \) is normally less than the number of variables \( m \) so that there is an infinite number of solutions to the system of equations, involving \( m-n \) arbitrary parameters. Consequently the system may be optimized by a straight forward mathematical parametric optimization technique. The resulting solution is then checked for violations of the second law of thermodynamics. An improvement on this technique by Toscano et al \(^44\) incorporates the second law by computing the entropy generation associated with each component thereby identifying and quantifying the sources of irreversibilities in the cycle. Our preliminary analysis also used the second law of thermodynamics to judiciously initialize some of the optimizable parameters\(^{45}\).

However, the short comings of this technique was soon apparent. The straightforward mathematical parametric optimization does not provide adequate insight into the physical factors driving the system. An even more limiting handicap is the fact that a cycle configuration had to be chosen first. In our analysis we thought of a number of cycle configurations and applied the procedure above to each one of them in turn. Although we had arrived at a more efficient cycle configuration in the form of the saturated vapor compression cycle, in the end there was no guarantee that we had exhausted all the possible configurations. Further the design of a thermodynamically efficient system requires a second law analysis but the conventional technique is
essentially based on a first law analysis.

These shortcomings of the conventional analysis are the basis for the final objective of this thesis: to develop an alternative design algorithm for cryogenic liquefaction cycles which is based on the second law and, in which the cycle configuration is an output rather than an input.

Our preliminary analysis had shown that the saturated vapor compression cycle is superior, in thermodynamic performance, to the conventional cycle. When used for the production of atmospheric pressure liquid helium, it allows the cycle pressures to be chosen independently of the liquid dewar pressure and thus allows these pressures to be selected for the best performance of the expanders and heat exchangers in the cycle and hence better overall performance.

For refrigeration at temperatures below 4.2K, the wet expander cold-compressor section is used to maintain subatmospheric pressure over the boiling liquid and thus allows the conversion of a standard helium liquefier to a 1.8K refrigerator without the addition of large low pressure heat exchangers and large displacement vacuum pumps. An approximate cost estimate also indicated that a saturated vapor compressor is worth developing. In view of these superior characteristics, the second objective of this thesis is to investigate, experimentally, the feasibility of implementing the saturated vapor compression.

Thus the objectives of this research are:

1. To develop an alternative optimization scheme for cryogenic liquefaction cycles, based on the second law of thermodynamics and in which the configuration is an output rather than an input.

2. To design and build a machine that can be used for investigations leading to the practical implementation of the saturated vapor compression cycle.
The thesis starts in chapter two with a discussion on the choice of entropy flow as the method of analysis and the generated entropy as the performance index, followed by a brief review of mechanical cryogenic refrigerators. In chapter three, reversible continuum models for the precooling stage of a typical refrigeration cycle are considered for synthesizing an optimum cycle configuration using the basic theory of chapter two. The new entropy flow optimization technique for designing helium liquefaction cycles is presented in chapter four. An account of the experimental work involving the design and fabrication of a reciprocating machine with a programmable hydraulic-pneumatic control and the evaluation of its performance is given in chapter five. Finally chapter six summarizes the salient points of the research.
Chapter 2

THERMODYNAMIC PRINCIPLES OF REFRIGERATION CYCLES.

This chapter discusses the use of entropy flow analysis in cryogenic refrigeration and the choice of generated entropy as the performance index for the analyses in subsequent chapters. A brief review of several mechanical refrigerators is also given.

2.1 Introduction

Refrigeration processes are essentially heat transfer processes. Invariably all practical heat transfer processes are accompanied by irreversibilities. Therefore since the keyword in this thesis is thermodynamic performance, it is important to quantify the irreversibilities in a way that lends itself to analytical optimization.

In this chapter, the generated entropy concept of the second law of thermodynamics is shown to be an invaluable tool for quantifying the concept of thermodynamic irreversibility as well as efficiently identifying the origin and/or location of the irreversibilities (section 2.2.1). The cycle generated entropy is next shown to be equivalent to the coefficient of performance COP as a cycle performance index (section 2.2.2). Then a general requirement for refrigeration cycles is discussed which further underscores the role of entropy in refrigeration processes (section 2.3). Finally, examples of mechanical refrigeration cycles are presented in section 2.4 to contextualize the SVC cycle which is the main concern of this thesis.
2.2.1 Entropy Flow Analysis

The first law of thermodynamics defines energy as a property of a system and gives the interrelationship between the change in energy of a system and the energy transfer interactions associated with the system and its environment. Also the second law introduces entropy as a property. It is the entropy transfer which distinguishes between heat and work transfer interactions as parallel forms of energy transfer for a thermodynamic simple-system. It is only the transfer of energy as heat which is accompanied by entropy transfer. Further the second law directly imposes limits on the heat transfer between a system and its environment. Combining the first and second laws then reveals the limits imposed on the work transfer interaction. To illustrate, consider a closed system experiencing an isothermal change of state from initial state (1) to a final state (2). The first law gives the energy relationship:

\[ Q_{1..2} - W_{1..2} = U_2 - U_1. \] (2.1)

The second law gives the limit on the heat transfer

\[ Q_{1..2} \leq T_0(S_2 - S_1), \] (2.2a)

or alternatively

\[ Q_{1..2} + T_0 S_{gen} = T_0(S_2 - S_1). \] (2.2b)

The generated entropy, \( S_{gen} \) is a path dependent variable. The difference between possible paths is described by the strength of the inequality sign in Eq. (2.2a) or by the magnitude of \( S_{gen} \) in Eq. (2.2b). For a reversible path, the equality holds in Eq. (2.2a) and \( S_{gen} = 0 \). Thus, \( S_{gen} \) gives a quantitative description of the degree of irreversibility of the process, which is missing in the inequality statement.

The corresponding limit on the work transfer is obtained by combining the first and second laws (i.e., Eqs. (2.1) and (2.2):

\[ W_{1..2} \leq -(U - T_0 S)_2 - (U - T_0 S)_1, \] (2.3a)
where \( F \) is the Helmholtz free energy and \( T_o \) is required to specify the final location on the thermal scale of the entropy generated by the irreversibility. By imposing the additional restriction that the environment is at constant pressure, \( P_o \), the limit on the isothermal non-pdv work is given by the Gibbs free-energy:

\[
(W_{1-2})_{non} \leq -(U + P_o V - T_o S)_2 - (U + P_o V - T_o S)_1.
\]

The limit on the heat transfer is still given directly by the second law in Eq. (2.2). Further, if the environment is assumed to be the atmosphere, the maximum useful work available for the system atmosphere combination is given by the availability function \( \Lambda \):

\[
(W_{1-2})_{useful} = \Lambda_2 - \Lambda_1,
\]

where

\[
\Lambda = (U + P_{atm} V - T_{atm} S) - (U + P_{atm} V - T_{atm} S)_{minimum}.
\]

Similarly for an open system experiencing heat transfer only with a heat reservoir at \( T_{atm} \), again the second law directly imposes a limit on the heat transfer interaction:

\[
Q_v \leq \sum_{out} mT_{atm} S - \sum_{in} mT_{atm} S,
\]

or

\[
Q_v + T_{atm} S_{yen} = \sum_{out} mT_{atm} S - \sum_{in} mT_{atm} S.
\]

To determine the limit imposed on the shear work transfer combine the first and second laws to get
\[(W_{er})_{\text{max}} \leq \left( \sum_{out} m(h - T_{atm}S) - \sum_{in} m(h - T_{atm}S) \right) = \sum_{all} \phi - \sum_{in} \phi \quad \text{(2.8)}\]

where

\[\phi = (h - T_{atm}S) - (h - T_{atm}S)_{hi}.\]

Thus the maximum useful work obtainable is given by the change in the availability function, (also called exergy). Exergy is a relative quantity defined with reference to a dead state, usually the atmosphere.

In summary then, for refrigeration cycles the principal energy interaction of interest is heat transfer. Associated with this heat transfer is entropy transfer. Refrigeration cycles essentially absorb heat from some low temperature \(T\) and reject this heat at some higher temperature. Equivalently refrigeration cycles absorb entropy at \(T\) and move this entropy through a temperature gradient and reject it at some higher temperature. In the process of moving the entropy, irreversibilities occur at various temperature levels which are quantitatively given by the generated entropy. The entropy generated adds on to the entropy being moved through the temperature gradient. Thus there is a cascading effect. The total entropy eventually rejected at the hot end (or at any temperature level for that matter) indicates the degree of irreversibility of the cycle. Thus the path of the cycle determines the total value of non-property \(S_{\text{gen}}\) which indicates the degree of departure of the cycle from reversibility.

The entropy flow analysis is therefore the natural mode of analysis for such refrigeration cycles. Further for cryogenic refrigeration cycles several heat reservoirs may be used at different temperature levels such as in the cascade process. Heat may be rejected at more than one temperature level. It is therefore more appropriate to use the entropy flow analysis which does not have the fixed reference temperature restriction of the...
exergy analysis. Finally, the entropy flow analysis enables the entropy generated locally (and hence the irreversibilities) to be monitored thus facilitating continuum analysis. Entropy flow analysis is therefore invaluable in the design of efficient refrigeration cycles which requires minimizing irreversibilities generated over the temperature range of interest as discussed presently.

2.2.2 Generated Entropy as Performance Index

Cryogenic liquefaction/refrigeration cycles may be optimized based on several criteria such as maximum refrigeration (liquid extraction), minimum energy (busbar), minimum plant capital cost, minimum total input power per unit mass circulated or in terms of availability ratios. In general the various criteria do not necessarily result in the same optimum condition and the actual design condition involves trade-offs between some of these criteria. For example, designing for optimum thermodynamic performance requires expensive equipment: a reversible heat exchanger should have an infinite heat exchange area. The basic criterion used in this research is the thermodynamic performance of the cycle as measured by irreversibility. Trade-offs will then be based on the degree to which changes in a particular system parameter affects the thermodynamic performance.

The performance of thermodynamic cycles is traditionally given by an efficiency parameter or the coefficient of performance COP. An entropy flow analysis for evaluating the performance of a refrigeration system composed of a series of refrigerators (Fig. 2.1) is now discussed to establish in a simple case the relation between the generated entropy performance index and the conventional COP.

The refrigeration system shown in Fig. 2.1 is a cascade of differential refrigerators distributed between \( T_h \) and \( T_l \) with each refrigerator spanning a temperature \( dT \). The work input for each stage is

\[
\delta W = z \delta W_{rev}, \tag{2.9}
\]
FIG. 2.1 REFRIGERATION SYSTEM COMPOSED OF A SERIES OF REFRIGERATORS.
where $\delta W_{rr}$ is the reversible work for the differential refrigerator stage.

The overall performance of the refrigeration system is indicated by the COP which is derived in appendix A by integrating over the temperature span of the system

$$\text{COP} = \frac{Q}{W} = \frac{1}{(T_h/T_i)' - 1}, \quad (2.10)$$

from which the COP for a reversible refrigerator is recovered for $x = 1$

$$\text{COP}_{rr} = \frac{1}{T_h/T_i - 1}. \quad (2.11)$$

The COP can be expressed in terms of entropy by substituting for the temperature ratio. The expression for this substitution is derived by first evaluating the heat transfer at any temperature $T$,

$$\frac{Q}{Q} = \left( \frac{T}{T_i} \right)^x. \quad (2.12)$$

The entropy-temperature relationship is then given by

$$\frac{S}{S_i} = \left( \frac{T}{T_i} \right)^{x-1}. \quad (2.13)$$

The temperature ratio in Eq. (2.10) may now be replaced by the entropy ratio in Eq. (2.13) to give

$$\text{COP} = \frac{1}{\frac{S_h}{S_i} \left( \frac{T_h}{T_i} \right) - 1}. \quad (2.14)$$

Finally substituting for

$$\frac{S_h}{S_i} = 1 + \frac{S_{ren}}{S_i}, \quad (2.15)$$

we can express Eq. (2.14) as:
\[ \text{COP} = \frac{1}{T_1 \left[ 1 + \frac{S_{\text{gen}}}{S} \right] - 1} \]  

Therefore maximizing COP is equivalent to minimizing \( S_{\text{gen}}(T) \) given by

\[ S_{\text{gen}} = \int_{T_1}^{T} \frac{dS_{\text{gen}}}{dT} dT. \]  

Since \( S_{\text{gen}} \) is the integral over the precooling range of the local irreversibility, this example also illustrates the cascading effect of the irreversibilities associated with the refrigeration process.

The analyses in the next two chapters involve differential elements of a continuum model for the precooling stage of the refrigeration cycle. The local irreversibility given by \( dS_{\text{gen}} \) is integrated to determine the total irreversibility which is subsequently minimized. The equivalence established here between the COP and the generated entropy illustrates the use of the integrated entropy as a performance index.

### 2.3 General Requirement for Refrigeration

In order to further underscore the importance of the entropy flow concept in the analysis of refrigeration cycles, the dependence of refrigeration effect on the entropy changes associated with changes in a generalized variable of the refrigeration system is discussed in this section.

In the analysis of the common refrigeration cycles, the thermodynamic simple-system model is adequate for determining the cycle performance. Thus in applying the first law, only forces arising from the pressure have been taken into account in calculating the reversible work \( \int Pdv \). The effects of body forces due to external force fields are neglected. Two independent variables are required to completely specify the state of the system: one thermal variable (T or S) and one mechanical work variable (P or v). By
choosing the intensive variables as independent variables, the entropy change is given by

\[ dS = \left( \frac{\partial S}{\partial T} \right)_p dT + \left( \frac{\partial S}{\partial p} \right)_T dp \]  \hspace{1cm} (2.18)

The refrigeration (\(\delta Q\)) provided by the mechanical refrigeration system at a given constant temperature level \(T_i\) is thus given by

\[ \delta Q \leq T_i dS \leq T_i \left( \frac{\partial S}{\partial p} \right)_T dp \]  \hspace{1cm} (2.19)

Thus the refrigeration effect depends on entropy changes associated with changes in the intensive mechanical work variable. This may be generalized to other refrigeration modes by relaxing the restrictions on the external force fields imposed on thermodynamic simple-systems. The reversible work transfer may then be due to some other conservative force such as magnetic forces. (The change in magnetic field strength associated with magnetic work transfer is the basis of refrigeration by adiabatic demagnetization.) Thus a fundamental prerequisite for any refrigeration method is that there must be an identifiable property whose changes cause changes in entropy at constant temperature.

Magnetic refrigeration is primarily used for providing refrigeration below 4K in a single cycle mode. Magnetic refrigerators that provide continuous refrigeration are not yet well developed. By far the most widely used cryocoolers/refrigerators use mechanical cooling effect. This research deals with the efficient design of these mechanical cooling devices. The underlying principles of various types of mechanical refrigerators are discussed presently.
2.4 Mechanical Refrigeration Cycles

2.4.1 Reversible Refrigeration Cycles

Typically, mechanical refrigeration cycles are fluid flow systems that absorb heat $Q_i$ at the refrigeration temperature $T_i$ and reject heat $Q_h$ at a higher temperature $T_h$. For such two-heat reservoir cycles to be reversible, the entropy transferred at $T_i$ (associated with the refrigeration effect) is transported, unchanged, against the temperature gradient, and rejected at $T_h$. Figures 2.4.1(a) and 2.4.2 show typical T-S diagrams for some reversible refrigeration cycles. Historically, these cycles were first developed for power cycles and by reversing the direction of executing the cycle, the corresponding refrigeration cycle is derived. Consequently the cycles are often qualified by "reversed" as in reversed Carnot cycle.

2.4.2 Vapor Compression Cycle (VCC)

In the reversed Carnot cycle, the isotherms are joined by constant entropy processes 2-3 and 4-1. The arrangement of components in Fig. 2.4.1(b) can conceptually be used to effect this steady flow cycle if all component steady flow processes are reversible. This is the basis of the ideal vapor compression refrigeration cycle. The working fluid is usually freon, ammonia, or hydrogen sulphide.

In the Carnot VCC, the refrigeration is provided by the latent heat of vaporization of the refrigerant. The expansion engine thus must operate in the two-phase region. This causes practical problems that degrade the performance of the engine. Therefore an expansion valve is routinely used for the expansion process. The valve also has the advantage of simplicity.

The resulting configuration and a typical T-S diagram are shown in Fig. 2.4.3. In this cycle the expansion process lies entirely in the two-phase region. This means
FIG. 2.4.1 REVERSED CARNOT CYCLE: (a) T–S DIAGRAM
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FIG. 2.4.2 REVERSIBLE REFRIGERATION CYCLES:
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FIG. 2.4.3 VAPOUR COMPRESSION CYCLE: (a) SCHEMATIC
(b) T-S DIAGRAM
the critical temperature of the refrigerant is greater than the ambient temperature. This cycle is therefore commonly used for air-conditioning applications close to room temperature. Secondly, the cycle high temperature is less than the critical temperature of the working fluid so that the state of the working fluid is liquid after the heat rejection stage. This cycle is therefore used with non-cryogenic refrigerants.

2.4.3 Joule-Thompson Cycle

The Joule-Thompson cycle Fig. 2.4.4 is the analogous vapor compression scheme for gases with critical point temperatures far below ambient temperature\(^61,62\). Unlike the conventional vapor compression cycle this uses regenerative heat exchange to precool the high pressure gas before throttling. The T-S diagram for a typical Joule-Thompson cycle is shown in Fig. 2.4.4(b) and indicates a closer resemblance to the Ericsson rather than the Carnot cycle.

To understand what makes this cycle work, consider first the cold box Fig. 2.4.4. The temperature \(T_o\) is the boundary between the cold box and the hot end. In general the temperature \(T_b\) is less than \(T_o\) by the heat exchange \(\Delta T\). Therefore much of the compressor work input is above \(T_o\) and in the limiting case of reversible heat exchange there is no work input below \(T_o\). In this case the first law of thermodynamics applied to the cold box gives:

\[
Q = -m(h_p - h_f)T_o. \tag{2.20}
\]

Thus the enthalpy difference at the \(T_o\) boundary accounts for the refrigeration \(Q\). In general the enthalpy change is due to a pressure effect as well as a temperature effect:

\[
dh = \left(\frac{\partial h}{\partial P}\right)_T dT + \left(\frac{\partial h}{\partial P}\right)_T dP. \tag{2.21}
\]
FIG. 2.4.4 J-T CYCLE: (a) SCHEMATIC; (b) T–S DIAGRAM
where

\[
\left( \frac{\partial h}{\partial T} \right)_P = C_p \tag{2.22}
\]

\[
\left( \frac{\partial h}{\partial P} \right)_T = C_T \tag{2.23}
\]

\[
= -\left( \frac{\partial h}{\partial P} \right)_T \left( \frac{\partial P}{\partial T} \right)_h \tag{2.24}
\]

\[
= -\mu_{ji} C_p \tag{2.25}
\]

Since \( C_p > 0 \), the heat exchange \( \Delta T \) has a negative effect on the refrigeration potentially available diminishing it by \( mc_p \Delta T \). If \( \mu_{ji} > 0 \) then the \( \Delta P \) effect is positive and this is responsible for any refrigeration produced. Thus it is the non-ideality at \( T_o \) that makes the cycle work since \( \mu_{ji} \neq 0 \). The temperature \( T_o \) must lie below the Joule-Thompson inversion curve (\( \mu_{ji} > 0 \)).

Joule-Thompson cycle refrigerators have been miniaturized with correspondingly low cool down times of the order of seconds. \(^{62}\) These miniature J-T refrigerators (few millimeters diameter, few centimeters long) often use bottled high-pressure gas and are well-suited for cooling small electronic devices: they have negligible vibrational/magnetic noise since there are no moving mechanical parts. By incorporating an ejector into the cold end of the J-T cycle, lower temperatures may be reached.

Refrigeration with working fluids which have low inversion temperatures uses a modified Joule-Thompson cycle, the cascade method, in which fluids with decreasing critical point temperatures are successively used to provide precooling Fig. 2.4.6. Nitrogen and hydrogen are used in succession in the liquefaction of helium by this method. This is the method used by Karman\(f\)ingh Onnes to liquefy helium in 1908.
FIG. 2.4.6 A CASCADE CYCLE FOR HELIUM LIQUEFACTION.
2.4.4 Ideal Gas Cycle

It is the non-ideality effect of the working fluid, indicated by $\mu_f > 0$, which provides the refrigeration in the J-T cycle. Therefore for helium refrigeration at temperatures above say 80 K, where helium approximates ideal gas behaviour, the J-T expansion process cannot be used. In general for an ideal gas cycle, mechanical work-producing-expansion processes are used as in the Carnot cycle configuration of Fig. 2.4.1. Usually additional precooling is provided by regenerative heat exchange in counterflow heat exchangers.

There is a dependence of work distribution in the cold box on the fluid properties. For the reversible vapor compression cycle, the cold box requires work input whereas, in contrast, the reversible ideal gas cycle provides a work output. To determine the nature of this dependence, consider the cold box shown in Fig. 2.4.7. The expander work is derived from the first and second laws of thermodynamics and simplifies to

$$W_{ez} = m \left[ (T_o - T_i) \int_{P_i}^{P_h} \left( \frac{\partial S}{\partial P} \right)_T dP + \int_{P_i}^{P_h} v dP \right].$$

(2.26)

The entropy term can be substituted from the Maxwell's relation

$$\left( \frac{\partial S}{\partial P} \right)_T = - \left( \frac{\partial u}{\partial T} \right)_p,$$

(2.27)

and the expander work becomes

$$W_{ez} = m \left[ (T_o - T_i) \int_{P_i}^{P_h} \left( \frac{\partial u}{\partial T} \right)_p dP + \int_{P_i}^{P_h} v dP \right].$$

(2.28)

Therefore the isobaric coefficient $(\partial u/\partial T)_p$ (or equivalently $(\partial S/\partial P)_T$) of the working fluid determines whether the cold box requires work as input or output.
FIG. 2.4.7 SCHEMATIC OF AN IDEAL GAS CYCLE.
since \((T_n - T_l)\) and \(v\) are both positive quantities. To illustrate, consider an ideal gas working fluid. From the ideal gas constitutive relation, the isobaric coefficient

\[
\left( \frac{\partial v}{\partial T} \right)_p = \frac{v}{T}
\]  

Substitution in the expression for the expander work gives

\[
W_{cz} = m \frac{T_l}{T_o} \int v dP, \quad (2.30)
\]

\[
> 0. \quad (2.31)
\]

Thus for an ideal gas, there is a work output to heat input relationship for the cold box. Conversely, providing a work input into the cold box requires cooling–net heat rejection from the cold box.

2.4.5 Hybrid Cycles

The Claude cycle, Fig. 2.4.8, uses both mechanical work producing expansion and regenerative heat exchange to provide precooling before expansion through a J-T valve.\(^{64}\) The Collin’s cycle, Fig. 1.3, uses multiple expanders.\(^{11,65}\)

2.4.6 Stirling Cycle

The Stirling cycle typifies a class of refrigerators with time separation, rather than space separation, of the high and low pressure stream.\(^{66-71}\) In this cycle, (Fig. 2.4.9) the pressure, amplitude, frequency and phase are approximately the same at every geometric location at any given time. Point to point differences in each of these
WIN
COMPRESSOR
J-T VALVE
LIQUID DEWAR
M_{\text{liquid}}

\text{FIG. 2.4.8 SCHEMATIC OF THE CLAUDE CYCLE}
parameters are due to losses: for example, flow losses cause pressure differences. This class of cycles use regenerators in place of counterflow heat exchangers. A typical model for analytical Stirling cycles is shown in Fig. 2.4.9. A detailed account of the mathematical analysis of Stirling cycles is given by Rios in a PhD thesis.66

Several configurations are possible with Stirling cycles including 3-space Stirling cycle, 2-crankshaft configuration, and 4-cylinder double-acting Stirling. Figure 2.4.9 shows one of the simple configurations. The displacer and expander operate synchronously.

Stirling cycles are compact in size and have relatively high efficiencies because of low heat transfer losses. They are therefore widely used for cooling infra-red detectors especially at the 78 K level. However, in general they do have limited capacity (hence the use for electronic devices). A disadvantage with Stirling cycles is the lack of geometric flexibility: the compressor and expander must be close-coupled together. Also they are limited to refrigeration temperatures above 8-10K since most regenerator materials lose their ability to store heat below this temperature range.

2.4.7 Gifford-McMahon Cycle

The Gifford-McMahon cycle (Fig. 2.4.10) uses warm valves to separate the compressor from the displacer/regenerator arrangement.72,73 The valves transform the "steady" flow from the compressor to a periodic flow through the regenerator/expander which have the same frequency. This is therefore a "hybrid" between steady and periodic flow.

The Gifford-McMahon cycle has several advantages for small refrigeration requirements.

1. Separation of the expander from the compressor allows the use of a high speed compressor to drive a low speed expander and thus minimize losses in the cold expander.

2. It allows use of a compact remote compressor to drive the regenerator/expander.
FIG. 2.4.9
STIRLING CYCLE.

FIG. 2.4.10
GIFFORD-McMAHON CYCLE
3. The remote compressor can be of standard design.

However in contrast to the Stirling cycle this cycle has limited efficiency because the expander work is not recovered and there are losses associated with the valves.

Multi-staging may be used in this cycle to reach low temperatures (6.5K) and a separate steady flow J-T cycle may be added to the cold end to reach 4.2K. However the system becomes complex and expensive.

2.4.8 Solvay Cycle

The Solvay cycle was invented in 1887 and was an answer to the problem of low-temperature valves. It is also a "hybrid" system between steady and periodic flow. However, unlike the Gifford-McMahon cycle, work is extracted from the cold gas. Modified versions of the original cycle have been discussed in the literature.74–76

2.4.9 Vuillenier Cycle

This is a Stirling cycle with the mechanical compressor replaced by a thermal compressor. This reduces the number of moving parts and tends to increase reliability.77–80 However the thermal compressors operate with limited pressure ratios which affect the cycle efficiency.

2.4.10 Pulse Tube Refrigerator

This is also a mechanical refrigerator consisting of a thermal refrigerator, a heat exchanger and a void volume. By suitable arrangement of these components a refrigeration effect can be produced by rapid gas cycling at the closed end of the void (pulse) tube.81,82 Temperature difference of the order of 100 K has been reached in a single stage. Multi-staging enables lower temperatures to be reached. The cycle has limited efficiency.
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Chapter 3

AN OPTIMUM CONFIGURATION FOR HELIUM LIQUEFACTION CYCLES

This chapter discusses the cold end irreversibilities associated with helium liquefaction cycles and develops analytical models which provide a fundamental understanding of the competing effects of the various loss mechanisms characterising the cold end. The results of this analysis is an optimum cycle configuration consisting of the Saturated Vapor Compression configuration at the cold end and the Collins' multiple-expander precooling stage.

3.1 Introduction

A typical helium liquefaction cycle consists of a compression stage, a precooling stage and a cold end. Existing compressors for helium liquefaction cycles have rather low isothermal efficiencies (up to about 65%). Therefore the compression stage represents the major source of irreversibilities in the cycle. A major task of the continuing work in the design of efficient liquefier systems is to improve compressor efficiencies. With isothermal compressor efficiencies above 80%, the compression stage may no longer constitute the major source of cycle irreversibilities.

The precooling stage spans a wide temperature range from the refrigeration temperature to ambient, and consists of sets of counterflow heat exchangers and work producing expansion engines (in the Collins-type machine). There is a high penalty for the irreversibilities associated with the cold end of the cycle. To illustrate, consider a reversible refrigeration cycle rejecting heat at $T_1$ and providing refrigeration at $T_f$. The coefficient of performance
Thus the ratio of the ideal work required to remove a given quantity of heat $Q$ at say 4.2 K and reject it at 300 K to that required to remove the same quantity of heat at 273.16 K and reject it at the same temperature 300 K is given by

$$ \frac{W_{r,e}}{W_{r,e}} = \frac{\text{COP}_{273.16}}{\text{COP}_{4.2K}} $$

$$ = 716.8 $$

This high penalty for the cold end irreversibilities of helium liquefaction cycles is widely recognized. Yet conventional cycles still use the essentially irreversible J-T valve process as in the Linde cycle of 1895. The capital cost of large liquefiers is small compared with the operating costs and even small gains in overall cycle thermodynamic performance become important. Thus when the J-T valve is replaced by a wet expander, the liquid production rate of a liquefier is increased by over 30%.\(^5\) Previously reported analyses include the use of a cold pump in a helium circulating loop for refrigeration loads.\(^6\)–\(^8\)

The discussion on basic thermodynamics of refrigeration processes in chapter 2 indicates that whether a particular cycle requires work input into or work out of the cold box depends on the thermodynamic behaviour of the fluid. Specifically, this depends on the behaviour of the isobaric coefficient $(\partial v/\partial T)_p$. For example, if the ideal gas model applies to the fluid behaviour, a work output from the cold box provides refrigeration whereas a work input into the cycle would reduce refrigeration. Helium exhibits non-ideal behaviour at low temperatures. It is therefore appropriate to investigate what the thermodynamic behaviour of the gas prescribes on the work transfer interaction to the
cycle. The models discussed here enable the effect of the thermodynamic behaviour on the cycle performance to be isolated from other effects and investigated.

3.2 Cold End Irreversibilities

The cold end irreversibilities are due primarily to the composite effect of the non-ideality of helium at low temperatures and the heat exchange ($\Delta T$ and $\Delta P$) irreversibilities, in addition to the component irreversibilities fixed by the expander/compressor efficiencies. Heat exchangers may be designed to minimize irreversibilities for a given NTU and $\Delta P$. It thus remains to isolate the effect of the non-ideality of helium, decoupled from other loss mechanisms, on the cycle performance. The effect of these non-ideal properties, particularly the rapidly varying specific heat capacity requires special considerations in the design of efficient liquefiers. Collins considered this in discussing the basic theory of his precooling configuration. At low temperatures the effect of this variation is to cause an unbalanced heat capacity flow even in a balanced mass flow heat exchanger. Further because the specific heat capacity is a strong function of both temperature and pressure at very low temperatures, an appropriate analysis must necessarily involve differential elements of the two streams. Consequently, a continuum model for the precooling stage which decouples the two effects is considered. Two models are presented. In the first model portions of the high pressure stream are expanded across the full pressure ratio of the cycle whereas in the second model the full flow of either the high or low pressure stream is expanded in its channel.
3.3 Model I: Continuously Distributed Full-Pressure Ratio Expanders

3.3.1 Refrigeration mode

This model for the precooling process consists of a counterflow heat exchanger with reversible isothermal expanders continuously distributed over the precooling temperature range. At each temperature level an infinitesimal element of mass dM is extracted from the high pressure stream and expanded to the low pressure (Fig. 3.1(a)). In order to use this model to capture the effect of the non-ideality of the gas, a reversible heat exchange process is considered. Thus the heat exchangers have infinite surface area and zero pressure drop. The model shown operates in a refrigeration mode so that the mass flow in the high pressure stream is the same as in the low pressure stream. The governing equations are derived from the first and second laws of thermodynamics. For the control volume shown in Fig. 3.1(a),

The first law simplifies to

$$\frac{dM}{M} = \frac{(C_{ph} - C_{pl})}{(S - S_h)} \frac{dT}{T}$$

(3.3)

and integrating gives the mass flow distribution over the precooling temperature range as:

$$\frac{M}{M_0} = \exp \left( \int \frac{C_{ph} - C_{pl}}{S - S_h} dT \right)$$

(3.4)

Details of the analysis are given in appendix B.1. The second law also simplifies to:

$$dS_{ren} = 0.$$  

(3.5)
FIG. 3.1 CONTINUUM MODEL FOR PRECOOLING STAGE: (a) MASS CROSSFLOW;
(b) VARIABLE HIGH PRESSURE.
The mass flow rate is integrated using a Gauss-quadrature numerical integration algorithm. The thermodynamic properties of helium were obtained from the NBS Technical Note 631. Figure 3.2 shows a typical curve of mass flow rate versus temperature. The well defined turning point occurs at the temperature $T'$ obtained by setting the first derivative of the mass flow rate to zero:

$$\frac{dM}{M} = \frac{C_{ph} - C_{pl}}{S - S_h} \frac{dT}{T} = 0$$

(3.6)

This gives the condition that the specific heat capacity of the two streams must be equal ($C_{ph} = C_{pl}$) at the turning point.

Figure 3.3 shows results for various pressure ratios and Fig. 3.4 shows results for fixed pressure ratio but varying pressure level. These curves reflect the relative changes in the specific heat capacity of the two streams with temperature. The specific heat capacity at any pressure increases with decreasing temperature to a peak value, and then decreases. The peak value is maximum at the critical point. Also the specific heat capacity is higher at higher pressures at the warm end. Therefore for any two operating pressure levels, the difference in the specific heat capacity ($C_{ph} - C_{pl}$), which is the slope of the mass flow rate curve, is positive at the warm end, is zero at the turning point temperature $T'$ and negative thereafter. Consequently, the mass flow rate curve goes through a definite turning point at the temperature $T'$ which depends on the pair of pressures chosen. Typical values of this turning point temperature are given in Table 3.1.
FIG. 3.2 TYPICAL PERFORMANCE CURVE FOR MASS CROSSFLOW MODEL:
MASS FLOW RATE VERSUS TEMPERATURE.

\[ \frac{M}{M_{\text{compressor}}} = 1.0 \]

\[ P_{\text{high}} = 40 \text{ (atm.)} \]

\[ P_{\text{low}} = 3 \text{ (atm)} \]
$P_{\text{high}} = 40.0 \text{ atm}$

$M/M_{\text{comp.}} = 1.0 \text{ at } 300 \text{ K}$

**FIG. 2.3 COLD END PERFORMANCE CURVES FOR THE MASS CROSSFLOW MODEL (EFFECT OF PRESSURE RATIO).**
FIG. 3.4 COLD END PERFORMANCE CURVES FOR THE MASS CROSSFLOW MODEL:
FIXED PRESSURE RATIO.
3.3.2 Liquefaction Mode

In a liquefier, the mass flow rate is higher in the high pressure channel since a portion of this stream is liquefied. For the continuum precooling model in Fig. 3.1(a), suppose the mass flow rate in the low pressure channel is $M$ and the ratio of the mass flow rate in the high pressure channel to that in the low pressure channel is $\varepsilon$. Then $\varepsilon$ is a function of temperature. The low pressure stream flow rate for the continuum precooling model, derived from the first and second laws of thermodynamics in appendix B2 simplifies to:

$$\frac{dM}{M} = \left[ \frac{\varepsilon C_p h - C_p l}{S_l - S_h} \right] \frac{dT}{T}.$$  \hspace{1cm} (3.7)

The temperature at the turning point, $T^*$, now depends also on the fraction of the flow into the warm end of the precooling section that is liquefied. The turning point

<table>
<thead>
<tr>
<th>$P_1$(atm)</th>
<th>$P_2$(atm)</th>
<th>$T^*$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>4.0</td>
<td>13.8</td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>12.5</td>
</tr>
<tr>
<td>30</td>
<td>3.0</td>
<td>11.5</td>
</tr>
<tr>
<td>30</td>
<td>1.4</td>
<td>10.7</td>
</tr>
<tr>
<td>20</td>
<td>2.0</td>
<td>9.2</td>
</tr>
<tr>
<td>20</td>
<td>1.2</td>
<td>8.8</td>
</tr>
<tr>
<td>10</td>
<td>1.0</td>
<td>6.7</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>5.3</td>
</tr>
</tbody>
</table>
temperature $T'$ for the liquefaction mode is always lower than that for the refrigeration mode. To illustrate, consider a practical liquefier with pressure levels at 40 atm and 4.0 atm in which 39% of the flow through the wet expander is liquefied. A simple iteration gives the value of $T'$ as 8.75 K. At the same pressure level, $T' = 13.8$ K for the refrigeration mode.

Figure 3.5 graphically explains why the turning point temperature $T'$ is lower in the liquefaction mode. The turning point is now determined by the condition $\epsilon C_{ph} = C_{pl}$ instead of $C_{ph} = C_{pl}$ for the refrigeration mode. Therefore the effect of the higher mass flow rate in the high pressure channel is to scale up the specific heat capacity of the high pressure stream relative to the low pressure stream. The intersection of the two curves is consequently shifted down to a lower temperature. The form of the mass flow rate versus temperature curves remains unchanged (Fig. 3.6 (a) and (b)). However the mass flow rate now decreases more rapidly, initially, because of the increased difference between the scaled-up high pressure stream specific heat capacity and the specific heat capacity of the low pressure stream. Consequently, the mass flow rate is always lower for the liquefier for the same mass flow rate into the warm end of the precooling stage.

3.4 Model II: Continuously Distributed Full-Flow Expanders

The counterflow heat exchanger in a precooler uses the cold low pressure return stream to precool the high pressure stream. The specific heat capacity of the high pressure stream is higher than that of the low pressure stream at high temperatures. Therefore, for comparable temperature drop in both streams, additional cooling is required for the high pressure stream. The pressure of the full-flow high-pressure stream
FIG. 3.5 SPECIFIC HEAT CAPACITY CURVE FOR HELIUM
FIG. 3.6(a) PERFORMANCE CURVES FOR MASS CROSSFLOW MODEL: LIQUEFACTION MODE, REVERSIBLE HEAT EXCHANGE.
FIG. 3.6 (b) COLD END PERFORMANCE CURVES FOR MAC'S CROSSFLOW MODEL: LIQUEFACTION MODE, REVERSIBLE HEAT EXCHANGE.
may be lowered in work producing reversible expansion steps to provide this cooling (Fig. 3.1(b)). Similarly, the pressure of the full-flow cold stream may be varied by reversible compression to achieve the same end. Thus the heat exchanger may be considered as a regenerative work expander. The work of expansion in the high-pressure stream is removed, in the case of the variable high pressure, or the work of recompression is supplied to the low-pressure stream, in the case of the variable low pressure.

The second model involves continuously varying either pressure in the heat exchanger to match the cycle entropy flow and thereby produce a reversible precooling stage. The underlying assumptions governing this system are:

1. reversible expansion and compression processes;
2. infinite heat exchanger surface area;
3. zero heat exchange $\Delta T$; and
4. zero flow irreversibilities.

3.4.1 Refrigeration Mode.

Figure 3.1(b) depicts the second model for the precooling stage operating in a refrigeration mode with the low pressure kept constant and the high pressure varied. The governing equations for the control volume shown are derived by defining entropy $S$ as a function of pressure $P$ and temperature $T$:

$$dS = \left( \frac{\partial S}{\partial P} \right)_T dP + \left( \frac{\partial S}{\partial T} \right)_P dT$$

\[ (3.8) \]
Substituting for the partial derivatives in Eq. 3.8 gives:

\[ dS = -\beta v dP + \left( \frac{C_v}{T} \right) dT, \]  

(3.9)

where \( v \) is the specific volume and the coefficient of thermal expansion is defined as:

\[ \beta = -\frac{1}{v} \left( \frac{\partial v}{\partial T} \right)_p. \]

The system equations are then obtained from the second law of thermodynamics:

\[ dS_t = dS_h. \]  

(3.10)

If the low pressure is kept constant, and the high pressure is varied, \( dF_t \) equals zero and the governing equation simplifies to:

\[ \frac{dP_h}{dT} = \frac{C_{ph} - C_{pl}}{\beta_h v_h T}. \]  

(3.11)

Detailed derivation is given in appendix B3. Similarly for the variable low pressure case (constant high pressure),

\[ \frac{dP_t}{dT} = \frac{C_{pl} - C_{ph}}{\beta_{tT}}. \]  

(3.12)

Notice that the slope of the pressure curve \( dP/dT \) equals zero where the specific heat capacities match \( C_{ph} = C_{pl} \). Thus the turning point temperature occurs at the same point as in the mass crossflow model discussed in the preceding section. The gradient is
positive in the warm end and negative in the cold end for the constant low pressure case (Eq. 3.11). For the constant high pressure case the slope is negative in the warm end and positive in the cold end (Eq. 3.12).

The pressure is given in either case by direct numerical integration using Gauss quadrature and the thermophysical properties of the NBS Technical Note 631. Thus

\[ P_h - (P_h)_c = \int \frac{C_{ph} - C_{pl}}{\beta_h \nu_h T} \, dT. \]  

(3.13)

\[ P_l - (P_l)_c = \int \frac{C_{pl} - C_{ph}}{\beta_u T} \, dT \]  

(3.14)

Typical curves for the pressure are shown on Figs. 3.7 and 3.8.

Figure 3.7 shows the distribution of the pressure in the high pressure channel over the precooling temperature range while the low pressure is kept constant. This curve suggests that at the warm end, work of expansion should be removed from the high pressure stream and at the cold end work of recompression must indeed be supplied to the stream. Again this is consistent with the behaviour of the specific heat capacities. The higher specific heat capacity of the high pressure stream at the warm end requires that work be extracted from it to effectively reduce the heat capacity rate whereas at the cold end the lower value of the heat capacity rate requires that work of recompression be added.

Similarly, for the constant high pressure case (Fig. 3.8), work of recompression must be added to the cold stream at the cold end, but at the warm end, work of expansion
FIG. 3.7 PERFORMANCE CURVE FOR VARIABLE PRESSURE MODEL.
FIG. 3.8 TYPICAL PERFORMANCE CURVE FOR VARIABLE PRESSURE MODEL.
must be taken out

3.4.2 Liquefaction Mode

In a liquefier, the mass flow rate of the high pressure stream $M_h$ is higher than that of the low pressure stream $M$. Therefore the governing equations for the continuum precooling stage contains an extra variable, the mass flow rate ratio $\epsilon = M_h/M$. For this case, the second law of thermodynamics simplifies to

$$dS = \epsilon dS_h$$  \hspace{1cm} (3.15)

In this full-flow model, $\epsilon$ is not a function of temperature since the mass flow rate in either channel is constant. The pressure is now given by Eqs. 3.16 and 3.17 for the variable high and low pressure cases respectively.

$$P_h - (P_h)_c = \int \frac{\left( C_{ph} - \frac{C_{pl}}{\epsilon} \right)}{\beta_h v_b T} \, dT. \hspace{1cm} (3.16)$$

$$P_l - (P)_c = \int \frac{\left( \epsilon C_{ph} - C_{pl} \right)}{\beta_l v_l T} \, dT. \hspace{1cm} (3.17)$$

Details of the derivation are given in appendix B4.

Once again the turning point temperature $T^*$ is a function of the rate of liquid production and is always lower than the corresponding value for the refrigeration mode as explained in section 3.3.2.
3.5 Cold End Configuration

A practical cycle configuration may be derived from the curves resulting from the analysis by direct discretization. For the mass crossflow curves, this requires a finite number of expansion engines in the cycle above the transition temperature $T'$ to remove the work of expansion from the high pressure stream. The greater the number of expanders, the closer the practical cycle approaches the continuum mode. This arrangement is equivalent to the precooling configuration discussed by Collins. His practical cycle implementation used two expansion engines (Fig. 2.4.8).

Below the transition temperature, the optimal curves require mass recirculation. Figure 3.9 shows a conceptual arrangement of components to approximate this behaviour. The mass recirculation compressor provides the cold end recirculating mass flow rate to approximate the mass flow rate curves. The wet expander is the final expansion stage of the cycle. The cold compressor is required to compress the saturated vapor if the cold channel pressure is above the dewar pressure.

The feasibility of this configuration as the cold end of a practical cycle is evaluated based on the following assumptions:

1. The refrigeration load is transferred reversibly at a refrigeration temperature $T_L = 5.0$ K.

2. The heat load is absorbed by a reversible isothermal expander.

3. The expansion and compression processes are reversible.

The refrigeration temperature and a given operating pressure fix the inlet state to
the vapor compressor. The states at the discharge to the vapor compressor and the mass recirculation compressor are fixed by the reversible compression processes. The wet expander inlet temperature equals the discharge temperature at the vapor compressor for zero heat exchange temperature difference $\Delta T$.

Table 3.2

<table>
<thead>
<tr>
<th>$P_{level}$ (atm)</th>
<th>$T_{1h}$ (K)</th>
<th>$T_{2h}$ (K)</th>
<th>$T'$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40 : 4.0</td>
<td>21.93</td>
<td>8.336</td>
<td>13.8</td>
</tr>
<tr>
<td>40 : 3.0</td>
<td>21.93</td>
<td>7.357</td>
<td>13.3</td>
</tr>
<tr>
<td>40 : 2.0</td>
<td>21.93</td>
<td>6.656</td>
<td>12.8</td>
</tr>
<tr>
<td>30 : 3.0</td>
<td>19.66</td>
<td>7.357</td>
<td>11.5</td>
</tr>
<tr>
<td>20 : 2.0</td>
<td>15.83</td>
<td>6.656</td>
<td>9.2</td>
</tr>
</tbody>
</table>

Table 3.2 summarizes the resulting state point parameters, defined on Fig. 3.9, for a pressure ratio of ten. In all the cases considered, the exit temperature of the isentropic high pressure ratio compressor $T_{1h}$ is much higher than the corresponding transition temperature. In contrast the wet expander inlet temperature $T_{2h}$ is much closer to the transition temperature $T'$. This means that the incorporation of the wet expander–vapor compressor arrangement in the cold end effectively eliminates the need for mass recirculation and the high pressure ratio compressor must be dispensed with. The resulting configuration simplifies to that shown in Fig. 3.10 which is the saturated vapor compression cycle. In the wet expander–cold compressor cold end configuration shown in Fig. 3.10, the wet expander inlet temperature $T_{1h}$ is close to the turning point tempera-
FIG. 3.9 MASS RECIRCULATION CONFIGURATION
FIG. 3.10 SIMPLIFIED COLD END CONFIGURATION; SVC CONFIGURATION.
ture below which optimal precooling requires mass recirculation. This is what makes this configuration optimal. Since the wet expander inlet temperature is not necessarily equal to the turning point temperature, there is a trade-off between the irreversibilities associated with the precooling stage and the cold end for the optimized configuration.

If the assumption of reversible compression processes is relaxed, the discharge temperature of both compressors increases. Therefore for a practical cycle, the difference between the turning point temperature and the discharge temperature of the mass recirculation compressor is increased while the wet expander inlet temperature (vapor compressor discharge temperature) approaches the turning point temperature. Consequently the conclusion above still holds.

3.6 Summary

The analysis of the continuum models for the precooling stage of helium refrigeration or liquefaction cycles indicates that optimal performance requires mass recirculation at the cold end of the precooling stage. This is due to the unique behaviour of the specific heat capacity of helium at very low temperatures.

The cold end configuration derived from the optimal performance curves for the mass crossflow model by discretization simplifies to the saturated vapor compression (SVC) configuration. This configuration is optimal because the practical inlet temperature at the wet expander is close to the turning point temperature below which optimal precooling requires mass recirculation. In contrast, for a practical cold end configuration with discrete mass recirculation, the discharge temperature associated with the mass recirculation compressor is much higher than the turning point temperature and this discrete configuration no longer represents optimal precooling.
FIG. 3.11 2-EXPANDER COLLINS' PRECOOLER WITH OPTIMAL COLD END CONFIGURATION.
The combination of the SVC cold end configuration with the Collins' multiple-expander precooling stage represents an overall cycle optimal configuration. The greater the number of expansion processes, the closer the cycle approaches reversibility. A practical cycle will contain a finite number of these components from cost considerations. Figure 3.11 shows the SVC cycle with the Collins' two-expander precooling stage.
Chapter 4

AN ENTROPY FLOW OPTIMIZATION ALGORITHM FOR HELIUM LIQUEFACTION CYCLES

This chapter presents a new optimization technique for designing helium liquefaction cycles. The technique is based on the second law. The cycle configuration is an output of the design algorithm which also gives values to initialize the independent variables for final parametric optimization.

4.1 Introduction

Several of the potential applications of superconducting technology require large size refrigerators/liquefiers for cooling. The capital cost of such large size refrigerators is small compared with the operating cost. Therefore there is an emphatic need for highly efficient refrigerators. The intensity of the effort to design efficient cycles is reflected in the numerous discussions of optimization techniques in the literature.44,52,91–93

Although the idea of minimizing irreversibilities has been used to design efficient thermodynamic cycles, it has not been formalized in a design methodology for the whole cycle. In a conventional optimization scheme, a particular cycle configuration is first chosen. The cycle governing equations, a set of algebraic equations, are derived from the first law. Then a chosen performance index is optimized by varying each of a selected set of optimizable parameters—typically the state point pressures, the temperature levels and the critical heat exchange temperature differences. The state points are checked for any second law violations. An entropy flow technique has been used to identify and quantify the sources of cycle irreversibilities44 and also to judiciously initialize some of the optimizable parameters.45 Exergy methods of analysis have also been used.89,93

A new method of analysis based on continuous distribution of precooling over the
temperature range of the cycle is now introduced. Unlike the continuum model discussed in chapter 3, this model includes the heat exchange irreversibilities. Generated entropy flow is the chosen performance index and is minimized by variational calculus techniques. This is equivalent to maximizing the COP as discussed in Chapter 2. The method gives the optimum distribution of precooling over the temperature range of the cycle by specifying the mass flow to be expanded at each temperature. This result is used to select an optimum cycle configuration with discrete expansions. The method also indicates that the heat exchange temperature difference ratio $\Delta T/T$ must be constant for the refrigerator or liquefier and gives the influence of the pressure levels and pressure ratio on the cycle performance. These results are used to initialize the independent variables for final parametric optimization.

4.2 Description of Model

The precooling stage of the conventional cycle consists of regenerative heat exchange in a set of counterflow heat exchangers with discrete expansion of portions of the high pressure stream to augment the cooling provided by the low pressure return stream (Fig. 4.1.) The total heat exchange irreversibility is quantified by the total generated entropy and is obtained by integrating the local irreversibility over the temperature spanned by the heat exchanger. The heat capacity flow rates determine the distribution of internal heat exchange, $\Delta T$. Therefore to capture the integrated loss accurately requires use of differential analysis and real gas properties. (The properties of helium depart substantially from ideal gas behavior at very low temperatures.) The continuum model described below facilitates differential analysis and therefore enables a more accurate evaluation of the irreversibilities. This model incorporates in the heat exchange irreversibility, the effect of non-ideal behaviour discussed in chapter 3 since the heat capacity rates determine the distribution of internal heat exchange $\Delta T$.

The model (Fig. 4.2(a)), representing the precooling stage, depicts cooling the high pressure stream by continuously extracting infinitesimal portions of the high pressure
FIG. 4.1 TYPICAL PRECOOLING STAGE OF A HELIUM REFRIGERATION CYCLE.
FIG. 4.2 MODEL FOR PRECOOLING STAGE: HEAT EXCHANGE WITH CONTINUOUS EXPANSION.
stream and expanding it to the low pressure in two stages: first through an isothermal expander to provide precooling to reduce $\Delta T$ and then through an adiabatic expander to drop the temperature by $\Delta T$ to $T_i$. The model shown applies to the refrigeration mode where the same mass is circulating in both streams. The level of complexity is reduced by first considering an ideal gas model for the working fluid. The results of this special case provide insight into the effects of the non-ideal behavior as well as guidance in solving the more complex case involving real properties.

4.2.1 Ideal Gas Model: Refrigeration Mode

The governing differential equations for the continuum model shown in Fig. 4.2a are derived in appendix C1 based on the following assumptions:

1. The working fluid is an ideal gas;

2. The expansion processes are reversible;

3. The pressure drop in the heat exchangers are negligible;

4. The overall heat transfer coefficient, $U$, is constant.

5. The pressure ratio is fixed.

The governing equations are a set of three differential equations derived from continuity, heat exchanger balance, and the second law of thermodynamics. For the control volume shown in Fig. 4.2(a), the first law and continuity of mass flow rate give the mass flow rate distribution as:

\[
\frac{dM}{M} = \frac{d(\Delta T)}{(R/C_p)(1 + \Delta T/T)[ln(P_i/P) - (\gamma/(\gamma - 1))(1 + \Delta T/T)]}. \quad (4.1)
\]

The heat exchange rate equation simplifies to:
The entropy generated by heat exchange $\Delta T$ irreversibility is also given by:

$$dS_{\text{gen}} = MC_p \left( \frac{\Delta T}{T + \Delta T} \right) \frac{dT}{T}.$$  (4.3)

These three differential equations may be integrated over the precooling range. Integrating the first law expression gives the mass flow rate distribution over the precooling range. The heat exchange rate equation also integrates to give the total heat exchange area required for the precooling stage. Similarly the generated entropy expression derived from the second law of thermodynamics may be integrated to give the total generated entropy associated with the precooling stage. The resulting equations are further simplified if expressed in terms of the dimensionless mass flow rate $\psi$, the temperature ratio $\eta$ and the heat exchange temperature difference ratio $y$. Thus,

The mass flow rate equation becomes

$$\int_\eta^\infty \frac{\psi + y'}{(1 + y)[\beta - \ln(1 + y)] - \psi'] d\eta = \text{constant.}$$  (4.4)

The total heat exchange area

$$\frac{UA}{MC_p} = \int_\eta^{\infty} \frac{\exp(\psi)}{\psi} d\eta,\quad (4.5)$$

and the total generated entropy is also given by

$$\frac{S_{\text{gen}}}{MC_p} = \int_\eta^{\infty} \frac{y \exp(\psi)}{1 + y} d\eta.$$  (4.6)
\( \beta \) is a constant representing the pressure ratio:

\[
\beta = \frac{1}{\alpha} \ln r_p,
\]  

(4.7a)

and \( \alpha \) is a constant which depends on the fluid properties:

\[
\alpha = \frac{C_p}{R}
\]  

(4.7b)

\( R \) is the gas constant for unit mass.

Optimal precooling for this model then requires minimizing the total generated entropy given by Eq. 4.6 subject to continuity of mass flow rate (Eq. 4.4) and a fixed total heat exchange area (Eq. 4.5). This is a classical variational calculus problem whose solution gives the optimal distribution of the heat exchanger temperature difference, the mass flow rate, the total heat exchanger area and the total generated entropy respectively as follows:

\[
\frac{\Delta T}{T} = \text{constant}, 
\]  

(4.8)

\[
\frac{M}{M_0} = \left( \frac{T}{T_o} \right)^* , 
\]  

(4.9)

\[
\frac{AU}{M_0 C_p} = \Phi_1 \left[ \left( \frac{T}{T_o} \right)^* - 1 \right], 
\]  

(4.10)

\[
\frac{S_{\text{gen}}}{M_0 C_p} = \Phi_2 \left[ \left( \frac{T}{T_o} \right)^* - 1 \right], 
\]  

(4.11)

where the index \( \Phi \) is a dimensionless constant given by:
and the scaling constants for the total heat exchange area and the total generated entropy are given respectively by

$$
\Phi = \frac{y}{(1 + y)[4\ln r - \ln(1 + y)]},
$$

and

$$
\Phi_1 = \frac{1}{\Phi y},
$$

$$
\Phi_2 = \frac{y}{\Phi(1 + y)}.
$$

These functions are shown graphically in Fig. 4.3 for several pressure ratios and Fig. 4.4 for several values of $\Delta T/T$. The performance of the continuous precooling stage improves with increasing pressure ratio for a fixed heat exchange temperature difference ratio. Also for a fixed pressure ratio, decreasing the heat exchange temperature difference ratio (equivalent to increasing the heat exchange area) improves the performance of the precooling stage.

4.2.2 Ideal Gas Model: Liquefaction Mode

In a liquefier, the mass flow rate of the high pressure stream is higher than that of the low pressure stream. If the ratio of the high pressure stream mass flow rate to the low pressure stream mass flow rate is represented by $c$, then a parallel analysis for the precooling stage gives similar results as for the refrigeration analysis. Details of this analysis are given in appendix C2. The system equations are summarized as follows.

The first law of thermodynamics gives:

$$
\frac{dM}{M} = \frac{\epsilon dT + d(\Delta T)}{(R/C_p)(1 + \Delta T/T)[\ln(P_0/F) - \gamma/(\gamma - 1)\ln(1 + \Delta T/T)]}.
$$
FIG. 4.3 PERFORMANCE CURVES FOR IDEAL GAS MODEL, REFRIGERATION MODE. (a) MASS FLOW RATE VERSUS TEMPERATURE.
FIG. 4.3 PERFORMANCE CURVES FOR IDEAL GAS MODEL, REFRIGERATION MODE: (b) HEAT EXCHANGE AREA VERSUS TEMPERATURE.
FIG. 4.3 PERFORMANCE CURVES FOR IDEAL GAS MODEL, REFRIGERATION MODE. (c) GENERATED ENTROPY VERSUS TEMPERATURE.
FIG. 4.4 PERFORMANCE CURVES FOR IDEAL GAS MODEL, REFRIGERATION MODE. (a) MASS FLOW RATE VERSUS TEMPERATURE.
FIG. 4.4  PERFORMANCE CURVES FOR IDEAL GAS MODEL, REFRIGERATION MODE. (b) HEAT EXCHANGE AREA VERSUS TEMPERATURE.
FIG. 4.4 PERFORMANCE CURVES FOR IDEAL GAS MODEL, REFRIGERATION MODE. (c) GENERATED ENTROPY VERSUS TEMPERATURE.
The heat exchanger rate equation gives:

\[ U dA = \frac{MC_p}{\Delta T} dT \]  \hspace{1cm} (4.16)

The second law of thermodynamics also gives:

\[ dS_{ren} = MC_p \left( \frac{\Delta T}{T + \Delta T} \right) \frac{dT}{T} \]  \hspace{1cm} (4.17)

The optimal distribution resulting from the variational calculus formulation reduces to:

\[ \frac{\Delta T}{T} = \text{constant} \]  \hspace{1cm} (4.18a)

\[ \ln \frac{M}{M_0} = \frac{1}{\Phi} \int_{T_o}^{T} \epsilon \frac{dT}{T} - \frac{1}{\Phi} \frac{T}{T_o} \]  \hspace{1cm} (4.18b)

\[ \frac{AU}{MC_p} = \frac{1}{y} \int_{T_o}^{T} M \frac{dT}{T} \]  \hspace{1cm} (4.18c)

\[ \frac{S_{ren}}{MC_p} = \frac{y}{1 + y} \int_{T_o}^{T} M \frac{dT}{T} \]  \hspace{1cm} (4.18d)

The mass flow rate ratio \( \epsilon \) is a function of temperature. However the similarity of the results for the refrigeration and liquefaction modes can be seen by considering this weak function of temperature as a constant. Then the resulting optimal functions are of the exact form as those for the refrigeration mode (Eqs. 4.7 through 4.14) except that the constant \( \Phi \) is now given by Eq. 4.19 instead of Eq. 4.12.
\[ \Phi = \frac{\epsilon (1 + y) - 1}{(1 + y)(\ln r_p - \ln(1 + y))} \]  \hspace{1cm} (4.19)

Typical results for the liquefaction mode are shown in Fig. 4.5. The curves show the same trends as those obtained for the refrigeration mode (Fig. 4.4).

4.2.3 Real Gas Model: Refrigeration Mode.

The specific heat capacity of helium varies considerably at low temperatures. It is therefore appropriate, even necessary, to analyze the precooling model for the case of varying specific heat. Details of this analysis are given in appendix C3. The analysis is based on the following assumptions:

1. the expansion processes are reversible;

2. the pressure drop in the heat exchangers are negligible;

3. the overall heat transfer coefficient, \( U \), is constant.

4. the pressure ratio is fixed.

The system equations derived from continuity of mass flow rate, heat exchanger heat balance and the second law of thermodynamics now become:

\[
d\Psi = \frac{C_{pl}(1 + y + y') - C_{pl}'}{(1 + y)(S - S_h)} d\eta, \hspace{1cm} (4.20)
\]

\[
\frac{U dA}{M_c C_p} = \frac{C_{pl} \exp \Psi}{C_{pl} \Psi} d\eta, \hspace{1cm} (4.21)
\]

\[
\frac{dS_{en}}{M_c C_p} = \frac{\frac{1}{1 + y} C_{pl}}{C_{pl} \exp \Psi} d\eta, \hspace{1cm} (4.22)
\]
FIG. 4.5 PERFORMANCE CURVES FOR IDEAL GAS MODEL: LIQUEFACTION MODE
(a) MASS FLOW RATE VERSUS TEMPERATURE.
FIG. 4.5 PERFORMANCE CURVES FOR IDEAL GAS MODEL: LIQUEFACTION MODE
(b) HEAT EXCHANGE AREA VERSUS TEMPERATURE.
FIG. 4.5 PERFORMANCE CURVES FOR IDEAL GAS MODEL: LIQUEFACTION MODE
(c) GENERATED ENTROPY VERSUS TEMPERATURE.
where \( \psi \) is the dimensionless mass flow rate and \( n \) denotes normalizing constant.

Again invoking the variational calculus formulation to minimize the integrated generated entropy subject to continuity of mass flow rate and the total heat exchange area, the distribution of the performance parameters are derived:

The heat exchange temperature difference ratio,

\[
\frac{\Delta T}{T} = \text{constant.} \tag{4.23}
\]

The mass flow rate,

\[
\frac{M}{M_n} = \exp \int \frac{C_{pl}(1 + y) - C_{pl}}{(1 + y)(S - S_h)} \frac{dT}{T}. \tag{4.24}
\]

The total heat exchange area,

\[
\frac{AU}{M_n C_{pn}} = \int \frac{C_{pl} 1}{C_{pn} y} \frac{M}{M_n} \frac{dT}{T}. \tag{4.25}
\]

The total generated entropy,

\[
\frac{S_{gen}}{M_n C_{pn}} = \int \frac{C_{pl} y}{C_{pn} 1 + y} \frac{M}{M_n} \frac{dT}{T}. \tag{4.26}
\]

These results are shown on Figs. 4.6-4.9. A Gauss quadrature numerical integration algorithm and the helium properties from the NBS Technical Note 63190 are used for the numerical integration.

The mass flow rate curves show the trends due to non-ideal working fluid as discussed in chapter 3. However, for the same mass flow rate at the warm end, the mass flow rate is lower at the turning point for the model discussed in this chapter. This is because of the irreversibility due to non-zero heat exchange temperature difference.
FIG. 4.6 COLD END PERFORMANCE CURVES FOR REAL GAS, REFRIGERATION MODE:
INFLUENCE OF PRESSURE RATIO FOR FIXED $\Delta T/T$. 

$P_{\text{low}} = 4.0 \text{ atm}$

$P_{\text{low}} = 3.0 \text{ atm}$

$P_{\text{low}} = 2.0 \text{ atm}$

$P_{\text{low}} = 1.0 \text{ atm}$

$P_{\text{high}} = 40.0 \text{ atm}$

$\Delta T/T = 0.05$

$M/M_{\text{comp}} = 1.0$
FIG. 4.7 PERFORMANCE CURVES FOR CONTINUOUS PRECOOLING, REFRIGERATION MODE.
FIG. 4.8 PERFORMANCE CURVES FOR CONTINUOUS PRECOOLING, REFRIGERATION MODE.

- \( P_{\text{high}} = 10.0 \text{ atm} \)
- \( P_{\text{high}} = 20.0 \text{ atm} \)
- \( P_{\text{high}} = 40.0 \text{ atm} \)

\( r_p = 10.0 \)
\( \Delta T/T = 0.05 \)
\( Q_{\text{refrig.}} = 20 \text{ W at 6.0 K} \)
$P_{\text{high}} = 40.0$  

$r_p = 10.0$  

$\Delta T/T = 0.05$  

$M/M_{\text{comp}} = 1.0$  

**FIG. 4.9** COLD END PERFORMANCE CURVES FOR REAL GAS MODEL, REFRIGERATION MODE. $\Delta T/T = 0.05$
The turning point temperatures are also lower. The condition which determines the turning point temperature is now \((1 + y)C_{ph} = C_{pl}\) instead of \(C_{ph} = C_{pl}\) for the isolated effect of non-ideality. Thus the heat exchange temperature difference ratio scales up the specific heat capacity of the high pressure stream. Consequently, the turning point temperature is lowered for the same reason as discussed for the liquefaction mode in Sec. 3.3.2

4.2.4 Real Gas Model: Liquefaction Mode.

Again the higher mass flow rate of the pressure stream for the liquefier requires that the model be analyzed for the liquefaction mode. The same assumptions for the real gas model discussed in the preceding section form the basis for deriving the governing equations. Details of the derivation are given in appendix C4. The final results are summarized below.

The heat exchange temperature difference ratio is given as:

\[
\frac{\Delta T}{T} = \text{constant.} \quad (4.27)
\]

The mass flow rate simplifies to the form:

\[
\frac{M}{M_n} = \exp \int \frac{\epsilon C_{ph}(1 + y) - C_{pl}}{(1 + y)(S - S_h)} \frac{dT}{T}. \quad (4.28)
\]

The total heat exchange area becomes,

\[
\frac{AU}{M_n C_{pn}} = \int \frac{C_{pl} \frac{1}{M} \frac{dM}{M_n} \frac{dT}{T}}{C_{pn} y \frac{M}{M_n} T}. \quad (4.29)
\]

The total entropy generated is of the form:
The parameter $\epsilon$ is defined as:

$$\epsilon = \frac{M_h}{M} = 1 + \frac{M_{iq}}{M}.$$  

(4.31)

Since the fraction of the high pressure stream liquefied and hence the value of the mass ratio $\epsilon$ is not known a priori, the solution requires iteration (the solution converges in about three iterations.) Figure 4.10 compares typical mass flow rate curves for the liquefaction mode and the refrigeration mode. Again the mass flow rate at the turning point is lower for the liquefaction mode because the factor $\epsilon$ scales up the specific heat capacity values for the high pressure stream relative to the low pressure stream.

4.2.5 Alternative Expander Arrangement

In the model of Fig. 4.2(a) discussed so far, the portion of the high pressure mass extracted is first expanded isothermally and then adiabatically. An alternative arrangement of the expanders is shown in Fig.4.2(b.) In this arrangement, the mass $dM$ extracted from the high pressure stream is first expanded adiabatically to reduce the temperature by $\Delta T$. Subsequently it is expanded isothermally to the low pressure.

Intercanging the order of the two expansion processes does not affect the basic form of the results. Naturally, the heat exchange area and the entropy generated trade off to a different set of optimal values because of the difference in the heat exchange thermal load.

A summary of the results follow for the ideal gas case and operation in a refrigeration mode. Details of the analysis are given in appendix C5.
FIG. 4.10 (a) PERFORMANCE CURVES FOR MASS CROSSFLOW MODEL: LIQUEFACTION MODE, 
$\Delta T/T = 0.05$, $r_p = 10.0$, $P_{\text{high}} = 40.0$ atm.
FIG. 4.10(b) COLD END PERFORMANCE CURVES FOR MASS CROSSTFLOW MODEL: LIQUEFACTION MODE.
The heat exchange temperature difference ratio is given as:

\[ \frac{\Delta T}{T} = \text{constant}, \]  \hspace{1cm} (4.32)

The mass flow rate becomes

\[ \frac{M}{M_0} = \left( \frac{T}{T_0} \right)^\phi. \]  \hspace{1cm} (4.33)

The total heat exchange area also becomes

\[ \frac{AU}{M_0 C_p} = \Phi_1 \left[ \left( \frac{T}{T_0} \right)^\phi - 1 \right]. \]  \hspace{1cm} (4.34)

Finally the total generated entropy is given as:

\[ \frac{S_{\text{gen}}}{M_0 C_p} = \Phi_2 \left[ \left( \frac{T}{T_0} \right)^\phi - 1 \right]. \]  \hspace{1cm} (4.35)

The index \( \Phi \) is a dimensionless constant given by:

\[ \Phi = \frac{y}{\left[ \frac{1}{2} \ln r_p - \ln(1 + y) \right]}, \]  \hspace{1cm} (4.36)

and the scaling constants for the total heat exchange area and the total generated entropy are given respectively by:

\[ \Phi_1 = \frac{1 + y}{\Phi}, \]  \hspace{1cm} (4.37)

\[ \Phi_2 = \frac{y}{\Phi}. \]  \hspace{1cm} (4.38)
These results are of the exact form as the results obtained for the alternative model discussed earlier in Sec. 4.3.1 (Eqs. 4.8-4.11.) The only difference is in the index and in the scaling constants. The heat exchange area scaling constant $\phi_1$ is increased by the factor $(1 + \Delta T/T)$ while the generated entropy scaling constant $\phi_2$ is decreased by the same factor. The increased heat exchange surface area accounts for the decrease in the heat exchange irreversibility.

4.3 Discussion of Results.

The analysis shows that the heat exchange temperature difference ratio $\Delta T/T$ must be constant over the temperature span of the refrigeration or liquefaction cycle. This conclusion is independent of the working fluid. The heat exchange temperature difference ratio is an important parameter because it fixes the heat exchange area required. Figure 4.4 shows the effect of varying this temperature ratio on the performance of the cycle for a fixed pressure ratio and a fixed mass flow rate at the cold end of the precooling stage. A larger heat exchange area is required to decrease the temperature ratio. Also, the mass flow rate and the total entropy generated decrease with decreasing values of $\Delta T/T$. This is because the heat exchange irreversibilities decrease with increasing heat exchange area.

The mass flow rate curves for the real gas model Figs. 4.6, 4.7, 4.10 show the characteristic turning point discussed in chapter 3. These confirm the deductions made about the optimal configuration in Sec. 3.5.

The influence of pressure ratio on the performance of the precooling stage is shown in Fig. 4.3 for the ideal gas refrigerator. The mass flow rate, the generated entropy, and the total heat exchange area all show improved performance with increasing pressure ratio for fixed heat exchange temperature difference ratio. However, the performance of existing compressors also impose restrictions on practical values of the cycle pressure ratio which must be considered in a practical design.
The influence of pressure levels for fixed pressure ratio and fixed heat exchange temperature difference ratio $\Delta T/T$ is also shown in Figs. 4.8 and 4.9. The improved thermodynamic performance is due to the better matching of the specific heat capacities at the higher pressure levels. These curves may be used to trade-off heat exchange surface and cycle pressure level.

4.4 Design Algorithm Based On The Continuum Precooling Model

The design procedure is illustrated by the design of an SVC cycle with a three-expander precooling stage (Fig.4.11.) The optimization parameters to be determined for a typical design are: pressure levels, heat exchanger critical temperature differences, temperature levels, and pressure ratio.

**Pressure ratio:** The performance of the precooling stage improves with increasing pressure ratio. In practice, however, the pressure ratio is fixed by the characteristics of the compressor and/or expander. Most helium compressors in use are retrofitted freon compressors. The development of helium compressors has not advanced to the level where their specifications become outputs of a design algorithm for the whole cycle. Rather the characteristics of these compressors are inputs to the design algorithm. Typically, reciprocating machines enable higher pressure ratios and a two stage compression from 1 atm to 18 atm seems to be a common choice. For the purpose of demonstrating the procedure, a pressure ratio of ten is chosen.

**Pressure level:** The performance curves for varying pressure levels and fixed pressure ratio indicate a consistently superior performance at the higher pressure levels. Consequently, the chosen operating pressures must be as high as practicable. Again the high pressure will be limited by the equipment performance, possibly the compressor. A high pressure of 40 atm. appear reasonable for this analysis.

**Critical heat exchange $\Delta T$:** The critical heat exchange $\Delta T$ values are initialized using the constant value of $\Delta T/T$. The chosen value fixes the total heat exchange area
FIG. 4.11 3-EXPANDER SATURATED VAPOR COMPRESSION CYCLE
as well as losses due to heat exchange $\Delta T$. Therefore the constant value is chosen to reflect trade-off in heat exchange area (and, hence cost) as well as heat exchange losses (thermodynamic performance of the precooling stage).

**Temperature levels:** The temperature levels, as determined by the expander inlet (or outlet temperatures, are directly related to the mass crossflow through the expanders. These may therefore be determined by the direct discretization of the mass flow rate curves. However, for three temperature levels and a liquefaction mode, this involves a tedious iteration. Therefore, each of the expander inlet temperatures is varied to obtain values that minimize the mass flow rate through the main compressor. This three-variable optimization problem is easily implemented on the computer.

Table 4
State point parameters for optimized 3-expander SVC cycle

<table>
<thead>
<tr>
<th>State Point</th>
<th>$T_{high}$ (K)</th>
<th>$T_{low}$ (K)</th>
<th>$P_{high}$ (atm)</th>
<th>$P_{low}$ (atm)</th>
<th>$M_{high}$ (g/s)</th>
<th>$M_{low}$ (g/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11.1</td>
<td>7.6</td>
<td>39.80</td>
<td>4.00</td>
<td>52.7</td>
<td>32.7</td>
</tr>
<tr>
<td>2</td>
<td>16.5</td>
<td>16.1</td>
<td>39.89</td>
<td>3.96</td>
<td>52.7</td>
<td>75.7</td>
</tr>
<tr>
<td>3</td>
<td>34.0</td>
<td>29.3</td>
<td>39.90</td>
<td>3.92</td>
<td>95.7</td>
<td>75.7</td>
</tr>
<tr>
<td>4</td>
<td>43.9</td>
<td>42.8</td>
<td>39.94</td>
<td>3.88</td>
<td>95.7</td>
<td>120.1</td>
</tr>
<tr>
<td>5</td>
<td>85.0</td>
<td>76.4</td>
<td>39.95</td>
<td>3.84</td>
<td>140.1</td>
<td>120.1</td>
</tr>
<tr>
<td>6</td>
<td>116.2</td>
<td>113.3</td>
<td>39.97</td>
<td>3.80</td>
<td>140.1</td>
<td>162.7</td>
</tr>
<tr>
<td>7</td>
<td>221.0</td>
<td>203.7</td>
<td>39.98</td>
<td>3.77</td>
<td>182.7</td>
<td>162.7</td>
</tr>
<tr>
<td>8</td>
<td>300.0</td>
<td>292.5</td>
<td>40.00</td>
<td>3.73</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*Liquid production rate = 20 g/s;*

Cold compressor power = 437 W;

Warm compressor power = 384.5 kW;

Heat exchange area = 347.2 m².
Sensitivity analysis: Figure 4.12 shows the variation of input (compressor) power and heat exchanger area with various values of $\Delta T/T$. From these curves, the power saving due to any additional heat exchanger area used can be determined. If the heat exchanger cost is known, these curves allow the operating value of $\Delta T/T$ to be determined. Optimal parameters for the SVC cycle corresponding to $\Delta T/T$ equal 0.05 are summarized in Table 4.

The results of Table 4 have been derived for a wet expander efficiency of 90% and a cold compressor efficiency of 85%. Figure 4.13 is a graphic representation of the sensitivity of the overall cycle performance to the efficiency of these components. The graph indicates that the cycle performance is more sensitive to changes in the wet expander performance than changes in the cold compressor performance. Thus a 20% decrease in cold compressor efficiency reflects in a 3% increase in total power input per unit liquid production rate whereas the same decrease in wet expander efficiency causes a dramatic 11% change in the power per unit liquid production.

4.5 Cost Analysis (for preceding example)

The substantial improvement in thermodynamic performance reflects in savings in operating cost for the SVC cycle over the conventional cycle. This must however be compared to the additional capital cost required for the extra components (cold compressor/wet expander.) An appropriate cost analysis involves comparing the capital cost amortized over the estimated life of the machine with the operating cost for the same period. Lack of adequate documentation of components costs prevents such an accurate cost analysis.
FIG. 4.12 PERFORMANCE CURVES FOR OPTIMAL 3-EXPANDER CYCLE.
FIG. 4.13 SENSITIVITY OF CYCLE PERFORMANCE TO COLD END COMPONENT EFFICIENCIES.
Instead, a cost function is defined which is a reasonable approximation to the effective cost: sum of operating cost and capital (installed) cost. As discussed in the reference, the cost function is given by:

\[ CF = CHX + CPOWER + CLN_2 + CWATER, \]

(4.36)

where

\[ \begin{align*}
CPOWER &= \text{power cost}, \\
CLN_2 &= \text{liquid nitrogen cost}, \\
CWATER &= \text{water cost}, \\
CHX &= \text{heat exchanger cost}.
\end{align*} \]

The heat exchanger cost is obtained by an arbitrary cost correlating formula derived in terms of the total heat transfer area (representing the quantity of material used) and the frontal area (representing the size of the headers used.)

\[ CHX = (42A_f + 1.648A_{ht})(CPI)(I), \]

(4.37)

where

\[ \begin{align*}
A_f &= \text{frontal area}, \\
A_{ht} &= \text{heat transfer area}, \\
I &= \text{capital charge}, \\
CPI &= \text{consumer price index (some of the data used had to be updated by the CPI.)}
\end{align*} \]
A scheduled operation of 80% (7008 hours per annum) is included to allow for maintenance periods and the plant is estimated to be in use for ten years.

Figure 4.14 shows the savings in the cost function for the SVC cycle over a conventional cycle with the J-T valve replaced by a wet expander. Thus the saving represents the breakeven cost of the cold compressor alone. The saving of order 0.5 million dollars demonstrates the economic viability of implementing the SVC cycle.

4.6 Conclusion

The analysis indicates that the optimal configuration for helium refrigeration or liquefaction cycles should have a multiple-expander precooling stage as suggested by Collins and the SVC configuration at the cold end. Also the heat exchange temperature difference ratio $\Delta T/T$ must be constant over the temperature span. This constant is used to initialize the heat exchange temperature pinch points in a final parametric optimization. Further the cycle pressure levels and cycle pressure ratio should be as high as practical.
FIG. 4.14 SAVING IN COST FUNCTION VERSUS COLD COMPRESSOR EFFICIENCY FOR OPTIMIZED CYCLES.
5.1 Introduction

5.1.1 SVC Program

The preceding analyses confirm the SVC cycle as an optimal configuration for helium liquefaction systems. It is a more efficient thermodynamic cycle than conventional helium liquefaction cycles for several reasons. The irreversibilities associated with heat transfer through finite heat exchange temperature difference $\Delta T$ is reduced because of the better matching of the heat capacity rate values of the two streams. Moreover, the wet expander operates over a higher pressure ratio and thus has a greater refrigeration potential. Further, the cycle high pressure is no longer compromised between the performance of the J-T valve and the expanders: it can therefore be chosen for the best performance of the expanders.

In addition to the thermodynamic superiority, there is a substantial reduction in the heat exchange area required for the SVC cycle because of the higher heat transfer coefficient available at the higher pressures, and the main (warm end) compressor size is reduced due to the increased suction pressure.
Further, the SVC cycle has a potential application for refrigeration at temperatures below 4.2 K, down to 1.8 K. In this case the cycle pressures may be maintained at the conventional levels and the wet-expander-cold-compressor section used to maintain subatmospheric pressures over the boiling liquid helium. Thus this SVC system will allow the conversion of a standard helium liquefier to a 1.8 K refrigerator without the addition of large low pressure (12 mbar) heat exchangers and large displacement vacuum pumps.

The foregoing impressive catalogue of the benefits associated with the SVC cycle naturally raises the question of implementing a prototype. There are two key additional components required over and above the standard components of the standard unit: the supercritical wet expander and the cold compressor. Although the use of wet expanders has been known to increase the liquefaction rate of helium liquefaction cycles, very little performance data has been documented to establish the efficiency and reliability of wet expanders. The performance of these expanders are still considered questionable even though the M.I.T. Cryogenic Engineering Laboratory has been operating a liquefier with a wet expander with great success for several years. More recently a few large helium liquefaction/refrigeration plants have been built with wet expanders but small systems continue to use J-T valves without variation. The idea of a saturated vapor compressor with a considerable pressure ratio has not been investigated although there has been some experimental work on a "cold" circulating fan.

The development of a prototype SVC cycle therefore involves demonstrating the practicability and reliability of cold compressors and wet expanders. In particular, the possible practically attainable efficiencies of these components are necessary for trade-off decisions on cost-savings versus development cost of these components. The ultimate goal of the SVC liquefaction cycle program at the M.I.T. Cryogenic Engineering Laboratory is to investigate and document the performance of these two components. The immediate goal, the objective of the experimental work for this research is to determine the performance of a wet expander for a fairly small helium liquefaction system. This involves the design and fabrication of an expansion engine operating in the cold.
end of the cycle and expanding into the two-phase regime of the working fluid. The expander will be used in place of the J-T valve in a CTi model 1400 helium liquefier.

5.1.2 Turbine Versus Reciprocating Expanders

Both reciprocating and turbine expansion machinery are successfully used in helium liquefaction/refrigeration systems. Traditionally turbo-expanders are used in large plants while reciprocating machines are used in small plants. The dividing area between large and small plants occur in the range of about 100 to 300 liters per hour liquid production rate. These are general trends: both types of machines may be found in the same plant and the dividing area may be extended (for example by using components in parallel). More recently miniature turbo-expanders have been introduced. There are several considerations that determine which type of expander may be used in a particular application.

Turbine expanders have the advantage of compactness. They can also be totally hermetic, even to mass spectrometer limits. They exhibit low noise and vibration levels. Conceptually, they can be made very reliable. (But this is under rather stringent conditions which are not easily attainable.) They must be well designed and they must meet precise balancing requirements. The stream of gas fed through it must be pure, and the flow throughput must be constant. Conditions of unstable load/supply are difficult to eliminate completely and, in fact, the flexibility of changing the operating mode from liquefier to refrigerator, for example, is a desirable feature of helium liquefaction systems.

There are also limitations to turbine-machinery use. They are capable of peak efficiencies only over a limited range of operating conditions and off-design performance is rather poor, especially if they have fixed nozzles. The use of variable nozzles adds to the complexity of the machine but somewhat broadens the range of acceptable efficiencies about the design point. The practical pressure ratio that may be achieved
in a single stage machine is mach number limited at low temperatures and wheel stress limited at higher temperatures. Disk friction and circulation losses are developed as the turbine wheel spins in the working fluid. These viscous dissipation losses increase with decreasing Reynolds number and hence decreasing size. Similarly the seal leakage and tip clearance losses do not scale proportionally with the size of the machine. Thus for low flows or small machines, the efficiency of the turbo-machine is rather low. Further turbine machines generally handle two-phase flows rather inefficiently.

There are practical constraints on the experiment which dictate the type of expander to be chosen. The wet expander in the SVC cycle operates over a high pressure ratio and also expands into the two-phase region. The estimated flow rate through the expander (based on the capacity of the CTi model 1400 liquefier available for the experiment) is small. The wet expander required is therefore correspondingly small. Because of the high premium on the cold end irreversibilities, it is imperative that the cold end components be highly efficient. Therefore, in the light of the preceding discussion, the choice of a turbo-machine for the experiment would be inappropriate.

In contrast to the turbo-machine, the principal losses associated with the reciprocating machine are heat transfer losses which may be minimized by proper design. Unlike reciprocating air engines processing two-phase fluid, small quantities of liquid helium remaining in the cycle after the discharge stroke do not degrade the performance of the wet expander significantly because of the large heat capacity ratio of the incoming compressed gas charge to the latent heat of the liquid residue. Further the cylinder wall heat capacity is very low at the low operating temperatures so that the cyclic heat loss is correspondingly low. Finally, noise and vibration levels of the reciprocating expander may be reduced by an appropriate choice of the means of mechanical energy conversion/dissipation. Therefore a reciprocating-type expander is preferred to the turbo-expander for the experiment.
5.2 Expander Design

5.2.1 Historical Evolution of Reciprocating Expanders

The first expansion engine used successfully in cryogenic liquefaction was a judicious adaptation of the steam engine by Georges Claude. By incorporating several ingenious improvements, Claude was able to develop durable and reliable reciprocating expansion engines for cryogenic applications. However, these engines used leather cups as piston seals in the cold region with no lubrication. Therefore, there was significant friction generated by this seal which reduced the efficiency of the machine.

In order to improve upon the efficiency of the engine, Heylandt increased the length of the piston and cylinder and relocated the seal at the warm end of the arrangement. The heat generated by the seal is then discharged into the atmosphere, instead of the cold space, resulting in an improved efficiency.

As the piston length is increased, a slight vertical misalignment causes a lateral force on the piston. This results in rubbing (between piston and cylinder) and hence heat leak into the cold space. Kapitza made use of two universal joints to align the piston in his helium engine built in 1934. He also tried to dispense with the leather seal altogether by reducing the diametral clearance between the piston and cylinder. This required a rapid power stroke to minimize the leakage rate through the clearance volume. The use of a hydraulic work-absorbing mechanism instead of the conventional crankshaft arrangement enabled speeds of about 120 strokes per minute to be achieved. In order to prevent piston seizure, small grooves 0.010" deep and 0.010" wide at distances of about 0.25" were cut around the circumference of the piston. The grooves helped to equalize the pressure around the piston and thus prevent hydrodynamic side loads which cause rubbing and seizure.

The real breakthrough in the use of expanders below 20K was the Collins' flexible-
rod expansion engine. This incorporated several innovative designs. The engine has a single acting cylinder with the piston rod passing through the expansion space, contrary to conventional designs. The piston is mostly in tension and all forces are colinear in the low temperature region, enabling the use of thin and slender rods by promoting elastic stability in the thin cross-section. The use of thin cross-section rods drastically reduces conduction losses associated with the piston. Further the piston–rod can be long and hence the piston can be self-aligning: therefore frictional forces developed between the piston and cylinder are minimal.

The flex-rod engine uses cold clearance seals: the annular gap between the piston and cylinder is approximately 0.0002" for a 1" diameter piston. The piston and cylinder were first made of hard nitrided alloy steel that will not gall and were closely fitted together by successively lapping and fitting until they fit together when cold. The principal problems associated with such restricted tolerances are: the generation of friction by solid air or carbon dioxide in the annular space: impurities, like iron filings or even dirt particles which tend to lock the piston; and warping of the cylinder due to improper fitting of the cylinder head causes rubbing and the associated heat generation. An alternative arrangement which has been very successful uses the good wear characteristics of micarta: a steel piston is fitted with a micarta sleeve; and the cylinder is made of chromium plated bronze. The bronze was chosen to match the thermal expansion characteristics of the micarta-steel piston assembly.

The pioneering effort of these and other early workers has provided the general framework for designing fairly efficient reciprocating engines and these improvements are taken into consideration in the design. Recent advances, especially in heat transfer analysis and experimentation, have enhanced our understanding of the losses associated with the expander and analytical models of varying sophistication and adequacy are now available for the losses. The losses may be grouped, generally, into those affecting the power and those directly manifesting themselves as heat leaks to the working fluid.
Power Losses

Valve Flow Losses. These occur when the flow through the valves causes the cylinder pressure to be different from the inlet or exhaust pressure.

Leakage Losses. These are losses associated with gas leaking past the piston seals.

Mechanical Friction Losses. Rubbing between the piston and cylinder may occur generating heat which is dumped into the cold space. Also the piston seals may generate some heat but for warm end seals this heat is dumped into the atmosphere and does not detract from the refrigeration capacity of the engine.

Blow Down Losses. These occur when the gas pressure inside the cylinder is higher than the exhaust pressure when the exhaust valve opens.

Blow In Losses. This is similar to the blow down losses and occurs when the gas pressure in the clearance volume is lower than the inlet pressure when the inlet valve opens.

Cyclic Heat Transfer Loss. This is the result of periodic heating and cooling of the working gas by the cylinder walls. The incoming gas is warmer than the cylinder walls and is therefore cooled while the cold gas after the expansion process is warmed by the walls. The net effect is that the expander processes more gas without a corresponding increase in expander work per stroke.

Heat Input Losses

Static Heat Leak. This includes the thermal conduction from the hot sections to the cold parts of the engines as a result of a steady state temperature gradient along the cylinder wall, piston, valve pull rods, valve sheaths etc.; and the radiation of heat to the cold parts.

Shuttle Heat Transfer Loss. This is a mechanism for transporting heat from the
warm atmosphere to the cold parts as a result of relative motion between the piston and cylinder. Both have axial temperature gradients. At top dead center, there is heat transfer from the hot, upper part of the cylinder wall to the piston wall. At bottom dead center, this heat is transferred back to the cylinder wall. Thus the heat flux is transported along the cylinder a distance equal to the stroke of the engine during every cycle until it is finally rejected into the coldest part of the cylinder.

**Cylinder-Piston Gap Pumping Loss.** This is caused by the periodic flow in the gap between the piston and cylinder wall as the working space is alternately pressurized and depressurized. The loss is due to the flow resistance to the gas motion and heat transfer between the flowing gas and the walls which causes a temperature difference between the gas which goes in and the gas which comes out of the gap. Thus there is a net enthalpy flux discharged into the cold gas. Further, the flow from the cold to the warm end is induced by the increase in pressure which in turn produces an increase in gas temperature due to adiabatic compression. This is the pulse-tube effect and it reduces the heat transfer required to bring the gas to the local gap-wall temperature.

Estimates of most of these losses are incorporated in the design to determine the expander parameters.

### 5.2.2 General Description of Expander

The reciprocating expansion engine, shown in the photographs (Plate 1), consists of a long tubular cylinder which hangs from a base plate—the top plate of the vacuum chamber (not shown). Above the base plate is a programmable hydraulic-pneumatic system for piston motion and valve control. The valves stick out from below the cylinder. A single two-channel co-axial transfer tube interconnects the expansion engine and the CTi liquefier. Surge chambers are located at the inlet and discharge ends of the expan-
PLATE 1A  EXPOSED ENGINE WITH CONTROL MECHANISM.
PLATE 1B  EXPOSED ENGINE WITH VACUUM JACKET IN THE BACKGROUND.
PLATE 1C CLOSE-UP OF ENGINE.
PLATE 1D  ANOTHER CLOSE-UP VIEW OF THE ENGINE.
PLATE 1E   PISTON MOTION CONTROL MECHANISM.
PLATE IF  ENGINE WITH VACUUM JACKET BEING MOUNTED.
cision engine and a heater tank is located after the discharge tank. Detailed description of these components follow.

Displacer-Cylinder: The cylinder is made of stainless steel 304 because of its low thermal conductivity, high strength, low specific heat capacity and lack of brittleness at low temperatures. The high strength tubing with a long thin wall tubing (0.020 inches wall thickness) and a low thermal conductivity reduces the conduction loss. Stiffening rings spaced 1 1/2 inches apart around the outside diameter keep the tubing round. The thin wall tubing is TIG welded to the valve block (cylinder head containing the valve ports) at one end and a thick wall tubing at the warm end used for mounting the engine. A solid micarta rod stock, F, (Fig. 5.2.1) is used for the displacer because of its good wear characteristics. Also the thermal contraction characteristics closely match those of the stainless steel. The diametral clearance between the piston and cylinder is 0.006 inches and is chosen by consideration of the shuttle heat transfer loss, the possibility of seizure due to small solid impurities and the possibility of displacer-cylinder contact.

Sealing: (Fig. 5.2.1) The engine uses a single buna O-ring seal E at the warm end of the displacer-cylinder assembly. An oily felt washer D provides 'continuous' lubrication for the O-ring. Thus there is minimal wear which reduces the possibility of wear material contamination. Also the small frictional heat generated is dumped into the atmosphere and does not detract from the cooling power of the engine.

Alignment: (Fig. 5.2.1) The radial clearance on the 33 inch-long displacer F is 0.003 inch. Therefore only 0.005 degree misalignment is required to cause displacer-cylinder contact. To ensure that the alignment stays within the tolerance provided, the displacer-cylinder assembly is mounted vertically. In a horizontal orientation, the effect of gravity would force the displacer into contact with the cylinder causing wear and rubbing. To maintain the displacer in vertical alignment, it is
FIG. 5.2.1 DISPLACER-PISTON ROD CONNECTION SHOWING ENGINE SEALS.
rigidly connected to the piston rod B of a tandem cylinder assembly A for the drive mechanism. (The threaded end of the piston is connected to the displacer through a helicoil insert). The tandem cylinder has four rod seals and two piston seals. Therefore the integral unit consisting of the tandem piston rod and the engine displacer ride on a total of seven supports of close tolerances. By proper initial positioning, the unit can be maintained reasonably well aligned in the vertical. The axes of the engine cylinder and the tandem cylinder are also colinear. This alignment is achieved through a copper alignment piece C (Fig.5.2.2) which fits inside the engine cylinder E and outside the bushing B at the end of the tandem cylinder.

**Mounting** (Fig. 5.2.2) In order to reduce heat transfer losses associated with convection currents, the engine employs vacuum insulation. Also in order to allow for thermal contraction during cooldown, at least one end of the engine must be free. Consequently the warm end of the cylinder is rigidly supported on a base plate (the top plate of the vacuum chamber) and the cold finger hangs into the inner part of the vacuum chamber. The warm end of the cylinder E is made up of 1/4 inch wall stainless steel which enabled an 1/8 inch deep and 1/8 inch wide groove to be cut in it. A tight fitting split ring, G, 1/4 inch wide fits into the groove and is firmly secured on the top surface of the base plate H by a bracket F that supports the tandem cylinder A.

**Valves** (Fig. 5.2.3) Throttling in the valves degrade the performance of the engine. Therefore the valve port size is a prime consideration in the valve design. The valve ports are located at the closed end of the cylinder rather than the side of the cylinder. This allows a reasonably large-size ports for the engine which together with a slow engine speed substantially reduce the throttling effects. This port location also helps to reduce the residual liquid that might remain in the clearance volume. The ports are 1/4 inch holes drilled through the valve block A which also serves as the cylinder head and is TIG welded to the tubular part F of
FIG. 5.2.2 CYLINDER MOUNTING
FIG. 5.2.3(a) VALVE BLOCK
FIG. 5.2.3(b) VIEW A OF VALVE BLOCK.
the cylinder. Tubular sheaths E of 304 stainless steel are also welded to the valve block and stick out from the bottom side of the engine. These tubular sheaths enclose the valve pull-rods C. The teflon valve seal disk is mounted on the cold end of the micarta pull-rod with a screw and is locked with a belleville washer. The valves open outward against strong springs of a miniature air cylinder. A buna O-ring serves as the warm end seal on the valve rod which fits closely into the stainless steel tubular sheath. Because of the rather short travel of the pull rods, no lubrication is provided for the O-ring. Also no extra piece is required to keep the pull rod centered over the valve port because the annular gap between the pull rod and sheath is small (0.003 inch) on the diameter.

Hydraulic-Pneumatic Piston Motion Control System

The overall schematic for the control system is shown in Fig. 5.2.4. Air limit switches feedback signals into the programmable air controller at various points in the cycle. Signals to sequentially operate directional air valves and a 3-way hydraulic valve are fed out of the programmable air controller. Also signals from the programmable hydraulic controller to control the speed of the piston, are fed to the hydraulic ports of the tandem cylinder.

Hydraulic Controller. The purpose of the hydraulic controller is two-fold: to absorb the expander work; and to maintain three different speeds during the discharge stroke, the intake (charging) part of the power stroke and during the expansion stroke. The expander work is dissipated in resistive elements in the fluid flow circuit which dissipate energy (f vdp.), analogous to the IPR heating in electrical circuits.

The principal components of the hydraulic controller are three adjustable flow control valves A, B, C and a three-way hydraulic valve E (Fig. 5.2.5). The three-way valve is a two-position, single air piloted, spring return valve. The oil supply through this valve is either through valve A when there is air pressure at the
FIG. 5.2.4(a) OVERALL LAYOUT OF PISTON MOTION CONTROL SYSTEM.
FIG. 5.2.5 HYDRAULIC CONTROLLER (NOT TO SCALE).
pilot, or through line D when there is no air pressure (spring return mode).

The adjustable flow control valve is a needle and check valve combination which allows flow control in one direction and full flow in the other. Valves A and B restrict flow in the same direction (during the power stroke) while valve C restricts flow in the other direction (during the discharge stroke). Therefore the setting on valve C determines the engine speed during the discharge stroke. Valve A is by-passed during this stroke. During the charging stroke, air pressure at the three-way valve E switches the oil input to valve A which has metered flow together with valve B. The valve setting on these two valves therefore determine the piston speed during the charging process. Finally, at cut off, air pressure is released on the three-way valve and the spring returns the oil input to line D. Valve A is now by-passed. There is full flow in valve C and metered flow in valve B which consequently determines the piston speed during the expansion process.

A bleedline G is provided for the hydraulic circuit. Also an oil reservoir under air pressure F is provided which maintains the oil under pressure throughout the cycle. This eliminates the possibility of air leaks into the hydraulic circuit which degrades the performance of the engine. The effectiveness of the arrangement is reflected in the smooth operation of the piston in marked contrast to the rapid piston motion as it changes direction which characterised operation with air in the hydraulic circuit. The tank also provides additional capacitance to the hydraulic circuit.

**Air Limit Switches:** The heart of the air limit switch system is a miniature double-plunger two-position fully ported four-way spool valve D (Fig. 5.2.6). The valve is supported by a pair of stainless steel plates (not shown) mounted on four threaded rods connected to the top flange of the tandem-cylinder assembly. The free end of the piston rod (of the control circuit) G is threaded into a small brass block F with an actuating surface E to actuate the plunger at top dead center.
FIG. 5.2.6 LAYOUT OF LIMIT SWITCH ARRANGEMENT (NOT TO SCALE).
A thin steel plate A fastened to two threaded rods C projecting from the brass block act as the other plunger actuator at bottom dead center. The stroke of the machine is adjusted by adjusting the vertical position of the four-way valve as well as the BDC actuator. The threaded-rod-nut mounting for these parts facilitate easy and fine adjustment of the stroke.

**Cut-Off Switch:** (Fig.5.2.7) The cut-off switch sends a signal to the pneumatic control at the end of the intake process. It is a heavy duty miniature air limit switch. It is a two-position, plunger-actuated, normally closed valve. The integral plunger actuator B is a pivoted lever D with a roller E, supported on ball bearings, at the free end. During the intake process, the roller rides on a cam H (Fig.5.2.6) silver-soldered to the brass block at the free end of the piston rod. This depresses the plunger and opens the valve. The valve is supplied with air pressure only during the power stroke.

The output signal from this switch is used as pilot for the expander inlet valve which remains open only during the charging process; and the three-way hydraulic valve which directs oil flow through the intake process speed control valve A Fig. 5.2.5.

The cut-off switch is rigidly fastened to threaded rods projecting form the control cylinder. The position of the switch determines the cut-off point on the power stroke. This is easily changed by adjusting the set of nuts on the threaded rods used for mounting the switch.

**Pneumatic Controller and Stroker:** There are two principal components of the pneumatic controller: a directional valve Fig. 5.2.9 and a NOT element Fig. 5.2.8. The directional valve provides compressed air to drive pneumatic driver piston (and hence the engine displacer). It is a heavy duty two-position double air piloted fully ported four-way spool valve. Signals to sequentially operate the valve are fed out of the limit switches to the pilot ports. The two valve positions facilitate
FIG. 5.2.7 CUT-OFF SWITCH (NOT TO SCALE).
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piston motion in one of two directions at a time by maintaining air pressure in one port while exhausting the other port. The two output ports are connected to the two sides of a double-acting pneumatic cylinder therefore pressurising one port while exhausting the other results in a net force on the piston rod which causes the motion. Thus the pneumatic driver can drive the piston even when no cold helium is being processed by the expander. This feature allows a later adaptation of the expander as a compressor. Exhaust ports provided on the valve result in fast system response.

The purpose of the NOT element is to provide the signals to open the engine inlet valve at the end of the discharge stroke, after the discharge valve has been closed and to close the inlet valve at the cut-off point of the power stroke. There are two input signals to this element: a signal from the cut-off switch to input port 2 and another from the TDC limit switch to input port 1. The output pressure signal at port 3 is on if there is pressure at input 2 and if there is no pressure at input port 1. Consequently, there is an output pressure signal only during the charging process—after the discharge valve is closed and until the piston moves up to the cut-off set point.

5.2.3 Expander Sizing

**Bore/Stroke:** The sizing of the bore and stroke of the expander is based on the following estimated values and assumptions.

1. Expander inlet condition: $P_i = 11 \text{ atm, } T_i = 6.5 \text{ K}$

2. Piston Speed = 60 Strokes/Minute

3. Bore-to-stroke ratio = 50%

4. Refrigeration capacity at 1.2 atm (4.5 K) = 72 W. (This is the refrigeration produced by the CTi 1400 liquefier using two compressors and $LN_2$ precoo-
ing. Since the experimental plan is to use one compressor, the design specification resulting from this assumption should be an upper bound.

5. The refrigeration is produced by the latent heat of vaporization.

From 4 and 5, the mass flow rate is estimated to be 3.76 g/s.

The isentropic expansion line from the expander inlet condition intersects the saturated liquid curve at the release pressure $P_r = 1.91$ atm. The saturated liquid density at this release point $\rho_r$ implies a cut-off volume ratio $\rho_{in}/\rho_r = .80$. Also the release point density and the estimated mass flow rate $M$ and the cycle time $T$ give the displacement volume

$$V = \frac{MT}{\rho_r}$$

$$= \frac{\pi d^2 L_s}{4}$$

$$= 4.5 \text{ in}^3$$  \hspace{1cm} (5.16)

giving

Expander bore $d = 1.42$ in.

Expander stroke $L_s = 2.84$ in.

where subscript $in$ denotes expander inlet condition and subscript $r$ denotes release point condition. Based on these results, a bore of 1.5" and a variable stroke of up to 3" are chosen.

Length: The length of the displacer is determined from heat transfer consideration. Vacuum insulation is employed to minimize heat transfer loss due to convection. Layers of superinsulation wound around the engine together with a radiation shield positioned between the cold parts and the vacuum jacket drastically reduce the radiant energy loss. The displacer length is then determined from thermal conduction loss considerations.
The Fourier's law for conduction heat transfer is given by

\[
\left( \frac{q}{A} \right) dx = k dT
\]

at steady state, \( q = \) constant. Hence integrating

\[
L = \frac{A(F_T - F_{T0})}{q} = \frac{\epsilon}{q}
\]

where

\[
F_T = \int_{T_0} k dT
\]

\( A = \) constant cross-sectional area

\( q = \) heat flux

Table 5.1 gives values of \( q \) and \( L \) for the piston and cylinder. The room temperature value of the thermal conductivity for micarta is used for lack of low temperature values.

An approximate estimate of the shuttle heat transfer loss is obtained using the equation derived by Rios\textsuperscript{105} for thin walls and assuming sinusoidal displacer motion:

\[
q_{\text{shuttle}} = \frac{1}{4} \left( \frac{s}{d} \right)^4 \left( \frac{1}{1 + \sigma} \right) k_s s \Delta T
\]

(5.17)

where

\( s = \) stroke

\( L = \) displacer length

\( d = \) displacer diameter
\[ \delta = \text{radial clearance} \]

\[ k_g = \text{thermal conductivity of the gas} \]

\[ \Delta T = \text{temperature difference between warm seal and cold space.} \]

\[ \sigma = \left( \frac{A}{\delta} \right) \left( \frac{k_g}{C} \right) \left( \frac{1}{(\frac{\rho c}{t})_p} \right) + \left( \frac{1}{(\frac{\rho c}{t})_{p}} \right) \]

\[ C = \text{specific heat capacity of solid} \]

\[ t = \text{wall thickness} \]

\[ \rho = \text{density} \]

\[ \omega = \text{circular frequency} \]

substitution gives:

\[ \sigma = 0.00128 \text{ (dimensionless)} \]

\[ q = 18.72/L \text{ W} \]

The shuttle heat transfer loss is shown with the conduction losses on Table 5.1.

**Table 5.1**

Heat loss as function of displacer length.

<table>
<thead>
<tr>
<th>L (in)</th>
<th>( q_{cpl} ) (W)</th>
<th>( q_{piston} ) (W)</th>
<th>( q_{shuttle} ) (W)</th>
<th>( q_{total} ) (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>6.92/L</td>
<td>4.123/L</td>
<td>18.72/L</td>
<td>29.76/L</td>
</tr>
<tr>
<td>3</td>
<td>2.30</td>
<td>1.38</td>
<td>6.24</td>
<td>9.92</td>
</tr>
<tr>
<td>15</td>
<td>0.46</td>
<td>0.28</td>
<td>1.25</td>
<td>1.98</td>
</tr>
<tr>
<td>30</td>
<td>0.23</td>
<td>0.14</td>
<td>0.62</td>
<td>0.99</td>
</tr>
<tr>
<td>45</td>
<td>0.15</td>
<td>0.092</td>
<td>0.42</td>
<td>0.66</td>
</tr>
<tr>
<td>60</td>
<td>0.115</td>
<td>0.069</td>
<td>0.312</td>
<td>0.50</td>
</tr>
</tbody>
</table>
The estimated reversible enthalpy drop across the expander = 33 W

For \( L = 36" \), the conduction and shuttle heat loss together is 2.5% of this estimated enthalpy drop which appears reasonable. Therefore an expander length of 36" is chosen.

5.3 Experimental Procedure

Objective. Two objectives are addressed in the experimental work. In the context of investigating the feasibility of implementing the SVC cycle, the principal goal of the experiment is to evaluate the performance of the wet expander. This is in view of the inadequate documentation of the performance of wet expanders. As a secondary objective, the effect of the wet expander on the overall cycle performance is also investigated.

Experimental Setup: In order to measure the refrigeration capacity of the liquefier operating with the expansion engine, an apparatus to simulate a heat load is required. A tank with a resistance heating element to simulate the heat load is connected to the discharge end of the expansion engine (Fig. 5.3).

To simplify the experimental apparatus, the same vacuum jacket encloses both the engine and the heater tank. A single two-channel coaxial transfer tube interconnects the model 1400 liquefier and the expander. The high pressure gas from the liquefier flows through the innermost tube of the transfer line. This tube is made of 304 stainless steel and is TIG welded to a surge tank which feeds the intake port of the engine with a uniform stream. Another surge tank is located at the discharge end of the engine to convert the pulsatile flow from the engine to a relatively smooth and continuous flow to the heater tank connected to it. All interconnecting tubing are made of 3/8 " OD.
FIG. 5.3 LAYOUT OF EXPERIMENTAL SET-UP: DETERMINATION OF REFRIGERATION CAPACITY.
stainless steel and all joints are TIG welded.

The saturated vapor from the heater tank is returned to the liquefier through the annular flow passage in the two-channel transfer tube. The outer tube of this annulus is insulated from ambient by vacuum as well as several layers of superinsulation. The vacuum space of the transfer tube is connected to the main vacuum space of the engine. The preparation at the end of the transfer tube which is inserted into the liquefier is a duplicate of that on the CTi transfer tube supplied with the liquefier. This ensures a leak-free connection at the liquefier.

5.4 Instrumentation

5.4.1 Required Measurements.

Refrigeration Capacity. The resistance heating element for simulating the heat load is made of a short strip of chromel wire wound into a cylindrical coil spring and insulated using kapton tape. Thin copper wires with film insulation are used as electrical leads to minimize conduction heat loss.

The heater power supplied must be just sufficient to balance the latent heat of vaporization of the liquid resulting from the expansion process so the leaving stream is saturated vapor. Therefore a temperature sensor in the form of a helium vapor pressure thermometer is provided to monitor that the gas is not overheated. It was also found necessary to use a liquid level gauge to monitor a steady liquid level in the heater tank.
Evaluation of Engine Performance. The efficiency of the wet expander is defined as (Fig. 5.4.1): 

\[ \eta = \frac{W_{act}}{W_{rev}} \]

where

- the actual work, \( W_{act} = m(h_3 - h_0) + Q_{act} \)
- the reversible work, \( W_{rev} = m(h_3 - h_0) + Q_{rev} \)

The reversible heat input \( Q_{rev} = T_{sat}(S_3 - S_1) \)

\( Q_{act} = \) the actual resistance heat input

\( m = \) mass flow rate

\( h_3, h_0 = \) inlet and saturated vapor enthalpy respectively

The actual work \( W_{act} \) is also given by the difference between the indicated work \( W_{ind} \) and the heat leak:

\[ W_{act} = W_{ind} - Q_{leak} \]

Therefore the measurements required to evaluate the performance are:

- the inlet state (temperature and pressure)
- the fluid state leaving the heater tank (temperature and pressure)
- the refrigeration capacity \( Q_{act} \)
FIG. 5.4.1 TEMPERATURE-ENTROPY DIAGRAM FOR DEFINING WET EXPANDER EFFICIENCY.
• the indicated work from a T-V trace

• heat leaks - static heat leak and heat generated due to piston motion.

**State Points:** Pressure gauges are connected to the inlet and the heater tanks, through 1/8" capillary tubing, to measure the pressure in these places. The temperature is measured using vapor pressure thermometers. The warm volume is connected to the cold bulb by AWG16 capillary tubing.

**Refrigeration Capacity:** The refrigeration capacity is measured as before. A linear motion position transducer (model SLF-75 from the Waters Manufacturing Inc.) is used to obtain a displacement and hence volume versus time signal. The transducer is a simple resistive potentiometer consisting of a translational movable contact and a conducting plastic resistance element. A 3VDC excitation voltage gives a 3VDC output voltage at the maximum stroke of 3.0". The free end of the movable element of the transducer is connected to the free end of the control rod.

**Indicated Work:** The pressure inside the expander working space is measured using a high impedance piezoelectric miniature pressure transducer from Kistler Instruments. The transducer operated at the expander temperature. The charge output of the sensing element, a quartz crystal, is fed to a signal conditioning module and is converted into a proportional voltage signal. The transducer threads into a mounting adaptor which is connected to the cylinder through a short capillary tube. One end of the capillary tube is soft-soldered to the expander valve block and the other end is TIG welded to the mounting adaptor. The connecting cable between the transducer and the signal conditioning module is taken out of the vacuum jacket through a hermetic feed through.
Static Heat Leak Test: Figure 5.4.2 shows a schematic arrangement of the setup used to measure the static heat leak. The engine valves were propped open. The expander and the peripheral apparatus were then cooled down to the operating temperature. The two-phase flow from the J-T valve was gradually reduced until a small temperature rise was detected across the expander. The temperatures were recorded from vapor pressure thermometers.

To measure the mass flow rate, the cold gas is first warmed up by heat exchange with a pool of warm water and then passed through a mass flow transducer (TSi model 2012). This transducer is the heated sensor type. A factory calibration curve was used to read off the mass flow rate corresponding to a given output DC voltage.

Piston Motion Heat Transfer Loss: The setup shown schematically on Fig. 5.3 was used for measuring the heat transfer loss associated with the piston motion. The engine was first cooled down to the operating temperature. Both valves were propped open and the refrigeration capacity of the liquefier operating with the J-T valve determined by measurement of heater power required to achieve saturated vapor at the heater tank discharge. With the valves still propped open, the piston was shuttled by means of the piston motion control system. Because of the heat loss through this piston motion, the heater supply power (indicating the refrigeration capacity) is reduced. The difference between the two measured capacities gives the loss due to the piston motion.

5.4.2 Pneumatic Circuit (Debugging)

The factors affecting the dynamic behaviour of the pneumatic circuit includes: the internal design and port sizes of the pneumatic valves and switches as well as the inertial,
FIG. 5.4.2 LAYOUT OF EXPERIMENTAL SET-UP: STATIC HEAT TEST.
capacitive and resistive effects in the long plastic tubing interconnecting the components of the circuit. The lack of adequate information about the internal details of the valves and switches mitigates against the use of analytical modelling to determine the dynamic response of the circuit. Consequently an experimental approach to determining the circuit behaviour and hence tuning the circuit was developed.

The method consisted essentially of instrumenting the pneumatic circuit - with pressure transducers - which together with pressure and displacement information from the working space of the engine represented a diagnostic tool for debugging the control circuit. The pressure transducers used are the strain-gauge type with a 20 mV DC maximum output voltage corresponding to a 250 psi pressure in some cases and 125 psi pressure in other cases. The voltage signals from these pressure transducers, as well as those from the pressure and displacement transducers on the engine, are monitored by means of a Nicolet Explorer III digital oscilloscope with disk memory capabilities and subsequently transferred to the JCF VAX computer for analysis. Typical curves showing the phase relationships are shown in Figs. 5.4.3 through 5.4.7.

One principal change effected in the initial design of the pneumatic circuit was raising the operating pressure level to 80 psig. The pneumatic valves and switches are all rated at 40 psig. However the circuit response is too slow at this pressure level. For example, the 3-way hydraulic valve is air piloted. Air pressure switches the 3-way valve to slow the engine down during the charging process. However, at the 40 psig pneumatic pressure level, there is a long delay before this valve switches due to the long time constant required to build up the pressure at the pilot, and the charging speed control is thus overridden. Elevating the pressure level to 80 psig cuts down on the time constant
FIG. 5.4.3 PHASE RELATIONSHIP BETWEEN PRESSURE AT THE DISCHARGE VALVE ACTUATOR AND INLET VALVE ACTUATOR.
Fig. 5.4.4 Phase relationship between pressure in the expander (1) and at the discharge valve actuator (2).
FIG. 5.4.5 PHASE RELATIONSHIP BETWEEN PRESSURE IN THE EXPANDER (1) AND AT THE INLET VALVE ACTUATOR (2).
FIG. 5.4.6 PHASE RELATIONSHIP BETWEEN PRESSURE AT THE INLET VALVE ACTUATOR (1) AND DISPLACEMENT (CYLINDER VOLUME) (2).
FIG. 5.4.7 PHASE RELATIONSHIP BETWEEN PRESSURE AT THE DISCHARGE VALVE ACTUATOR (1) AND DISPLACEMENT (CYLINDER VOLUME) (2).
sufficiently to facilitate speed control during the charging process.

Time Sequence of Events in Pneumatic Circuit

A typical phase relationship between the inlet valve actuator pressure signal and that of the discharge valve actuator is shown in Fig. 5.4.3. Also other phase relationships based on signals from the expander pressure transducer and the displacement transducer are shown (Figs. 5.4.4-5.4.7). The digital oscilloscope enabled fairly good estimates of the sequence of events as follows:

- The pressure at the inlet valve actuator takes about 0.14 s to 0.16 s to build up to its full value (80 psig). However it takes about 0.06 to 0.085 to reach the level high enough to switch the valve. On the other hand the complete discharge process takes about 0.20 to 0.24 s to complete. Again the valve closes after about 0.16 s.

- Similarly, the pressure at the discharge valve actuator takes between 0.10 and 0.12 s to build up to full value and about 0.14 s to discharge completely.

The quicker response of the discharge valve actuator time is because it is connected directly to the limit switch whereas the inlet valve actuator is connected to the limit switch through a NOT element with a smaller port size than the air limit switch (see Fig. 5.2.10).

The curves also indicate that there is always a residual pressure at one of the actuators whenever there is pressure in the other line. The residual pressure is about 6 psig for the inlet valve actuator and 12 psi at the discharge valve actuator. There is no
pressure in either actuator only during the expansion process (and also briefly at the end of the discharge stroke before the inlet valve opens).

Time Sequence of Cycle Events

An ideal cylinder-pressure, cylinder-volume curve is shown in Fig. 5.4.8. In this idealized cycle, there is:

- no blow in losses;
- no blow down losses;
- no clearance volume;
- and the charging pressure is constant.

To ensure a fairly constant charging pressure, a surge chamber is provided at the inlet to the engine. Also the piston speed during the charging process is kept minimal. A fairly constant charging pressure is obtained in Fig. 5.4.9. For this figure, time is spent charging the working space with the high pressure gas as is clearly shown in the time plots shown in Figures 5.4.6 and 5.4.7. This also reduced the flow losses associated with the inlet valve. Table 5.2 summarizes time and speed distribution for this cycle.
FIG. 5.4.8 IDEAL P-V DIAGRAM FOR EXPANDER
FIG. 5.4.9 PRESSURE-VOLUME (DISPLACEMENT) DIAGRAM FOR SINGLE PHASE EXPANDER MODE, WITH BLOW DOWN.
Table 5.2

Typical Time Distribution for Cycle Processes

<table>
<thead>
<tr>
<th>Process</th>
<th>Piston Speed (in/s)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charging</td>
<td>0.21</td>
<td>1.87</td>
</tr>
<tr>
<td>Expansion</td>
<td>9.14</td>
<td>0.28</td>
</tr>
<tr>
<td>Discharge</td>
<td>7.76</td>
<td>0.38</td>
</tr>
<tr>
<td>Dwell at TDC</td>
<td>–</td>
<td>0.10</td>
</tr>
<tr>
<td>Dwell at BDC</td>
<td>–</td>
<td>0.04</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>2.67</strong></td>
</tr>
</tbody>
</table>

The capacity of the surge chamber was exceeded at the flow rate required. Thus, it was not possible to keep the charging pressure constant during the intake stroke as shown.

The cycle just described has a blow down loss associated with it. In contrast, the cycle in Fig. 5.4.10 shows complete expansion. It is possible to adjust the cut-off point to ensure negligible blow down loss.

The two cycles just described (Figs. 5.4.9, 5.4.10) are obtained for single phase operation of the expander. The cut-off ratio is about 20%. The P-V diagram of Fig. 5.4.11 was obtained for a comparable cut-off ratio and for operation in a two-phase expander mode. The P-V curve indicates an overexpansion followed by a small recompression.

The maximum charging pressure tested was about 190 psig. The primary limitation against testing at any higher pressure level was the pressure drop in the heat exchanger...
CUTOFF RATIO = 0.495/2.985

= 17%

FIG. 5.4.10 PRESSURE-VOLUME DIAGRAM FOR SINGLE PHASE EXPANDER MODE, WITHOUT BLOWDOWN
stack in the helium liquefier and also the pressure ratio limits on the helium compressors
on the liquefier. This maximum pressure was obtained while running the liquefier with
one compressor and without liquid nitrogen precooling.

5.5 Summary Of Test Results

5.5.1 Refrigeration capacity

The refrigeration capacity was determined from the experimental data summarized
on Table 5.3. The refrigeration capacity increased from 18.5 W when using the J-T
valve, to 33.4 W when the J-T valve was replaced by the supercritical wet expander. This
represents an increase of over 80%.

Also the piston motion loss was found to be 1.3 W (appendix E2). The measured
resistance of the heating element was 10.7Ω when cold.
Table 5.3

Typical results for refrigeration capacity

<table>
<thead>
<tr>
<th></th>
<th>J-T mode</th>
<th>J-T+ piston motion</th>
<th>Wet expander mod</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comp. disch. pres (psig)</td>
<td>209</td>
<td>212</td>
<td>212</td>
</tr>
<tr>
<td>Comp. suction pres (in H$_2$O)</td>
<td>92</td>
<td>84</td>
<td>87</td>
</tr>
<tr>
<td>J-T pressure (psig)</td>
<td>188</td>
<td>190</td>
<td>180-190</td>
</tr>
<tr>
<td>J-T valve setting (μin)</td>
<td>65</td>
<td>65</td>
<td>fully open</td>
</tr>
<tr>
<td>Engine inlet temp (K)</td>
<td>4.42</td>
<td>4.42</td>
<td>6.55</td>
</tr>
<tr>
<td>Engine discharge temp (K)</td>
<td>4.42</td>
<td>4.42</td>
<td>4.42</td>
</tr>
<tr>
<td>Heater voltage (V)</td>
<td>14.07</td>
<td>13.566</td>
<td>18.9</td>
</tr>
<tr>
<td>Heater power (W)</td>
<td>18.5</td>
<td>17.2</td>
<td>33.4</td>
</tr>
</tbody>
</table>

5.5.2 Wet expander performance

The following values are also extracted from the analysis of results given in Appendix E2. The mass flow rate is calculated from the cylinder volume and the state of the working fluid at the cut-off point:

\[ M = 2.18 \text{ g/s}. \]

The reversible expander power \( w_{ree} = 21.8 \text{ W}. \)

The actual power calculated from the mass flow rate \( w_{act} = 20.4 \text{ W}. \)

The ratio gives the expander efficiency \( \eta = 94\% \)
The actual power was also calculated from the indicated power and the heat losses.

Indicated power $w_{ind} = 21.4$ W

Static heat loss rate = 1.6 W

Piston motion loss rate = 1.3 W

These three values give the actual work

$$w_{act} = 18.5$$ W

which gives the expander efficiency

$$\eta = 84.5\%$$

The agreement between the two values for the actual work is 10%. The uncertainty associated with the measured value of the expander inlet temperature contributes to the different values obtained.

5.5.3 Single Phase Expander Performance:

The device was also tested as a single phase expander with a typical performance summarized below:
Table 5.4
Results for single phase expander test

<table>
<thead>
<tr>
<th></th>
<th>Test 1</th>
<th>Test 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expander inlet pressure (atm)</td>
<td>13.21</td>
<td>10.32</td>
</tr>
<tr>
<td>Expander inlet temperature (K)</td>
<td>11.51</td>
<td>10.22</td>
</tr>
<tr>
<td>Expander discharge pressure (atm)</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Expander discharge temperature (K)</td>
<td>4.72</td>
<td>4.6</td>
</tr>
<tr>
<td>Expander efficiency (\eta) (%)</td>
<td>93</td>
<td>91</td>
</tr>
</tbody>
</table>

5.6 Conclusion

The measured efficiency of the supercritical wet expander lies between 84% and 93%. As a single phase gas expander, the measured efficiency is between 91% and 93%. These high efficiencies are indications that even for moderate vapor compressor efficiencies the Saturated Vapor Compression cycle may be viable.
6.1 Summary

The following objectives for this thesis have been achieved:

1. To develop an alternative optimization scheme for cryogenic liquefaction cycles, based on the second law of thermodynamics and in which the configuration is an output rather than an input.

2. To design and build a machine that can be used for investigations leading to the practical implementation of the saturated vapor compression cycle.

An entropy flow (second law) analysis of a continuum model for the precooling stage of helium refrigeration/liquefaction cycles has been introduced. The model adjusts the heat capacity flow in the cycle such that the irreversibilities associated with the heat exchange, quantified by the generated entropy flow, is minimum. This is achieved either by extracting work of expansion from the stream with the higher heat capacity rate or by adding work of compression to the stream with the lower heat capacity rate. The result of this adjustment is that starting from the warm end of the precooling stage, work of expansion must be extracted from the high pressure stream, up to a point where the heat capacity rates match; thereafter work of compression must be added to the high pressure stream which now has a lower specific heat.

An optimal configuration is synthesized from the performance curves of the continuum model by discretization. For the precooling stage, this optimum configuration
involves use of heat exchangers and expanders as discussed by Collins. The greater the number of expansion stages, the closer the precooling stage approaches reversibility (for reversible expansion processes). In practice, however, the cost of the expanders may against the use of so many expansion stages. The Collins' cryostat contains two expansion stages (Fig. 3.11).

The analysis also confirms the saturated vapor compression (SVC) arrangement as the optimal cold end configuration based on a second law analysis. Thus together with the multiple-expander precooling stage, an optimal cycle configuration has been derived. This SVC cycle has several advantages over the conventional helium liquefaction cycle.

1. The overall cycle thermodynamic performance is improved due to better matching of the heat capacity rates of the two streams. Also, the wet expander operates over a much higher pressure ratio, and therefore its potential is more fully utilized.

2. The required heat exchange area is substantially reduced. This is due to the improved heat transfer coefficient at the higher pressure levels resulting from increased mass velocities for the same loss of pressure ratio in each channel.

3. The cycle pressure level can be chosen for the best performance of the expansion engines and heat exchangers alone, rather than by compromise with the performance of the J-T value.

4. The increased suction pressure results in a reduced compressor size.

5. The SVC cold end may be used as a bottoming cycle to convert a conventional refrigerator to a 1.8 K refrigerator without the addition of large low pressure heat exchangers and large displacement vacuum pumps.
One of the novelties in the optimization procedure developed is in providing the configuration as an output rather than an input to the design algorithm. The following general trends in the cycle design parameters are also deduced from the procedure.

1. **Critical heat exchange $\Delta T$:** The analysis indicates that for optimal cycle performance, the heat exchange $\Delta T/T$ must be constant over the entire precooling temperature range for either operation mode (refrigeration or liquefaction) and using ideal or real gas properties. Thus in designing a cycle with discrete expansion, the critical heat exchange temperature differences must be initialized to a constant value for $\Delta T/T$. Each value of $\Delta T/T$ corresponds to a specific heat exchange area. Thus, this allows a trade-off decision between heat exchange surface and thermodynamic performance.

2. **Pressure ratio/level:** The cycle pressure ratio and pressure level must be as high as possible. These must therefore be fixed by the structural integrity and/or the performance of the cycle components.

3. **Temperature levels:** In general the temperature levels, indicated by the expander inlet (or discharge) condition can be obtained by direct discretization of the mass flow rate curve. However this may involve a tedious iteration. Therefore a parametric optimization scheme may be used to obtain these temperature levels.

In the experimental work an experimental reciprocating engine has been constructed and operated at efficiencies between 84% and 93% as a wet expander and between 91% and 93% as a single phase expander at temperatures near 4.2 K. The
static heat loss and the piston motion loss account for the major part of the expander losses. Cyclic heat transfer loss which substantially affect the performance of Stirling machines do not have a significant effect on the wet expander because of the reduced specific heat capacity of stainless steel at the operating temperature. The programmable hydraulic/pneumatic piston motion control unit enabled fine-adjustment of the valves and the clearance volume essentially eliminating blow down and blow in losses. The operating hours for the expansion engine are not yet long enough to facilitate a determination of the reliability of the machine. The only problem so far seems to be small oil leaks at the miniature pneumatic fittings used for the hydraulic circuit. Replacement of these fittings would be recommended.

6.2 Suggestions For Further Work

Optimization Technique: The total heat exchange area available has been incorporated in the overall cycle design through the choice of $\Delta T/T$ used for initiating the critical heat exchange temperature differences. However, the overall design is still a 2-step procedure involving the heat exchanger design and then the overall cycle design. The heat exchanger $\Delta P$ losses and axial conduction losses are not included in the model. An extension of this work would be to develop a model that includes these two effects.

Cold Compressor Test: Two simple changes are required to convert the expansion engine into a cold compressor interfaced with the CTi Model 1400 liquefier. These are:

1. Reprogramming the piston motion control system for the appropriate valve opening and closing sequence; and
2. Replumbing the engine end of the two-channel coaxial transfer line interconnecting the engine and the CTi liquefier.

Thus the machine may be used to run experiments as a cold compressor. The performance will be useful in determining the viability of implementing the SVC cycle.

Experiments: Analytical models for the shuttle heat transfer loss, piston gap pumping loss and cyclic heat transfer loss associated with reciprocating displacers, have been developed for Stirling cycles. These models are invariably used for the design of cryogenic expanders. However no experimental verification of these models at cryogenic temperatures has been documented. Experiments to model these losses would be very useful to the designer of cryogenic expanders and can be easily carried out with minor modification of the experimental apparatus.
Appendix A

GENERATED ENTROPY AS A PERFORMANCE INDEX

The performance of thermodynamic refrigeration cycles is traditionally given by the coefficient of performance COP. Details of an entropy flow analysis for evaluating the performance of a refrigeration system consisting of a series of refrigerators each spanning a temperature dT and rejecting heat to the next higher temperature (Fig. 2.1) is presented in this appendix. It is shown that minimizing the generated entropy is equivalent to maximizing the COP for the refrigeration system, as discussed in chapter 2.

Suppose the work input per stage (see Fig. 2.1)

$$\delta W_{act} = x \delta W_{rev}$$  \hspace{1cm} (A.1)

where $\delta W_{rev}$ is the reversible work input per stage.

For each stage,

$$\frac{1}{COP_{rev}} = \frac{\delta W_{rev}}{Q_t}$$

$$= \frac{T + dT}{T} - 1$$

$$= \frac{dT}{T}$$  \hspace{1cm} (A.2)

Also,

$$\frac{1}{COP_{act}} = \frac{\delta W}{Q_t}$$

$$= \frac{x \delta W_{rev}}{Q_t}$$

$$= \frac{x dT}{T}$$  \hspace{1cm} (A.3)
Further, from the first law

\[ \delta W_{act} = Q_r \cdot a_T - Q_r = dQ \quad (A.4) \]

hence

\[ \frac{dQ}{Q} = \frac{dT}{T} \quad (A.5) \]

Integrating,

\[ \frac{Q}{Q} = \left( \frac{T}{T_1} \right)^x \quad (A.6) \]

The entropy transfer at temperature T,

\[ S = \frac{Q}{T} \quad (A.7) \]

Therefore

\[ S = S \left( \frac{T}{T_1} \right)^{x-1} \quad (A.8) \]

To find the overall COP we note that

\[ W = Q_\Delta - Q \]
\[ = Q \left[ \frac{Q_\Delta}{Q} - 1 \right] \quad (A.9) \]

hence the performance of the refrigeration system
becomes

\[
COP = \frac{1}{\left[\left(\frac{Q_h}{Q_l}\right) - 1\right]} \quad (A.11)
\]

which simplifies to

\[
COP = \frac{1}{\left(\frac{T_h}{T_l}\right)^z - 1} \quad (A.12)
\]

from which the COP for a reversible refrigerator is recovered for \( z = 1 \)

\[
COP_{rev} = \frac{1}{\frac{T_h}{T_l} - 1} \quad (A.13)
\]

In terms of entropy, the COP becomes

\[
COP = \frac{1}{\frac{S_h}{S_l} \left(\frac{T_h}{T_l}\right) - 1} \quad (A.14)
\]

but

\[
\frac{S_h}{Q} = 1 + \frac{S_{ren}}{Q} \quad (A.15)
\]

hence
\[
COP = \frac{1}{\frac{T_h}{T_i} \left[ 1 + \frac{S_{\text{gen}}}{S_i} \right] - 1}
\]  \quad (A.16)

Therefore maximizing COP is equivalent to minimizing \( S_{\text{gen}}(T) \) given by

\[
S_{\text{gen}} = \int_{T_i}^{T} \frac{dS_{\text{gen}}}{dT} dT
\]  \quad (A.17)

as used in chapter 2.
Appendix B

REVERSIBLE CONTINUUM MODELS FOR THE PRECOOLING STAGE OF HELIUM REFRIGERATORS

An optimal configuration for helium refrigeration cycles was synthesized from the performance curves of two models for the precooling stage of the refrigeration cycle. In this appendix details of the analysis for deriving these performance curves are presented for these models. The mass crossflow model is first considered for the refrigeration mode and then the liquefaction mode in sections B1.1 and B1.2 respectively. Similarly, sections B2.1 and B2.2 address the variable pressure model in the two operating modes: refrigeration and liquefaction respectively. There are three basic assumptions underlining the analyses:

1. all expansion and/or compression processes are reversible;
2. the heat exchanger has infinite heat transfer area;
3. the pressure drop in the heat exchangers is zero.

Thus there is zero heat exchange $\Delta T$ and zero flow irreversibility.

B1 Continuously Distributed Full-Pressure Ratio Expanders

B1.1 Refrigeration Mode

Fig. 3.1(a) is a model representing the precooling stage of the refrigeration cycle. It consists of a counter flow heat exchanger with reversible isothermal expanders continuously distributed over the temperature spanned the precooling stage. The governing equations are derived from the first law applied successively to the components and processes as follows.

The heat balance for the two streams gives

$$Q_a = Q + Q_f.$$  \hfill (B.1)
For the isothermal expansion process,

\[
W_T = Q_T, \quad (B.2)
\]

\[
= T(S - S_h) dM. \quad (B.3)
\]

Also for the low pressure stream,

\[
Q_L = MC_{pl}dT. \quad (B.4)
\]

Similarly for the high pressure stream,

\[
Q_h = MC_{ph}dT. \quad (B.5)
\]

Substitution in the heat balance equation (Eq. B.1) gives the describing equation for the model as:

\[
M(C_{ph} - C_{pl}) dT = T(S - S_h) dM. \quad (B.6)
\]

Rearranging terms:

\[
\frac{dM}{M} = \frac{(C_{ph} - C_{pl})}{(S - S_h)} \frac{dT}{T}. \quad (B.7)
\]

Finally, integrating (Eq. B.7) gives the mass flow rate distribution as:

\[
\frac{M}{M_0} = \exp \int \left( \frac{C_{ph} - C_{pl}}{S - S_h} \right) \frac{dT}{T}. \quad (B.8)
\]

Equation B1.8 is integrated numerically, using a Gauss integration algorithm, RGQIS, to obtain the results plotted in Sec 3.3.1. The computer program is listed in appendix D.
B1.2 Liquefaction Mode

In the refrigeration mode, the same mass circulates in both the high and the low pressure channels of the heat exchanger. This section details the derivation of the system equations for the model when operating in the liquefaction mode. The principal difference between the analysis for the liquefaction mode and that for the refrigeration mode is the factor \( c \) (the ratio of the mass flow rate through the two channels) which modifies the specific heat capacity of the high pressure stream. The assumptions underlining the derivation of the following equations are as stated in the preceding section. These equations are again derived from successive application of the first and second laws of thermodynamics.

The heat balance for the two streams gives

\[
Q_h = Q + Q_r. \tag{B.9}
\]

For the isothermal expansion process,

\[
W_T = Q_r, \tag{B.10}
\]

\[
= T(S - S_h) dM. \tag{B.11}
\]

Also for the low pressure stream,

\[
Q = M C_{pl} dT. \tag{B.12}
\]

Similarly for the high pressure stream,

\[
Q_h = M_h C_{ph} dT. \tag{B.13}
\]
Substitution in the heat balance equation (13.9) gives the describing equation for the model as:

\[ M(cC_{ph} - C_{pl})dT = T(S - S_h)dM. \]  
\[(B.14)\]

where

\[ \epsilon = \frac{M_0}{M}, \]  
\[(B.15)\]

and

\[ M_f = M. \]  
\[(B.16)\]

Equation (B.14) may be rearranged to give:

\[ \frac{dM}{M} = \frac{(cC_{ph} - C_{pl})dT}{(S - S_h)T}, \]  
\[(B.17)\]

and subsequent integration gives the final result as:

\[ \frac{M}{M_0} = \exp \int \left( \frac{cC_{ph} - C_{pl}}{S - S_h} \right) \frac{dT}{T}. \]  
\[(B.18)\]

as presented in Sec. 3.3.2.

In Eq. B.18, \( \epsilon \) is a function of temperature which is not known a priori. The numerical integration therefore requires iteration on \( \epsilon \). The mass flow rate curve for the refrigeration mode is used to initialize \( \epsilon \). Subsequently, the resulting mass flow rate curve is used for the next iteration on \( \epsilon \).
B2 Model II: Continuously Distributed Full-Flow Expanders

The second model discussed in Chapter 3 involves continuously varying either pressure in the heat exchanger to match the cycle entropy flow and thereby produce a reversible precooling stage. Figure 3.1(b) shows the model with variable high pressure and constant low pressure in the heat exchanger. The governing equations are based on the same three assumptions listed in the introduction to this appendix.

The derivation of the governing equations start with the definition of entropy $S$ as a function of pressure $P$ and temperature $T$. Thus,

$$dS = \left( \frac{\partial S}{\partial P} \right)_T dP + \left( \frac{\partial S}{\partial T} \right)_P dT. \quad (B.19)$$

The partial derivative of the characteristic thermodynamic function $h(S, P)$ is

$$dh = T dS + v dP, \quad (B.20)$$

from which

$$\left( \frac{\partial h}{\partial T} \right)_P = T \left( \frac{\partial S}{\partial T} \right)_P, \quad \beta = \frac{C_p}{T}, \quad (B.21)$$

Further from the Maxwell relation

$$\left( \frac{\partial S}{\partial P} \right)_T = -\left( \frac{\partial v}{\partial T} \right)_P, \quad (B.22)$$

and the definition of the coefficient of thermal expansion,

$$\beta = \frac{1}{v} \left( \frac{\partial v}{\partial T} \right)_P. \quad (B.23)$$
we obtain
\[ \left( \frac{\partial S}{\partial P} \right)_T = -\beta v. \]  

\text{(B.24)}

Substitution for the partial derivatives in equation (B.19) then gives

\[ dS = \beta v dp + \left( \frac{C_p}{T} \right) dT. \]  

\text{(B.25)}

This expression for the change in entropy is substituted in the statement of the second law to derive the differential equations for the model as demonstrated presently.

**B2.1 Refrigeration mode**

For the refrigeration model shown in Fig. 3.1(b), the second law of thermodynamics applied to the control volume is

\[ dS = dS_h, \]  

\text{(B.26)}

where

\[ dS = -\beta u dR + \frac{C_{pl}}{T} dT, \]  

\text{(B.27)}

\[ dS_h = -\beta v_h dP_h + \frac{C_{ph}}{T} dT. \]  

\text{(B.28)}

**Case 1. \( R = \text{constant} \)**

Consider first the case of varying the high pressure to match the entropy flow while the low pressure is kept constant. Thus,

\[ dR = 0, \]  

\text{(B.29)}
and substitution of Eqs. (B.27) and (B.28) in Eq. (B.26) gives the equation for the variable high pressure case as:

\[- \beta_{\text{h,} \text{v}_h} dP_h \quad C_{\text{ph}} \frac{dT}{T} = C_{\text{pl}} \frac{dT}{T}, \quad (B.30)\]

which simplifies to:

\[\frac{dP_h}{dT} = \frac{C_{\text{ph}} - C_{\text{pl}}}{\beta_{\text{h,} \text{v}_h} T}. \quad (B.31)\]

**Case 2. \(P_h = \text{constant}\)**

Similarly if the low pressure is varied and the high pressure is kept constant, then

\[dP_h = 0, \quad (B.32)\]

and substitution in the second law now gives the governing equation for the variable low pressure case as:

\[- \beta_{\text{h,} \text{v}_h} dP + C_{\text{pl}} \frac{dT}{T} = C_{\text{ph}} \frac{dT}{T}, \quad (B.33)\]

which simplifies to:

\[\frac{dP}{dT} = \frac{C_{\text{pl}} - C_{\text{ph}}}{\beta_{\text{h,} \text{v}_h} T}. \quad (B.34)\]

Notice that for

\[\frac{dP}{dT} = 0, \quad (B.35)\]

\[C_{\text{ph}} = C_{\text{pl}}. \quad (B.36)\]
This is the condition for the turning point in the pressure versus temperature curves. The gradient is positive in the warm end and negative in the cold end for the constant low pressure case. Conversely, the gradient is negative in the warm end and positive in the cold end for the constant high pressure case as shown in Figs. 3.7 and 3.8 of Chapter 3.

The pressure is given in either case by direct numerical integration using Gauss quadrature and the thermophysical properties of helium from the NBS Technical Note 631.90

Thus for the variable high pressure we get

\[ P_h - (P_h)_e = \int \frac{C_{ph} - C_{pl}}{\beta_h v_h T} \, dT, \quad (B.35) \]

and for the variable low pressure we get the result

\[ P_l - (P)_e = \int \frac{C_{pl} - C_{ph}}{\beta_{v_l} T} \, dT. \quad (3.28) \]

Typical curves for the pressure are shown in Chapter 3.

B2.2 Liquefaction mode

In the liquefaction mode the mass flow rate of the high pressure stream \(M_h\) is greater than the low pressure stream mass flow rate \(M\). The second law of thermodynamics now gives:

\[ M \, dS = M_h \, dS_h, \quad (B.37) \]

which simplifies to

\[ dS = \epsilon \, dS_h, \quad (B.38) \]
where \( \epsilon = \frac{M_h}{M} = 1 + \frac{M_{iq}}{M} \).

Then for \( R_l \) = constant,

\[
\epsilon((-\beta_{h}v_{h})dP_{h} + C_{ph}\frac{dT}{T}) = C_{pl}\left(\frac{dT}{T}\right),
\]

which simplifies to:

\[
\frac{dP_{h}}{dT} = \frac{C_{ph} - C_{pl}/\epsilon}{\beta_{h}v_{h}T}.
\]  \((B.39)\)

Similarly for \( R_h \) = constant,

\[
(-\beta_{u}v_{u})dR_{h} + C_{pl}\frac{dT}{T} = \epsilon C_{ph}\left(\frac{dT}{T}\right),
\]

which simplifies to:

\[
\frac{dR_{h}}{dT} = \frac{\epsilon C_{ph} - C_{pl}}{\beta_{u}v_{u}T}.
\]  \((B.40)\)

Integrating Eqs. B.40 and B.42 gives the variation of the high and low pressure values respectively as:

\[
P_h - (P_h)_e = \int \left(\frac{C_{ph} - C_{pl}/\epsilon}{\beta_{h}v_{h}T}\right),
\]

\[
P_h - (P_h)_e = \int \left(\frac{\epsilon C_{ph} - C_{pl}}{\beta_{u}v_{u}T}\right).
\]

\[
R - (R)_e = \int \left(\frac{C_{ph} - C_{pl}/\epsilon}{\beta_{h}v_{h}T}\right),
\]

\[
R - (R)_e = \int \left(\frac{\epsilon C_{ph} - C_{pl}}{\beta_{u}v_{u}T}\right).
\]

\((B.43)\)

\((B.44)\)
The gradients behave in the same way as before in both cases but the condition at the turning point, obtained by setting the pressure gradient to zero, now becomes

$$\epsilon C_{ph} = C_{pl}. \quad (B.45)$$

Thus the turning point temperature is now a function of the rate of liquid production and is always lower than the corresponding value for the refrigeration mode as explained in Chapter 3.

In this full-flow expansion model, the mass flow rate in either channel is constant. Therefore the mass flow rate ratio $\epsilon$ is also a constant.
Appendix C

In chapter 4, a continuum model for the precooling stage of the refrigeration cycle was introduced together with the results of the optimal distribution of the system parameters. In this appendix, details of the derivation of system equations as well as their solutions are presented. The analysis covers both refrigeration and liquefaction operating modes. An ideal gas model for the working fluid is first considered (appendix C1 details the refrigeration mode analysis and appendix C2 presents the parallel analysis for the liquefaction mode). The corresponding analyses for the real gas model are presented in appendices C3 and C4 for the refrigeration mode and the liquefaction mode respectively. Finally the analysis is repeated for an alternative expander arrangement for the ideal gas case (C5). Only the refrigeration mode version is presented. The liquefaction mode analyses, as demonstrated in C2 and C4 are similar to the refrigeration mode analyses differing only by the parameter $\epsilon$ which is the ratio of the mass flow rate of the high pressure stream to the mass flow rate of the low pressure stream.

C1 Ideal Gas Model: Refrigeration Mode

The model for the refrigeration mode is shown in Fig. 4.2(a) and described in Sec. 4.2. The fractional mass extracted from the high pressure stream is expanded in two steps: first through a reversible isothermal expander and then through a reversible adiabatic expander.

The governing equations for the continuum model, are derived based on the following assumptions:

1. The working fluid is an ideal gas;
2. The expansion process are reversible:

3. The pressure drop in the heat exchangers are negligible;

4. The overall heat transfer coefficient, $U$, is constant.

5. The pressure ratio is fixed.

The first law is first applied successively to the various processes and/or components.

Heat Balance for the stream gives:

$$\delta Q_h - \delta Q = \delta Q_r. \quad (C1.1)$$

The isothermal expansion process gives:

$$\delta Q_r = \delta W_r, \quad (C1.2)$$

$$\delta W_r = dMR(T + \Delta T)ln \frac{P_h}{P_i}. \quad (C1.3)$$

Similarly, for the adiabatic expansion process,

$$\frac{P_i}{P_f} = \left( \frac{T + \Delta T}{T} \right) \frac{\gamma - 1}{\gamma}. \quad (C1.4)$$

For the low pressure stream,

$$\delta Q = MC_p dT, \quad (C1.5)$$

and for the high pressure stream,

$$\delta Q_h = MC_p d(T + \Delta T). \quad (C1.6)$$

Also the heat exchanger heat balance is:

$$\delta Q = U d\Delta T. \quad (C1.7)$$
Finally, the second law of thermodynamics gives the entropy balance in the form:

\[ dS_{tot} = \frac{\delta Q}{T} - \frac{\delta Q}{T + \Delta T}. \quad (C1.8) \]

These equations may be reduced to a system of three equations. Thus substitution in the heat balance for the streams gives an equation for the mass flow rate:

\[ MC_p(dT + d\Delta T) - MC_p dT = dMRT \left( 1 + \frac{\Delta T}{T} \right) \left[ \ln \left( \frac{P_i}{P_h} \right) - \frac{\gamma}{\gamma - 1} \ln \left( 1 + \frac{\Delta T}{T} \right) \right] \quad (C1.9) \]

or equivalently,

\[ \frac{dM}{M} = \frac{d(\Delta T)}{\left( \frac{R}{C_p} \right)(1 + \Delta T)[\ln \left( \frac{P_i}{P_h} \right) - \frac{\gamma}{\gamma - 1} \ln \left( 1 + \frac{\Delta T}{T} \right)]}. \quad (C1.10a) \]

Similarly, the heat exchange rate equation reduces to:

\[ U \, dA = \frac{MC_p \, dT}{\Delta T}. \quad (C1.10b) \]

and the entropy balance becomes:

\[ dS_{tot} = MC_p \left( \frac{\Delta T}{T + \Delta T} \right) \frac{dT}{T}. \quad (C1.10c) \]

The three equations are further simplified when expressed in terms of the dimensionless parameters:
In terms of these parameters, the equations take the following form:

Continuity of mass flow:

\[
d\Psi = \frac{(y + y')}{(1 + y)[\frac{1}{\gamma} \ln r_p - \ln(1 + y)]} \, d\eta
\]  \hspace{1cm} (C.1.1a)

Heat exchange area,

\[
\frac{U \, dA}{M_c C_p} = \frac{\exp \, \Psi}{y} \, d\eta
\]  \hspace{1cm} (C.1.1b)

Entropy balance,

\[
\frac{dS_{ven}}{M_c C_p} = \frac{y \exp \, \Psi}{1 + y} \, d\eta
\]  \hspace{1cm} (C.1.1c)

A set of integral equations can now be obtained for the mass flow rate, the total heat exchange area and the total generated entropy respectively as:
where the constant $\beta$ is given by the pressure ratio $\beta = \frac{1}{\alpha} \ln r_p$

Optimal precooling for this model then requires minimizing the generated entropy subject to continuity of mass flow and the total heat exchange area constraint (Eq. C1.12b). This is a classical variational calculus problem.

**Variational calculus formulation**

To minimize the total generated entropy

$$
\frac{S_{\text{gen}}}{M_0C_p} = \int y \exp \Psi \frac{d\eta}{1 + y},
$$

subject to the two constraints: equations (C1.12a) and (C1.12b), we define the functional with

$$
I = \int (F + \lambda_1 G_1 + \lambda_2 G_2) d\eta,
$$
where

\[ F = \frac{y \exp \Psi}{1 + y}, \quad (C1.15a) \]

\[ G_1 = \frac{\exp \Psi}{1 + y}, \quad (C1.15b) \]

and

\[ G_2 = \frac{y + y'}{(1 + y)[\theta - \ln(1 + y)]} - \Psi'. \quad (C1.15c) \]

Thus

\[ I = \int H(\eta, y, y', \Psi, \Psi') \, d\eta \quad (C1.16) \]

The Euler equations for this functional with two dependent variables \((y, \Psi)\) and one independent variable \(\eta\) are:

\[ \frac{\partial H}{\partial y} = \frac{d}{d\eta} \left( \frac{\partial H}{\partial \psi'} \right), \quad (C1.17a) \]

and

\[ \frac{\partial H}{\partial \Psi} = \frac{d}{d\eta} \left( \frac{\partial H}{\partial \psi'} \right), \quad (C1.17b) \]

The components of the Euler equation are first evaluated:
\[
\frac{\partial H}{\partial \nu} = \exp \psi \left[ \frac{y}{1+y} + \frac{\lambda_1}{y} \right]. \tag{C1.18}
\]

\[
\frac{\partial H}{\partial \psi'} = -\lambda_2. \tag{C1.19}
\]

\[
d \left( \frac{\partial H}{\partial \psi'} \right) = 0. \tag{C1.20}
\]

\[
\frac{\partial H}{\partial y} = \exp \psi \left( \frac{1}{(1+y)^2} - \frac{\lambda_1}{y^2} + \frac{\lambda_2}{(1+y)[\beta - \ln(1+y)]} \right) + \\
\frac{\lambda_2(y+y')}{(1+y)^2[\beta - \ln(1+y)]^2} - \frac{\lambda_2(y+y')}{(1+y)^2[\beta - \ln(1+y)]}. \tag{C1.21}
\]

\[
\frac{\partial H}{\partial y'} = \frac{\lambda_2}{(1+y)[\beta - \ln(1+y)]}. \tag{C1.22}
\]

\[
d \left( \frac{\partial H}{\partial y'} \right) = \frac{\lambda_2 y'}{(1+y)^2[\beta - \ln(1+y)]^2} - \frac{\lambda_2 y'}{(1+y)^2[\beta - \ln(1+y)]}. \tag{C1.23}
\]

The equations describing the optimal performance of the model can now be obtained by direct substitution in the Euler equations. The results of substitution in equations C1.17(a and b) are given respectively by:

\[
\exp \psi \left[ \frac{y}{1+y} + \frac{\lambda_1}{y} \right] = 0. \tag{C1.24}
\]
\[
\exp \Psi \left( \frac{1}{(1+y)^2} - \frac{\lambda_1}{y^2} + \frac{\lambda_2}{(1+y)[\beta - \ln(1+y)]} + \frac{\lambda_2(y + y')}{(1+y)^2[\beta - \ln(1+y)]^2} \right) = 0. \quad (C1.25)
\]

Solution

The resulting simple algebraic equation (Eq. C1.24) has the unique solution:

\[
\frac{y}{1+y} + \frac{\lambda_1}{y} = 0, \quad (C1.26)
\]

since

\[
\exp \Psi \neq 0
\]

Equation C1.26 thus gives the distribution of \( y \) over the precooling temperature range in the quadratic form:

\[
y^2 + \lambda_1 y + \lambda_1 = 0 \quad (C1.27)
\]

with the simple solution

\[
y = \frac{-\lambda_1 + \sqrt{\lambda_1^2 - 4\lambda_1}}{2}
\]

\[
= \text{constant} \quad (C1.28)
\]
This constant value for \( y \) may be substituted into Eq. C1.2 to obtain the distribution of \( \Psi \) as a function of the Lagrange multiplier \( \lambda_i \). Subsequently, the Lagrange multiplier \( \lambda_i \) may be evaluated from the heat exchange area constraint (or the first law constraint) to complete the solution.

Alternatively, for a given constant value for \( y \), the continuity equation may be integrated directly to give

\[
\Psi = \Phi \eta \tag{C1.29}
\]

where

\[
\Phi = \frac{y}{(1 + y)[\frac{3}{2} \ln r_p - \ln(1 + y)]} \tag{C1.30}
\]

The initial conditions are \( \Psi_0 \) and \( \eta_0 = 0 \).

Subsequently, the heat exchange area and the generated entropy are also obtained by direct integration after substituting for \( y \) and \( \Psi \) in equation C1.12b and C1.12c respectively:

\[
\frac{\Delta U}{\dot{M}C_p} = \frac{1}{y} \int_{\eta_0}^{\eta} \exp \phi \eta \, d\eta \tag{C1.31a}
\]

\[
= \frac{\exp \phi \eta - 1}{\phi y}; \tag{C1.31b}
\]

and

\[
\frac{S_{gen}}{\dot{M}C_p} = \frac{y}{1 + y} \int_{\eta_0}^{\eta} \exp \phi \eta \, d\eta, \tag{C1.32a}
\]
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Substituting for the dimensionless variables gives the distribution of the heat exchange temperature difference ratio, the mass flow rate, heat exchange area and the generated entropy in terms of temperature:

\[
\frac{\Delta T}{T} = \text{constant} \quad (C1.33)
\]

\[
\frac{M}{M_0} = \left( \frac{T}{T_0} \right)^* \quad (C1.34)
\]

\[
\frac{A_U}{M_0C_p} = \Phi_1 \left[ \left( \frac{T}{T_0} \right)^* - 1 \right] \quad (C1.35)
\]

\[
\frac{S_{gen}}{M_0C_p} = \Phi_2 \left[ \left( \frac{T}{T_0} \right)^* - 1 \right] \quad (C1.36)
\]

where the scaling constants for the heat exchange area and the generated entropy are given respectively by:

\[
\Phi_1 = \frac{1}{\Phi_y} \quad (C1.37)
\]

\[
\Phi_2 = \frac{y}{\Phi(1 + y)} \quad (C1.38)
\]
and $\phi$ is given by equation C1.3a. These functions are shown and discussed in Chapter 4.
Appendix C2

Ideal Gas Model: Liquefaction Mode

In a liquefier, the mass flow rate of the high pressure stream \( M_h \) is higher than that of the low pressure stream \( M \). Therefore the governing equations for the continuum precooling stage contains an extra variable, the mass flow rate ratio \( \varepsilon = M_h / M \) which is a function of temperature. This section gives detailed derivation of the governing equations for the precooling stage of a liquefaction cycle. The analysis is essentially a repeat of the derivation in Sec. C1 except for the parameter \( \varepsilon \), and is based on the same assumptions.

Heat balance for the two streams gives:

\[
\delta Q_h - \delta Q = \delta Q_T. \tag{C2.1}
\]

The isothermal expansion process gives:

\[
\delta Q_T = \delta W_T. \tag{C2.2}
\]

\[
\delta W_T = dM R(T + \Delta T) \ln \frac{P_h}{P_l}. \tag{C2.3}
\]

Similarly for the adiabatic expansion process,

\[
\frac{P_l}{P_l} = \left( \frac{T + \Delta T}{T} \right)^{\frac{k-1}{k}}, \tag{C2.4}
\]

For the low pressure stream,

\[
\delta Q = M C_p dT, \tag{C2.5}
\]

and for the high pressure stream,

\[
\delta Q_h = M_h C_p d(T + \Delta T). \tag{C2.6}
\]
Also the heat exchange rate equation gives:

\[ \delta Q = U \, dA \Delta T. \]  \hspace{1cm} (C2.7)

Finally the second law of thermodynamics gives the entropy balance in the form:

\[ dS_{\text{rev}} = \frac{\delta Q}{T} - \frac{\delta Q}{T + \Delta T}. \]  \hspace{1cm} (C2.8)

These equations may be reduced to a system of three equations. Thus substitution in the heat balance for the streams gives an equation for the mass flow rate:

\[ \epsilon MC_p(dT + d\Delta T) - MC_p \, dT = dMRT(1 + \frac{\Delta T}{T})[\ln(\frac{P_2}{P_1}) - \frac{\gamma - 1}{\gamma} \ln(1 + \frac{\Delta T}{T})] \] \hspace{1cm} (C2.9)

or equivalently,

\[ \frac{dM}{M} = \frac{\epsilon (dT + d(\Delta T)) - dT}{(\frac{P_2}{P_1})(1 + \frac{\Delta T}{T})[\ln(\frac{P_2}{P_1}) - \frac{\gamma - 1}{\gamma} \ln(1 + \frac{\Delta T}{T})]} \] \hspace{1cm} (C2.10)

Similarly, the heat exchange rate equation reduces to:

\[ U \, dA = \frac{MC_p \, dT}{\Delta T}, \] \hspace{1cm} (C2.11)

and the entropy balance becomes:

\[ dS_{\text{rev}} = MC_p \left( \frac{\Delta T}{T + \Delta T} \right) \frac{dT}{T} \] \hspace{1cm} (C2.12)
where \( \varepsilon = \frac{M_0}{M} = 1 + \frac{M_1}{M} \).

The three equations are further simplified when expressed in terms of the following dimensionless parameters:

\[
\begin{align*}
\eta &= \ln \frac{T}{T_0}; \\
\Psi &= \ln \frac{M}{M_0}; \\
\alpha &= \frac{\gamma - 1}{\gamma}; \\
\alpha &= \frac{C_p}{R}; \\
\tau_p &= \frac{F_0}{F_1};
\end{align*}
\]

In terms of these parameters, the equations take the following form:

Continuity of mass flow:

\[
d\Psi = \frac{\varepsilon(1 + y + y') - 1}{(1 + y)[\frac{1}{\alpha} \ln \tau_p - \ln(1 + y)]} \, d\eta \tag{C2.13}
\]

Heat exchange area:

\[
\frac{U \, dA}{M_0 C_p} = \frac{\exp \Psi}{\eta} \, d\eta, \tag{C2.14}
\]

Entropy balance:

\[
\frac{dS_{ven}}{M_0 C_p} = \frac{y \exp \Psi}{1 + y} \, d\eta, \tag{C2.15}
\]
A set of integral equations can now be obtained for the mass flow rate, the total heat exchange area and the total generated entropy respectively in the form:

\[
\int_{\eta_0}^{\eta_f} \left[ \frac{\epsilon(1 + y + y') - 1}{(1 + y)[\beta - \ln(1 + y)]} - \Psi' \right] d\eta = \text{constant},
\]

\[
\frac{UA}{M_C} = \int_{\eta_0}^{\eta_f} \frac{\exp \Psi}{y} \, d\eta,
\]

\[
\frac{S_{gen}}{M_C} = \int_{\eta_0}^{\eta_f} \frac{y \exp \Psi}{1 + y} \, d\eta,
\]

where the constant \( \beta \) is given by the pressure ratio

\[
\beta = \frac{1}{\alpha} \ln r_p.
\]

Optimal precooling for this model then requires minimizing the generated entropy subject to continuity of mass flow and the total heat exchange area constraint (Eqs. C2.16 and C2.17). This is a classical variational calculus problem.

**Variational Calculus Formulation**

To minimize the total generated entropy

\[
\frac{S_{gen}}{M_C} = \int \frac{y \exp \Psi}{1 + y} \, d\eta,
\]

(C2.20)
subject to the two constraints: equations (C2.16) and (C2.17), we define the functional with

\[ I = \int (F + \lambda_1 G_1 + \lambda_2 G_2) d\eta, \quad (C2.21) \]

where

\[ F = \frac{y \exp \Psi}{1 + y}, \quad (C2.22) \]

\[ G_1 = \frac{\exp \Psi}{1 + y}, \quad (C2.23) \]

and

\[ G_2 = \frac{e(1 + y + y') - 1}{(1 + y)[\beta - \ln(1 + y)]} - \Psi'. \quad (C2.24) \]

Thus

\[ I = \int H(\eta, y, y', \Psi, \Psi') d\eta \quad (C2.25) \]

The Euler equations for this functional with two dependent variables \((y, \Psi)\) and one independent variable \(\eta\) are:

\[ \frac{\partial H}{\partial y} = \frac{d}{d\eta} \left( \frac{\partial H}{\partial y'} \right), \quad (C2.26) \]
and

\[
\frac{\partial H}{\partial \Psi} = d \frac{\partial H}{\partial \Psi'}.
\]  
(C2.27)

The components of the Euler equation are first evaluated:

\[
\frac{\partial H}{\partial \Psi} = \exp \Psi \left[ \frac{y}{1+y} + \frac{\lambda_1}{y} \right]
\]  
(C2.28)

\[
\frac{\partial H}{\partial \Psi} = -\lambda_2
\]  
(C2.29)

\[
\frac{d}{d\eta} \left( \frac{\partial H}{\partial \Psi'} \right) = 0
\]  
(C2.30)

\[
\frac{\partial H}{\partial y} = \exp \Psi \left( \frac{1}{(1+y)^2} - \frac{\lambda_1}{y^2} + \frac{\lambda_2}{(1+y)[\beta - \ln(1+y)]} + \frac{\lambda_2[\epsilon(1+y+y')-1]}{(1+y)^2[\beta - \ln(1+y)]^2} - \frac{\lambda_2[\epsilon(1+y+y')-1]}{(1+y)^2[\beta - \ln(1+y)]^2} \right)
\]  
(C2.31)

\[
\frac{\partial H}{\partial y'} = \frac{\lambda_2 \epsilon}{(1+y)[\beta - \ln(1+y)]}
\]  
(C2.32)

\[
\frac{d}{d\eta} \left( \frac{\partial H}{\partial y'} \right) = \frac{e \lambda_2 y'}{(1+y)^2[\beta - \ln(1+y)]^2} - \frac{e \lambda_2 y'}{(1+y)^2[\beta - \ln(1+y)]} + \frac{\lambda_2 \epsilon y'}{(1+y)[\beta - \ln(1+y)]}.
\]  
(C2.33)
The equations describing the optimal performance of the model can now be obtained by direct substitution in the Euler equations. The results of substitution in equation C2.27 is:

\[
\exp \Psi \left[ -\frac{y}{1 + y} + \frac{\lambda_1}{y} \right] = 0. \tag{C2.34}
\]

Solution

The resulting simple algebraic equation (Eq. C2.34) has the unique solution:

\[
\frac{y}{1 + y} + \frac{\lambda_1}{y} = 0, \tag{C2.35}
\]

since

\[
\exp \Psi \neq 0 \tag{C2.36}
\]

Equation C2.35 thus gives the distribution of \( y \) over the precooling temperature range in the quadratic form:

\[
y^2 + \lambda_1 y + \lambda_1 = 0 \tag{C2.37}
\]

with the simple solution

\[
y = \frac{-\lambda_1 + \sqrt{\lambda_1^2 - 4\lambda_1}}{2} \\
= \text{constant} \tag{C2.38}
\]
For a given constant value for \( y \), the first law equation may be integrated directly to give

\[
\Psi = \frac{1 + y}{\Phi} \int_{T_0}^{T} \epsilon \, d\eta - \frac{\eta}{\Phi} \tag{C2.39}
\]

where

\[
\Phi = \frac{1}{(1 + y)(\ln r_p - \ln(1 + y))} \tag{C2.40}
\]

The initial conditions are \( \Psi = 0 \) and \( \eta = 0 \).

Subsequently, the heat exchange area and the generated entropy are also obtained by direct integration after substituting for \( y \) and \( \Psi \) in equation C2.17 and C2.18, respectively. Thus

\[
\frac{A U}{M_e C_p} = \frac{1}{y} \int_{\eta_o}^{\eta} \exp \Psi \, d\eta \tag{C2.41}
\]

and

\[
\frac{S_{gen}}{M_e C_p} = \frac{y}{1 + y} \int_{\eta_o}^{\eta} \exp \Psi \, d\eta, \tag{C2.42}
\]

Substituting for the dimensionless variables gives the distribution of the heat exchange temperature difference ratio, mass flow rate, heat exchange area and the generated entropy in terms of temperature:
\[
\frac{\Delta T}{T} = \text{constant} \quad (C2.43)
\]

\[
\ln \frac{M}{M_0} = \frac{1 + y}{\Phi} \int_{\tau_0}^{T} \epsilon \frac{dT}{T} - \frac{1}{\Phi} \frac{T}{T_0}; \quad (C2.44)
\]

\[
\frac{AU}{M_0C_p} = \frac{1}{y} \int_{\tau_0}^{T} \frac{M}{M_0} \frac{dT}{T}; \quad (C2.45)
\]

\[
\frac{S_{\text{gen}}}{M_0C_p} = \frac{y}{1 + y} \int_{\tau_0}^{T} \frac{M}{M_0} \frac{dT}{T} \quad (C2.46)
\]

The parameter \(\epsilon\) is a function of temperature which is not known a priori. An initial guess value is calculated from the mass flow rate distribution curve for the refrigeration mode.

The similarity between this result and that for the refrigeration mode can be seen clearly if the slowly varying parameter \(\epsilon\) is assumed to be a constant. Then the integral equations for the mass flow rate, heat exchange area and generated entropy reduce to those obtained for the refrigeration mode. The scaling constants remain the same and the index \(\Phi\) now depends on \(\epsilon\) and is given by

\[
\Phi = \frac{\epsilon(1 + y) - 1}{(1 + y)[\ln r_p - \ln(1 + y)]} \quad (C2.46)
\]
Real Gas Model: Refrigeration Mode

The continuum model for the precooling stage operating in the refrigeration mode (Fig. 4.2(a)) is now analyzed using a real gas model for the working fluid. Thus the system equations are derived based on the following assumptions:

1. Real gas model for the working fluid – variable specific heat.
2. The expansion processes are reversible.
3. The pressure drop in the heat exchangers is negligible.
4. The overall heat transfer coefficient, \( u \), is constant.
5. The pressure ratio is fixed.

From these assumptions the following equations are derived for the model. The heat balance for the two streams gives:

\[
\delta Q_h - \delta Q = \delta Q_r. \tag{C3.1}
\]

For the isothermal expansion process,

\[
\delta Q_r = \delta W_T, \tag{C3.2}
\]

\[
\delta W_T = (T + \Delta T)\Delta SdM, \tag{C3.3}
\]

and for the adiabatic expansion,

\[
S_i = S_f. \tag{C3.4}
\]
Also for the low pressure stream,

$$\delta Q = MC_{pd}dT, \quad (C3.5)$$

and for the high pressure stream,

$$\delta Q_h = MC_{pd}(T + \Delta T). \quad (C3.6)$$

Further the heat exchange rate equation gives:

$$\delta Q = UdA\Delta T, \quad (C3.7)$$

and the second law gives the entropy balance as:

$$dS_{en} = \frac{\delta Q}{T} - \frac{\delta Q}{T + \Delta T}. \quad (C3.8)$$

Substitution in the heat balance equation gives the first law expression for the mass flow rate:

$$C_{ph}(1 + \frac{\Delta T}{T}) - C_{pd}dT = \frac{dM}{M} (1 + \frac{\Delta T}{T})\Delta S. \quad (C3.9)$$

The heat exchange balance also simplifies to:

$$UdA = \frac{MC_{pd}dT}{\Delta T}, \quad (C3.10)$$

and the entropy balance reduces to:
In terms of the dimensionless mass flow rate $\Psi$, the heat exchange temperature difference ratio $\gamma$ and the temperature ratio $\eta$, these three equations become:

\[
d\Psi = \frac{C_{pl}(1 + y + y') - C_{pl}}{(1 + y)\Delta S}d\eta. \tag{C3.12}
\]

\[
\frac{UdA}{M_nC_{pn}} = \left(\frac{C_{pl}}{C_{pn}}\right)\exp\Psi\frac{y}{y}d\eta. \tag{C3.13}
\]

\[
\frac{dS_{\text{gen}}}{M_nC_{pn}} = \frac{C_{pl}}{C_{pn}}\frac{y\exp\Psi}{1 + y}d\eta. \tag{C3.14}
\]

where $n$ denotes normalizing constant. Integrating these expressions over the precooling temperature range gives the following set of integral equations.

The total generated entropy is:

\[
\frac{S_{\text{gen}}}{M_nC_{pn}} = \int_{\eta_0}^{\eta} \frac{C_{pl}}{C_{pn}}\frac{\exp\Psi}{y}d\eta. \tag{C3.15}
\]

The total heat exchange area is

\[
\frac{UA}{M_nC_{pn}} = \int_{\eta_0}^{\eta} \frac{C_{pl}}{C_{pn}}\frac{\exp\Psi}{y}d\eta. \tag{C3.16}
\]

Continuity of mass flow rate:
Variational Calculus Formulation

The minimization of the generated entropy subject to the two integral constraints derived from the first law and the heat exchange area is again a classical variational calculus problem. Therefore define the functional $H$ with

$$I = \int (F + \lambda_1 G_1 + \lambda_2 G_2) d\eta. \quad (C3.18)$$

where

$$F = \frac{C_{pl} y \exp \Psi}{C_{pn} 1 + y}. \quad (C3.20)$$

$$G_1 = \frac{C_{pl} \exp \Psi}{C_{pn} y}. \quad (C3.21)$$

and

$$G_2 = \frac{C_{ph}(1 + y + y') - C_{pl}}{(1 + y) \Delta S} - \Psi'. \quad (C3.22)$$

The two Euler's equations for the variational calculus problem are:

$$\frac{\partial H}{\partial y} = \frac{d}{d\eta} \left( \frac{\partial H}{\partial y'} \right); \quad (C3.23)$$

$$\frac{\partial H}{\partial \Psi} = \frac{d}{d\eta} \left( \frac{\partial H}{\partial \Psi'} \right). \quad (C3.24)$$
The components of the Euler's equations are evaluated first:

\[
\frac{\partial H}{\partial \Psi} = \frac{C_p}{C_{pn}} \left[ y \exp \Psi \left(1 + \frac{\lambda_1}{(1 + y)^2} \right) + \frac{\lambda_2 C_{ph}}{(1 + y)\Delta S} \right] \quad \text{(C3.25)}
\]

\[
\frac{\partial H}{\partial \Psi'} = -\lambda_2; \quad \text{(C3.26)}
\]

\[
\frac{d}{d\eta} \left( \frac{\partial H}{\partial \Psi'} \right) = 0; \quad \text{(C3.27)}
\]

\[
\frac{\partial H}{\partial y} = \frac{C_p}{C_{pn}} \exp \Psi \left\{ \frac{1}{(1 + y)^2} - \frac{\lambda_1}{y^2} \right\} + \frac{\lambda_2 C_{ph}}{(1 + y)\Delta S} - \frac{C_{ph}(1 + y + y') - C_p}{(1 + y)^2\Delta S}; \quad \text{(C3.28)}
\]

\[
\frac{\partial H}{\partial y'} = \frac{\lambda_2 C_{ph}}{(1 + y)\Delta S}; \quad \text{(C3.29)}
\]

\[
\frac{d}{d\eta} \left( \frac{\partial H}{\partial y'} \right) = \frac{\lambda_2}{1 + y} \frac{d}{d\eta} \left( \frac{C_{ph}}{\Delta S} \right) - \frac{\lambda_2 C_{ph}}{(1 + y)^2\Delta S} y'. \quad \text{(C3.30)}
\]

Then substitution in Eq. (C3.24) gives

\[
\frac{C_p}{C_{pn}} \exp \Psi \left\{ \frac{y}{1 + y} + \frac{1}{y} \right\} = 0. \quad \text{(C3.31)}
\]

This is a simple algebraic equation with the solution

\[
\frac{y}{1 + y} + \frac{\lambda_1}{y} = 0 \quad \text{or} \quad y = \text{constant.} \quad \text{(C3.32)}
\]
By analogy with the ideal gas analysis, the distribution of the performance parameters are given by direct substitution into Eqs. (C3.15 - C3.17) resulting in the simple integral expressions:

\[
\frac{S_{y,n}}{M_n C_p^{n}} = \frac{y}{1 + y} \int_{\eta_0}^{\eta} \frac{C_p}{C_{p,n}} \exp \Psi d\eta;
\]

\[
\frac{A U}{M_n C_p^{n}} = \frac{1}{y} \int_{\eta_0}^{\eta} \frac{C_p}{C_{p,n}} \exp \Psi d\eta;
\]

\[
\Psi = \ln \frac{M}{M_n} = \int_{\eta_0}^{\eta} \frac{C_p^{n}(1 + y) - C_p^{p,n}}{(1 + y)\Delta S} d\eta;
\]

In terms of the physical variables of the problem the following optimal distribution of the performance parameters are obtained.

The mass flow rate is given as:

\[
\frac{M}{M_n} = \exp \int_{T_0}^{T} \frac{C_{p,h} - \chi C_{p,l} dT}{S - S_n / T}.
\]

The total heat exchange area is also given as:

\[
\frac{A U}{M_n C_p^{n}} = \frac{1}{M_n C_p^{n} y} \int_{T_0}^{T} \frac{M C_p^{l} dT}{T}.
\]

Finally, the total generated entropy becomes:
\[
\frac{S_{\text{gen}}}{M_n C_{\text{p}} n} = \frac{y}{M_n C_{\text{p}} n (1 + y)} \int_{T_0}^{T} \frac{MC_{\text{pl}}}{T} \, dT.
\]  

(C3.39)

The constant \( x \) depends on the temperature difference ratio \( y \):

\[
x = \frac{1}{1 + y}.
\]  

(C3.40)

These equations are integrated numerically using a Gauss quadrature algorithm and the results are as presented in Section 4.4.2.
Appendix C4

Real Gas Model: Liquefaction Mode

Again the higher mass flow rate of the high pressure stream for the liquefier requires that the model be analyzed for the liquefaction mode. The same assumptions for the real gas model discussed in the preceding section form the basis for deriving the following equations.

The heat balance for the two streams gives:

$$\delta Q_h - \delta Q = \delta Q_r. \quad (C4.1)$$

For the isothermal expansion process,

$$\delta Q_r - \delta W_T. \quad (C4.2)$$

$$\delta W_T = (T + \Delta T)\Delta s M. \quad (C4.3)$$

Also for the adiabatic expansion process,

$$S_i = S_f. \quad (C4.4)$$

Further for the low pressure stream,

$$\delta Q = M C_p dT. \quad (C4.5)$$

Similarly, for the high pressure stream,
\[ \delta Q_h = M_i C_{\text{ph}} \delta f(T + \Delta T). \]  

(C4.6)

The heat exchange rate equation gives:

\[ \delta Q = U dA \Delta T. \]  

(C4.7)

Finally the second law gives the entropy balance as:

\[ dS_{\text{gen}} = \frac{\delta Q}{T} - \frac{\delta Q_{\text{s}}}{T + \Delta T}. \]  

(C4.8)

Let

\[ \epsilon = \frac{M_i}{M}. \]  

(C4.9)

Then substitution in the heat balance equation gives the first law expression for the mass flow rate:

\[ \epsilon C_{\text{ph}} d(T + \Delta T) - C_{\text{ph}} dT = \frac{dM}{M} (T + \Delta T) \Delta S. \]  

(C4.10)

The heat exchange balance also simplifies to

\[ UdA = \frac{MC_{\text{ph}} dT}{\Delta T}. \]  

(C4.11)

The entropy balance also reduces to:

\[ dS_{\text{gen}} = \frac{MC_{\text{ph}} \Delta T dT}{T + \Delta T}. \]  

(C4.12)
In terms of the dimensionless variables $y, \Psi, \eta$, these equations become respectively:

$$d\Psi = \frac{C_{pl}(1 + y + y') - C_{pl}}{(1 + y)\Delta S} d\eta.$$  \hspace{1cm} (C4.13)

$$\frac{U dA}{M\cdot C_{pn}} = \left(\frac{C_{pl}}{C_{pn}}\right) \frac{\exp\Psi}{y} d\eta.$$  \hspace{1cm} (C4.14)

$$\frac{dS_{gen}}{M\cdot C_{pn}} = \frac{C_{pl} y \exp\Psi}{C_{pn} (1 + y)} d\eta.$$  \hspace{1cm} (C4.15)

where $\eta$ denotes normalizing constant. Again integrating these expressions over the precooling temperature range gives the total generated entropy, the total heat exchange area and the continuity equations in the form:

$$\frac{S_{gen}}{M\cdot C_{pn}} = \int_{\eta_0}^{\eta} \frac{C_{pl} \exp\Psi}{y} d\eta.$$  \hspace{1cm} (C4.16)

$$\frac{UA}{M\cdot C_{pn}} = \int_{\eta_0}^{\eta} \frac{C_{pl} \exp\Psi}{y} d\eta.$$  \hspace{1cm} (C4.17)

$$\int_{\eta_0}^{\eta} \left[\Psi' - \frac{\epsilon C_{pn}(1 + y + y') - C_{pl}}{(1 + y)\Delta S}\right] d\eta = \text{constant.}$$  \hspace{1cm} (C4.18)
Variational Calculus Formulation

The minimization of the generated entropy subject to the two integral constraints: continuity of mass flow rate: and fixed total heat exchange area is again a classical variational calculus problem. Therefore define the functional \( I \) with

\[
I = \int (F + \lambda_1 G_1 + \lambda_2 G_2) d\eta. \tag{C4.19}
\]

\[
= \int H(\eta, y, y', \Psi, \Psi') d\eta. \tag{C4.20}
\]

where

\[
F = \frac{C_{pl} y \exp\Psi}{C_{pn} 1 + y}. \tag{C4.21}
\]

\[
G_1 = \frac{C_{pl} \exp\Psi}{C_{pn} y}. \tag{C4.22}
\]

and

\[
G_2 = \frac{C_{ph}(1 + y + y') - C_{pl}}{(1 + y)\Delta S} - \Psi'. \tag{C4.23}
\]

The two Euler's equations for the problem are:

\[
\frac{\partial H}{\partial y} = \frac{d}{d\eta} \left( \frac{\partial H}{\partial \eta} \right). \tag{C4.24}
\]

\[
\frac{\partial H}{\partial \Psi} = \frac{d}{d\eta} \left( \frac{\partial H}{\partial \Psi'} \right). \tag{C4.25}
\]

First we evaluate the components of the Euler equations:
\[
\frac{\partial H}{\partial \Psi} = \frac{C_{pl}}{C_{pn}} \left[ y \exp \Psi \frac{\exp \Psi}{1 + y} + \frac{\exp \Psi}{y} \right].
\]  \hspace{1cm} (C4.26)

\[
\frac{\partial H}{\partial \Psi'} = -\lambda_2.
\]  \hspace{1cm} (C4.27)

\[
\frac{d}{d\eta} \left( \frac{\partial H}{\partial \Psi'} \right) = 0.
\]  \hspace{1cm} (C4.28)

\[
\frac{\partial H}{\partial y} = \frac{C_{pl}}{C_{pn}} \exp \Psi \left( \frac{1}{(1 + y)^2} - \frac{\lambda_1}{y^2} \right) + \frac{\lambda_2 \epsilon C_{ph}}{(1 + y)\Delta S} - \frac{\epsilon C_{ph}(1 + y + y') - C_{pl}}{(1 + y)^2\Delta S}.
\]  \hspace{1cm} (C4.29)

\[
\frac{\partial H}{\partial \Psi'} = \frac{\lambda_2 \epsilon C_{ph}}{(1 + y)\Delta S}.
\]  \hspace{1cm} (C4.30)

\[
\frac{d}{d\eta} \left( \frac{\partial H}{\partial \Psi'} \right) = \frac{\lambda_2}{1 + y} \frac{d}{d\eta} \left( \frac{\epsilon C_{ph}}{\Delta S} \right) - \frac{\lambda_2 \epsilon C_{ph}}{(1 + y)^2\Delta S} y'.
\]  \hspace{1cm} (C4.31)

Then substitution in Eq. (C4.25) gives

\[
\frac{C_{pl}}{C_{pn}} \exp \Psi \left( \frac{y}{1 + y} + \frac{1}{y} \right) = 0.
\]  \hspace{1cm} (C4.32)

This is a simple algebraic equation for \( y \) with the solution

\[
\frac{y}{1 + y} + \frac{\lambda_1}{y} = 0 \quad \text{or} \quad y = \text{constant},
\]  \hspace{1cm} (C4.33)

since
By analogy with the ideal gas model analysis, the distribution of the performance parameters are given by direct substitution into Eqs. (C4.16 - C4.18) to give

\[
\frac{C_{pl}}{C_{pn}} \exp \psi \neq 0. \tag{C4.34}
\]

\[
\frac{S_{gen}}{M_n C_{pn}} = \frac{y}{1 + y} \int_{\eta_0}^{\eta} \frac{C_{pl}}{C_{pn}} \exp \psi d\eta. \tag{C4.35}
\]

\[
\frac{AU}{M_n C_{pn}} = \frac{1}{y} \int_{\eta_0}^{\eta} \frac{C_{pl}}{C_{pn}} \exp \psi d\eta. \tag{C4.36}
\]

\[
\Psi = \ln \frac{M}{M_n} = \int_{\eta_0}^{\eta} \frac{eC_{ph}(1 + y) - C_{pl}}{(1 + y)\Delta S} d\eta. \tag{C4.37}
\]

In terms of the physical variables of the problem, the performance curves are derived.

The mass flow rate is given as:

\[
\frac{M}{M_n} = \exp \int_{T_0}^{T} \frac{eC_{ph} - \chi C_{pl} dT}{S - S_h} \frac{dT}{T}. \tag{C4.38}
\]

The total heat exchange area is also given as:

\[
\frac{AU}{M_n C_{pn}} = \frac{1}{M_n C_{pn}y} \int_{T_0}^{T} \frac{MC_{pl}}{T} dT. \tag{C4.39}
\]

Finally, the total generated entropy is given as:
\[ \frac{S_{\text{yen}}}{M_{\text{n}}C_{\text{pu}}} = \frac{y}{M_{\text{n}}C_{\text{pu}}(1 + y)} \int_{T_0}^{T} \frac{MC_{\text{pu}}}{T} dT. \]  \hspace{1cm} (C4.40)

where \[ \chi = \frac{1}{1 + y}. \]  \hspace{1cm} (C4.41)

These equations are integrated numerically using a Gauss quadrature algorithm and the results are as presented in Section 4.4.2. The mass flow rate ratio \( \varepsilon \) is a function of temperature and is not known a priori. An initial guess is calculated from the results for the refrigeration mode. The mass flow rate for the liquefaction mode obtained is then used for the next iteration on \( \varepsilon \). The solution converges in about four iterations.
Appendix C5

Ideal Gas Model: Refrigeration Mode, Alternative Expander Arrangement

It was stated in chapter 4 that the order of the isothermal and adiabatic expanders in the model does not affect the principal results of the analysis. The analysis to validate the assertion is now presented. This alternative model is shown in Fig. 4.2(b) and the assumptions for the analysis are:

1. The working fluid is an ideal gas;
2. The expansion processes are reversible;
3. The pressure drop in the heat exchangers are negligible;
4. The overall heat transfer coefficient, $U$, is constant.
5. The pressure ratio is fixed.

To derive the governing equations, the first law is first applied successively to the various processes/components as follows.

The heat balance for the two streams gives:

\[
\delta Q_h - \delta Q = \delta Q_r. \tag{C5.1}
\]

For the isothermal expansion process,

\[
\delta Q_r = \delta W_T; \tag{C5.2}
\]

\[
\delta W_T = dMR(T + \Delta T)\ln\frac{P_i}{P_h}. \tag{C5.3}
\]

Also for the adiabatic expansion process,

\[
\frac{P_h}{P_i} = \left(\frac{T + \Delta T}{T}\right)^{\gamma - 1}. \tag{C5.4}
\]
Further for the low pressure stream,

\[ \delta Q_l = MC_p dT. \]  \hspace{1cm} (C5.5)

Similarly, for the high pressure stream,

\[ \delta Q_h = MC_p d(T + \Delta T). \]  \hspace{1cm} (C5.6)

The heat exchange rate equation is given as:

\[ \delta Q_h = U dA\Delta T. \]  \hspace{1cm} (C5.7)

Finally the second law gives the entropy balance as:

\[ dS_{\text{gen}} = \frac{\delta Q_h}{T} - \frac{\delta Q_h}{T + \Delta T}. \]  \hspace{1cm} (C5.8)

These equations may be reduced to a system of three equations.

Continuity of mass flow rate gives:

\[ MC_p(dT + d\Delta T) - MC_p dT = dMRT[ln\left(\frac{P_t}{P_h}\right) - \frac{\gamma}{\gamma - 1} ln(1 + \frac{\Delta T}{T})]. \]  \hspace{1cm} (C5.9)

or equivalently,

\[ \frac{dM}{M} = \frac{d(\Delta T)}{\left(\frac{P_t}{P_p}\right)[ln\left(\frac{P_t}{P_h}\right) - \frac{\gamma}{\gamma - 1} ln(1 + \frac{\Delta T}{T})].} \]  \hspace{1cm} (C5.10a)
Also the heat exchange rate equation becomes:

\[ U \, dA = \frac{MC_p \,(dT + d(\Delta T))}{\Delta T}. \]  

(C5.1(b))

The entropy balance reduces to:

\[ dS_{nu} = MC_p \left( \frac{\Delta T}{T + \Delta T} \right) \frac{d(T + \Delta T)}{T}. \]  

(C5.10c)

The three equations are further simplified when expressed in terms of the dimensionless parameters:

\[ y = \frac{\Delta T}{T} \]
\[ \eta = \ln \frac{T}{T_0} \]
\[ \Psi = \ln \frac{M}{M_0} \]
\[ \alpha = \frac{\gamma - 1}{\gamma} \]
\[ = \frac{C_p}{R} \]
\[ r_p = \frac{R_h}{R} \]

In terms of these parameters, the equations take the following form:

Continuity of mass flow rate:

\[ d\Psi = \frac{(y + y')}{[\frac{1}{\gamma} \ln r_p - \ln(1 + y)]} \, d\eta. \]  

(C5.11a)

The heat exchange area becomes:
The entropy balance simplifies to:

\[ \frac{dS_{\text{gen}}}{M_0 C_p} = \frac{y(1 + y + y') \exp \Psi}{1 + y} d\eta. \]  
\[ (C5.1c) \]

A set of integral equations can now be obtained for the mass flow rate, heat exchange area and the entropy respectively as:

\[ \int_{\eta_0}^{\eta} \frac{y + y'}{[\beta - \ln(1 + y)] - \Psi'} d\eta = \text{constant}. \]  
\[ (C5.12a) \]

\[ \frac{U A}{M_0 C_p} = \int_{\eta_0}^{\eta} \frac{(1 + y + y') \exp \Psi}{y} d\eta. \]  
\[ (C5.12b) \]

\[ \frac{S_{\text{gen}}}{M_0 C_p} = \int_{\eta_0}^{\eta} \frac{y(1 + y + y') \exp \Psi}{1 + y} d\eta. \]  
\[ (C5.12c) \]

where

\[ \beta = \frac{1}{\alpha} \ln r_p. \]

Optimal precooling for this model then requires minimizing the generated entropy subject to continuity of mass flow rate and a fixed total heat exchange area the heat exchange area constraint (Eq. C5.12b). This is a classical variational calculus problem.
Variational calculus formulation

To minimize

$$\frac{S_{brm}}{M_r C_p} = \int \frac{y(1 + y + y')\exp\Psi}{1 + y} d\eta. \quad (C5.13)$$

subject to the two constraints: equations (C5.12a) and (C5.12b), we define the functional with

$$I = \int (F + \lambda_1 G_1 + \lambda_2 G_2) d\eta. \quad (C5.14)$$

where

$$F = \frac{y(1 + y + y')\exp\Psi}{1 + y}. \quad (C5.15a)$$

$$G_1 = \frac{(1 + y + y')\exp\Psi}{1 + y}. \quad (C5.15b)$$

and

$$G_2 = \frac{y + y'}{[\beta - \ln(1 + y)] - \Psi'}. \quad (C5.15c)$$

Thus

$$I = \int H(\eta, y, y', \Psi, \Psi') d\eta. \quad (C5.16)$$
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The Euler equations for this functional with two dependent variables \((y, \psi)\) and one independent variable \(\eta\) are:

\[
\frac{\partial H}{\partial y} = \frac{d}{d\eta} \left( \frac{\partial H}{\partial y'} \right), \tag{C5.17}
\]

\[
\frac{\partial H}{\partial \psi} = \frac{d}{d\eta} \left( \frac{\partial H}{\partial \psi'} \right). \tag{C5.18}
\]

The components of the Euler equation are first evaluated

\[
\frac{\partial H}{\partial \psi} = (1 + y + y') \exp \psi \left[ -\frac{y}{1 + y} + \frac{\lambda_1}{y} \right]. \tag{C5.19}
\]

\[
\frac{\partial H}{\partial y'} = -\lambda_2. \tag{C5.20}
\]

\[
\frac{d}{d\eta} \left( \frac{\partial H}{\partial \psi'} \right) = 0. \tag{C5.21}
\]

The equations describing the optimal performance of the model can now be obtained by direct substitution in the Euler equation:

\[
\frac{\partial H}{\partial \psi} = \frac{d}{d\eta} \left( \frac{\partial H}{\partial \psi'} \right). \tag{C5.22}
\]

giving

\[
(1 + y + y') \exp \psi \left[ -\frac{y}{1 + y} + \frac{\lambda_1}{y} \right] = 0. \tag{C5.23}
\]
Solution

The resulting equation (Eq. C5.24) has two solutions:

\[
\frac{y}{1 + y} + \frac{\lambda_1}{y} = 0. \tag{C5.24}
\]

\[
1 + y + y' = 0. \tag{C5.25}
\]

since

\[
\exp \Psi \neq 0. \tag{C5.26}
\]

Equation C5.26 thus gives the distribution of \( y \) over the precooling temperature range in the quadratic form:

\[
y^2 + \lambda_1 y + \lambda_1 = 0. \tag{C5.27}
\]

with the simple solution

\[
y = \frac{-\lambda_1 + \sqrt{\lambda_1^2 - 4\lambda_1}}{2} = \text{constant} \tag{C5.28}
\]

The differential equation for \( y \) can be rearranged into:

\[
\frac{dy}{d\eta} = -(1 + y) \tag{C5.29}
\]
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which can then be integrated by the method of separation of variables to give:

\[
\ln \left[ \frac{1 + y}{(1 + y_o)} \right] = -\eta
\]  \hspace{1cm} (C5.30)

In terms of the temperature ratio the equation becomes:

\[
\ln \left[ \frac{(1 + y)}{(1 + y_o)} \right] = -ln \frac{T}{T_o}
\]  \hspace{1cm} (C5.31)

which gives

\[
1 + y = (1 + y_o) \frac{T_o}{T}
\]  \hspace{1cm} (C5.32)

or, in terms of the physical variables

\[
\frac{\Delta T}{T} = [1 + (\Delta T/T_o)] \frac{T_o}{T} - 1
\]  \hspace{1cm} (C5.33)

Thus \(\Delta T/T < 0\) for \(T > (T + \Delta T)\). Since \(\Delta T/T\) must be positive for all values of \(T\), the solution for \(y\) given by the differential equation is inadmissible. Consequently, the optimal distribution of \(\Delta T/T\) must be given by equation C5.28 i.e.,

\[
\frac{\Delta T}{T} = \text{constant}
\]  \hspace{1cm} (C5.34)

For a given constant value for \(\Delta T/T\), the first law equation may be integrated directly to give

\[
\Psi = \Phi \eta
\]  \hspace{1cm} (C5.35)
where

\[ \Phi = \frac{y}{\left[ \frac{1}{a} \ln r - \ln(1+y) \right]} . \]  

(C5.36)

The initial conditions are \( \Psi_0 = 0 \) and \( \eta_0 = 0 \).

Subsequently, the heat exchange area and the generated entropy are also obtained by direct integration after substituting for \( y \) and \( \Psi \) in Eqs. C5.12b, C5.12c. Thus

\[ \frac{A_U}{M_C p} = \frac{1 + y}{\eta} \int_{\eta_0}^{\eta} \exp \Phi \eta d\eta \]  

(C5.37a)

\[ = \frac{(1+y)(\exp \Phi \eta - 1)}{\Phi} \]  

(C5.37b)

and

\[ \frac{S_{\text{gen}}}{M_C p} = y \int_{\eta_0}^{\eta} \exp \Phi \eta d\eta. \]  

(C5.38a)

\[ = \frac{y}{\Phi} [\exp \Phi \eta - 1]. \]  

(C5.38b)

Substituting for the dimensionless variables gives the distribution of the heat exchange temperature difference ratio, the mass flow rate, the heat exchange area and the generated entropy in terms of temperature in that order as:

\[ \frac{\Delta T}{T} = \text{constant}; \]  

(C5.39)

\[ \frac{M}{M_0} = \left( \frac{T}{T_o} \right)^* ; \]  

(C5.40)
\[
\frac{AU}{M_0C_p} = \Phi_1\left(\frac{T}{T_o}\right)^* - 1; \quad (C5.41)
\]

\[
\frac{S_{\text{pen}}}{M_0C_p} = \Phi_2\left(\frac{T}{T_o}\right)^* - 1, \quad (C5.42)
\]

where

\[
\Phi_1 = \frac{(1 + y)}{\Phi_y}. \quad (C5.43)
\]

\[
\Phi_2 = \frac{y}{\Phi}. \quad (C5.44)
\]

and $\Phi$ is given by Eq. C5.36. Thus as noted in Chapter 4, the optimal distribution of the performance parameters is independent of the expander arrangement. Only the scaling constants change to account for the difference in the thermal duty for the two models.
Appendix D

SAMPLE COMPUTER PROGRAM FOR PARAMETRIC OPTIMIZATION

The final stage of the design algorithm outlined in Chap. 4 involved choosing the cycle temperature levels by a parametric optimization technique. The program for solving this mathematical optimization problem (analyzing a particular configuration) may be grouped into three (major) classes: an input data file, a main (driver) program, and a set of subprograms. The structure is demonstrated by the sample analysis for the configuration shown in Fig. D.

An annotated listing of the input file COLD1H DATA, the main program COLD1 and a partial list of the subprograms used are given. For a typical run, the appropriate input parameters are defined by changes in the input data file. The analysis is then initiated by the exec command COLD1H. This exec command loads all the files required for the analysis and generates an output file OUTPUT COLD1H. A listing of the exec file COLD1H EXEC is as follows:

GLOBAL VFORTLIB FORTVS FILEDEF 8 DISK COLD1H DATA A1 FILEDEF 6 DISK OUTPUT COLD1H(RECFM FB LRECL 132 BLOCK264 LOAD COLD1 XPAND WETXP OPTIM1 CAREA HELIUM (START

The subroutine HELIUM is the program for calculating the properties of helium. It is basically the NBS helium properties package with additional subroutines from the MIT Cryogenic Engineering Laboratory.
FIG. D  COLD END CONFIGURATION OF AN SVC CYCLE.
HEAT EXCHANGER.

The file contains data for heat exchanger designs in series (required in subprogram HARA).

1) Initial point number for set of heat exchanger in series. This
2) Initial point number of slave points for the cycle.
3) Slave (node 1) liquid entry at liquid reservoir pressure.
4) Slave (node 1) evaporate at liquid reservoir pressure.
5) Slave (node 2) fluid entry at liquid reservoir pressure.
6) Slave (node 2) evaporate at liquid reservoir pressure.
7) Slave (node 3) fluid entry at liquid reservoir pressure.
8) Slave (node 3) evaporate at liquid reservoir pressure.
9) Slave (node 4) fluid entry at liquid reservoir pressure.
10) Slave (node 4) evaporate at liquid reservoir pressure.
11) Slave (node 5) fluid entry at liquid reservoir pressure.
12) Slave (node 5) evaporate at liquid reservoir pressure.
13) Slave (node 6) fluid entry at liquid reservoir pressure.
14) Slave (node 6) evaporate at liquid reservoir pressure.
15) Slave (node 7) fluid entry at liquid reservoir pressure.
16) Slave (node 7) evaporate at liquid reservoir pressure.
17) Slave (node 8) fluid entry at liquid reservoir pressure.
18) Slave (node 8) evaporate at liquid reservoir pressure.

The definition of these variables are:

1) Pressure in cold channel at slave point 1.
2) Pressure in cold channel at slave point 2.
3) Pressure in cold channel at slave point 3.
4) Pressure in cold channel at slave point 4.
5) Pressure in cold channel at slave point 5.
6) Pressure in cold channel at slave point 6.
7) Pressure in cold channel at slave point 7.
8) Pressure in cold channel at slave point 8.

Explanation note:

The data file contains the following values in the given order:

File: column data A
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such as CAREA.

CAREA and its input constants defined by the calling subroutine CAN10020
CAREA and the initial guess of the area ratio are kept.

This function calculates the value of the heat transfer area and the efficiency of the heat exchanger length (AL) and frontal area (AFR).

Compute heat exchanger length (AL) and frontal area (AFR).

Calculate pressure drop and heat transfer area.

Compute value of area ratio that optimises the total heat transfer.

\[
\text{CAREA} = \text{Area} + c \times \text{Area}
\]

\[
\text{AL} = \text{Area} + \text{Area}
\]

\[
\text{AFR} = \text{Area} + \text{Area}
\]
### Heat Exchanger Parameters Corresponding to Optimum Condition

<table>
<thead>
<tr>
<th>State</th>
<th>Area</th>
<th>Flow Rate</th>
<th>Height</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIGH</td>
<td>2.38</td>
<td>0.38</td>
<td>1.24</td>
</tr>
<tr>
<td>LOW</td>
<td>2.03</td>
<td>0.38</td>
<td>1.24</td>
</tr>
</tbody>
</table>

### State Point Parameters At Optimum Condition

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Flow Rate</th>
<th>Area</th>
<th>Height</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.38</td>
<td>0.38</td>
<td>1.24</td>
<td>1.24</td>
</tr>
<tr>
<td>2.03</td>
<td>0.38</td>
<td>1.24</td>
<td>1.24</td>
</tr>
</tbody>
</table>

### Heat Exchanger Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Area</td>
<td>6,705+0.5</td>
</tr>
<tr>
<td>Physical Area</td>
<td>7,160+0.1</td>
</tr>
<tr>
<td>Heat Transfer Coefficient</td>
<td>6,075+0.4</td>
</tr>
<tr>
<td>Flow Rate</td>
<td>0.602+0.03</td>
</tr>
<tr>
<td>Temperature</td>
<td>2.96+0.02</td>
</tr>
<tr>
<td>Efficiency</td>
<td>0.123+0.01</td>
</tr>
<tr>
<td>Pressure Drop</td>
<td>1.94+0.04</td>
</tr>
<tr>
<td>Volume</td>
<td>1.36+0.01</td>
</tr>
<tr>
<td>Density</td>
<td>0.84+0.02</td>
</tr>
<tr>
<td>Specific Heat</td>
<td>0.03+0.01</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>0.01+0.00</td>
</tr>
</tbody>
</table>

---
Appendix D2

Computer Program For Numerical Integration Encountered In Continuum Models

In numerical integration, a continuous integral is decomposed into a finite sum term and an error term as:

$$\int F(x) \, dx = \sum_i c_i F(x_i) + R_n.$$ \hspace{1cm} (D2.1)

where $x_i$ is the position of sampling point $i$
$
c_i$ is the weight for the function evaluation at position $x_i$.

$R_n$ is the error term.

In the common integration schemes involving equally spaced sampling points such as the Simpson's rule or Newton Cotes formulae\textsuperscript{106} (for larger numbers of sampling points), the position of the sampling points are fixed and the weights are determined to minimize the error term.

The Gauss quadrature is a numerical integration scheme which unlike the conventional methods, optimizes both the position of the sampling points and the weights. Thus, whereas $n$ equally spaced points are used to integrate exactly a polynomial of order $n-1$, the same $n$ points used in the Gauss quadrature evaluates a polynomial of order $(2n-1)$ exactly. The Gauss scheme is therefore used in the numerical integration required in analyzing the continuum models.

The optimized sampling points $r_i$ and the corresponding weights $w_i$ for the Gauss integration from $-1$ to $1$ have been published in the literature\textsuperscript{107}. For integration from $a$ to $b$, the corresponding sampling points and weights are given respectively by
\[ x_i = \frac{a + b}{2} + \frac{(b - a)\eta_i}{2}; \quad (D2.2) \]

\[ \alpha_i = \frac{(b - a)\omega_i}{2}. \quad (D2.3) \]

A six-sampling point scheme was used for evaluating all the numerical integrals in the analyses. The values of \( \eta_i \) and \( \omega_i \) are stored in the 2-dimensional matrix ID in the sub-programs RGQIS, RGQACT, LGQIS, LGQACT, SGARGQ. The first column of ID gives the sampling points \( \eta_i \) and the second column gives the corresponding weights. The function of these subprograms are now described.

RGQIS: Gauss quadrature algorithm for integrating the mass flow rate for the reversible full pressure ratio model in the refrigeration mode.

RGQIS: Gauss quadrature algorithm for integrating the mass flow rate for the reversible full pressure ratio model in the refrigeration mode

LGQIS: Gauss quadrature algorithm for integrating the mass flow rate for the reversible full pressure ratio model in the liquefaction mode.

RMACT: Gauss quadrature algorithm for integrating the mass flow rate for the mass crossflow model with non-zero heat exchange temperature difference.

LMACT: Gauss quadrature algorithm for integrating the mass flow rate for the mass crossflow model with non-zero heat exchange temperature difference and a liquefaction mode.

SGARGQ: Gauss quadrature algorithm for integrating the heat exchange area and the generated entropy for the mass crossflow model with non-zero heat exchange \( \Delta T \).

Each of these integration subprograms are called several times by a driver program.
which is essentially a do loop. The specific heat capacity and entropy values are computed by the function CP(T,P). The data for these properties are stored in a two-dimensional matrix called M3DD in the file DATA4. The call arguments for CP are the temperature in degrees Kelvin and an integer which is the column of the matrix corresponding to the required pressure. There are 22 columns of the matrix representing entropy (odd-numbered columns) and specific heat capacity (even-numbered columns) for the following pressure (atm.) levels in that order: 0.1, 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 10.0, 20.0, 30.0, 40.0.

A listing of the computer programs now follow.
(D2) RMISOT(PLN, PHN, DT, TIN, VIN, NTIMES) :=

    BLOCK(VAL : ZEROMATRIX(NTIMES, 2), VAL : TIN, VAL : VIN,
           1, 1 1, 2
    FOR I FROM 2 THRU NTIMES DO (VAL : VAL + DT,
           I, 1  I - 1, 1
           VAL : RQQIS(PLN, PHN, VAL, VAL, VAL))
           I, 2  I, 1  I - 1, 1  I - 1, 2

(D3) RQQIS(PLN, PHN, ULC, LLL, LLM; :=

    BLOCK(ID : MATRIX([-0.9334952, 0.1713492], [-0.6612093, 0.36076157],
                       [-0.238619186, 0.467913933], [0.238619186, 0.467913933],
                       [0.6612093, 0.36076157], [0.9334952, 0.1713492]), SUM : 0.0,
                       (ULT - LLL) ID
                       ULC + LLL  I, 1
    FOR I THRU 6 DO (ST(I) := --------- + ------------------,
                       2 2
                       CP(ST(I), PHN) - CP(ST(I), PLN)
                      SF(I) := -----------------------------------------------,
                      ST(I) (CP(ST(I), PLN - 1) - CP(ST(I), PHN - 1))
                      (ULT - LLL) SUM
                      SUM : SUM + SF(I) ID  ), NSUM : ------------------,
                      I, 2 2
                      MDOT : EXP(LOG(LLM) + NSUM))

(C4)
(D6) LMIROT(PLN, PHN, TIN, DT, MIN, NTIMES) :=

BLOCK(LVAL : ZEROMATRIX(NTIMES, 3), LVAL : TIN, LVAL : MIN, 1, 1, 1, 2
MLIQ
EPS : 1 + ----, FOR I THRU NTIMES DO LVAL : EPS ,
1, 2 MIN I, 3 I, 2
FOR I FROM 2 THRU NTIMES DO (LVAL : LVAL + DT,
I, 1 I - 1, 1
LVAL : LGQIS(PLN, PHN, LVAL , LVAL , EPS , EPS
I, 2 I, 1 I - 1, 1 I, 2 I - 1, 2
MLIQ
LVAL ), EPS : 1 + --------, LVAL : EPS ))
I - 1, 2 I, 2
EPS(I) := ------ _____ + ---------------------
2 2
EPS(I) CP(ST(I), PHN) - CP(ST(I), PLN)
ST(I) (CP(ST(I), PLN - 1) - CP(ST(I), PHN - 1))
SUM : SUM + SF(I) ID ), NSUM : ------------------
I, 2 2
MDOT : EXP(LOG(LLM) + NSUM))

(C17)
**(D8)** \( \text{MISOT}(PLN, PHN, DT, TIN, MIN, NTIMES) := \)

\[
\text{BLOCK}(\text{VAL} : \text{ZEROMATRIX}(NTIMES, 2), \text{VAL} : TIN, \text{VAL} : \text{MIN}, 1, 1, 1, 2)
\]

\[\text{FOR I FROM 2 THRU NTIMES DO (VAL : VAL + DT, I, 1 I - 1, 1)}\]

\[
\text{VAL : RGQIS(PLN, PHN, VAL 1, VAL 1, VAL I, 2 I, 1 I - 1, 1 I - 1, 2)}
\]

\[
\text{MLIQ EPS : 1 + --------)})
\]

\[\text{I, 2 VAL I, 2} \]

**(C9)**

**(D10)** \( \text{RMACT}(PLN, PHN, DT, TIN, MIN, Y, NTIMES) := \)

\[
\text{BLOCK}(\text{VAL} : \text{ZEROMATRIX}(NTIMES, 2), \text{VAL} : TIN, \text{VAL} : \text{MIN}, 1, 1, 1, 2)
\]

\[\text{FOR I FROM 2 THRU NTIMES DO (VAL : VAL + DT, I, 1 I - 1, 1)}\]

\[
\text{VAL : RGQACT(PLN, PHN, Y, VAL 1, VAL I, 2 I, 1 I - 1, 1 I - 1, 2))}
\]

**(C11)**
\( \text{(D11) } \text{RQACT(PLN, PHN, Y, ULT, LLT, LLM)} := \)

\[
\begin{align*}
\text{BLOCK(ID : MATRIX} & \begin{bmatrix} -0.93246952, 0.171324492 \end{bmatrix}, \begin{bmatrix} 0.66120939, 0.36076157 \end{bmatrix}, \begin{bmatrix} -0.66120939, 0.467913933 \end{bmatrix}, \begin{bmatrix} 0.238619186, 0.467913933 \end{bmatrix}, \begin{bmatrix} 0.66120939, 0.36076157 \end{bmatrix}, \begin{bmatrix} 0.93246952, 0.171324492 \end{bmatrix}) \), \text{SUM : 0.0,}
\end{align*}
\]

\[
\begin{align*}
(\text{ULT} - \text{LLT}) \text{ ID} \\
\text{FOR I THRU 6 DO } \text{ST(I)} := \frac{\text{ULT} + \text{LLT}}{2} + \frac{\text{ULT} - \text{LLT}}{2},
\end{align*}
\]

\[
\begin{align*}
\text{CP(}\text{ST(I)}, \text{PLN}) \\
\text{CP(}\text{ST(I)}, \text{PHN}) - \frac{1}{1 + \text{Y}}
\end{align*}
\]

\[
\begin{align*}
\text{SF(I)} := \frac{1}{\text{ST(I)} \left( \text{CP(}\text{ST(I)}, \text{PLN} - 1) - \text{CP(}\text{ST(I)}, \text{PHN} - 1) \right)}
\end{align*}
\]

\[
\begin{align*}
\text{SUM : SUM + SF(I) ID) }, \text{NSUM} : \frac{1}{2}, \text{MDOT} : \exp(\text{LOG(}\text{LLM}) + \text{NSUM})
\end{align*}
\]

\( \text{(C12)} \)

\( \text{(D13) } \text{LMACT(PLN, PHN, MLIQ, Y, TIN, DT, MIN, NTIMES)} := \)

\[
\begin{align*}
\text{BLOCK(VAL : ZEROMATRIX(NTIMES, 3)}, \text{VAL} \quad \text{TIN}, \text{VAL} \quad \text{MIN}, \quad \text{TIN, VAL} \quad \text{MIN,}
\end{align*}
\]

\[
\begin{align*}
\text{MLIQ} \\
\text{EPS} \quad \text{1 + ----, FOR I THRU NTIMES DO VAL} \quad \text{EPS} \quad \text{1, 2} \quad \text{MIN} \quad \text{1, 3} \quad \text{I, 2}
\end{align*}
\]

\[
\begin{align*}
\text{FOR I FROM 2 THRU NTIMES DO (VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL}
\end{align*}
\]

\[
\begin{align*}
\text{MLIQ} \quad \text{1 + ----, EPS} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL} \quad \text{VAL}
\end{align*}
\]

\( \text{(C14)} \)
(D15) \( \text{LGQACT(PLN, PHN, Y, ULT, LLT, ULEPS, LLEPS, LLM)} := \)

\[
\begin{align*}
\text{BLOCK(ID : MATRIX([-0.93246952, 0.171324492,]
& [-0.66120939, 0.36076157],
& [-0.238619186, 0.467913933, [0.238619186, 0.467913933],
& [0.66120939, 0.36076157], [0.93246952, 0.171324492]), SUM : 0.0,}
& (ULT - LLT) ID
& \frac{ULT + LLT}{2} \cdot \frac{1}{I, 1}
\end{align*}
\]

\[
\begin{align*}
\text{FOR I THRU 6 DO (ST(I) :=} \frac{(ULEPS - LLEPS) ID}{2} \cdot \frac{1}{I, 1}
& \frac{ULEPS + LLEPS}{2} \cdot \frac{1}{I, 1}
\end{align*}
\]

\[
\begin{align*}
\text{EPS(I) :=} \frac{CP(ST(I), PLN)}{2} \cdot \frac{1}{I, 1}
& \frac{EPS(I) CP(ST(I), PHN)}{1 + Y}
\end{align*}
\]

\[
\begin{align*}
\text{SF(I) :=} \frac{(ULT - LLT) SUM}{2} \cdot \frac{1}{I, 2}
& \frac{EPS(I) CP(ST(I), PLN)}{1 + Y}
\end{align*}
\]

\[
\begin{align*}
\text{SUM : SUM + SF(I) ID}, \quad \text{NSUM :} \frac{(ULT - LLT) SUM}{2}
& \frac{1}{I, 2}
\end{align*}
\]

\[
\begin{align*}
\text{MDOT :} \exp(\log(LLM) + NSUM)
& \frac{1}{I, 2}
\end{align*}
\]

(D17) \( \text{IMACT(PLN, PHN, DT, TIN, MIN, Y, NTIMES)} := \)

\[
\begin{align*}
\text{BLOCK(VAL : ZEROMATRIX(NTIMES, 2), VAL : TIN, VAL : MIN,}
& 1, 1, 1, 2
\end{align*}
\]

\[
\begin{align*}
\text{FOR I FROM 2 THRU NTIMES DO (VAL := VAL + DT,}
& I, 1, I - 1, 1
\end{align*}
\]

\[
\begin{align*}
\text{VAL : RGQACT(PLN, PHN, Y, VAL }, \text{VAL }, \text{VAL }, \text{VAL }, \text{VAL })},
& I, 2, I, 1, I - 1, 1, I - 1, 2
\end{align*}
\]

\[
\begin{align*}
\text{MLIQ}
& 1 + \frac{1}{I, 2}
\end{align*}
\]

\[
\begin{align*}
\text{EPS :=} \frac{1}{I, 2}
& \frac{1}{I, 2}
\end{align*}
\]

(C18)
(D21) SGAR(PLN, PHN, TIN) := BLOCK(SAR : ZEROMATRIX(15, 4), SAR := TIN, 1, 1
FOR I THRU 3 DO SAR := VAL
I, 2 37 - 5 (I - 1), 2 4, 2 22, 2
FOR I FROM 5 THRU 7 DO SAR := VAL
I, 2 19 - 2 (I - 5), 2
FOR I FROM 8 THRU 10 DO SAR := VAL
I, 2 14 - 2 (I - 8), 2
FOR I FROM 11 THRU 15 DO SAR := VAL
I, 2 9 - 2 (I - 11), 2 1, 3
SAR := 0.0, FOR I FROM 2 THRU 15 DO (IF I <= 4 THEN DT := 5.0
1, 4
ELSE (IF I > 4 AND I <= 8 THEN DT := 10
ELSE (IF I > 8 AND I <= 11 THEN DT := 20.0
ELSE (IF I > 11 AND I <= 13 THEN DT := 40.0
ELSE (IF I > 13 THEN DT := 50.0))))), SAR := SAR + DT,
I, 1 I - 1, 1
SAR := SGARGQ(PLN, PHN, SAR, SAR, SAR, SAR, 3 I, 1 I - 1, 1 I, 2 I - 1, 2
SAR, SAR), SAR := SGEN), SAVE([SAR4, MNT, DSK, MMMM], SAR).
I - 1, 4 I - 1, 3 I, 4
(C22)
\[
(D22) \text{\texttt{\textbackslash SGARGQ}}(\text{\texttt{PLN, PHN, ULT, LLT, ULM, LLM, ISGEN, IAREA}}) := \\
\text{\texttt{\texttt{BLOCK(ID : MATRIX([-0.93246952, 0.171324492], [-0.66120939, 0.36076157],}}} \\
[-0.238619186, 0.467913933], [0.238619186, 0.467913933],} \\
[0.66120939, 0.36076157], [0.93246952, 0.171324492]), \text{SSUM : 0.0, SUM : 0.0} \\
\text{\texttt{FOR I THRU 6 DO (ST(I) := \frac{(ULT - LLT) ID}{2},}}} \\
\text{\texttt{ST(I) := \frac{(ULT + LLT) ID}{2},}}} \\
\text{\texttt{MS(I) := \frac{(ULM - LLM) ID}{2},}}} \\
\text{\texttt{SF(I) := \frac{(ULM + LLM) ID}{2},}}} \\
\text{\texttt{SUM := SUM + SF(I) ID,}}} \\
\text{\texttt{SGEN := \frac{(ULM - LLT) SUM}{2},}}} \\
\text{\texttt{GEN := \frac{(ULT - LLT) SUM}{2(1 + Y)},}}} \\
\text{\texttt{AREA := \frac{(ULT - LLT) SUM}{2 \cdot Y},}}} \\
\text{\texttt{(C23)}}
\]
(D24) CP(T, P) := BLOCK(IF 2.5 <= T AND T < 5.0
   THEN FOR I WHILE 2 + 0.5 I <= T DO (N : I, Z1 : 0.5, Z2 : T - 2.0 - 0.5 I)
   ELSE (IF 5.0 <= T AND T < 6.0 THEN FOR I WHILE 4.9 + 0.1 I <= T
   DO (N : I + 5, Z1 : 0.1, Z2 : T - 4.9 - 0.1 I)
   ELSE (IF 6.0 <= T AND T < 10.0 THEN FOR I WHILE 5.5 + 0.5 I <= T
   DO (N : I + 15, Z1 : 0.5, Z2 : T - 5.5 - 0.5 I)
   ELSE (IF 10.0 <= T AND T < 26.0 THEN FOR I WHILE 9.0 + I <= T
   DO (N : I + 23, Z1 : 1.0, Z2 : T - 9.0 - I)
   ELSE (IF 26.0 <= T AND T < 40.0 THEN FOR I WHILE 24.9 + 2 I <= T
   DO (N : I + 39, Z1 : 2.0, Z2 : T - 24.0 - 2.0 I)
   ELSE (IF 40.0 <= T AND T < 80.0 THEN FOR I WHILE 35.0 + 5.0 I <= T
   DO (N : I + 46, Z1 : 5.0, Z2 : T - 35.0 - 5.0 I)
   ELSE (IF 80.0 <= T AND T < 100.0 THEN FOR I WHILE 70.0 + 10.0 I <= T
   DO (N : I + 54, Z1 : 10.0, Z2 : T - 70.0 - 10.0 I)
   ELSE (IF 100.0 <= T AND T < 300.0 THEN FOR I WHILE 75.0 + 25.0 I <= T
   DO (N : I + 56, Z1 : 25.0, Z2 : T - 75.0 - 25.0 I)
   ELSE (IF 300.0 <= T AND T < 400.0 THEN FOR I WHILE 250.0 + 50.0 I <= T
   DO (N : I + 64, Z1 : 50.0, Z2 : T - 250.0 - 50.0 I))))))
   )
   C1 : M3DD
   N, P
   (C2 - C1) Z2
   C2 : M3DD
   N + 1, P
   CPV : C1 + ------------
   Z1

(C25)
Two classes of instrumentation were provided on the device. One set of sensors provided information for diagnostic purposes. This included pressure sensors in the pneumatic circuit (used for tuning the circuit), and temperature sensors distributed along the cylinder length which provided conduction heat flow information along the cylinder. The other class of sensors had the dual role of providing information for diagnostic purposes as well as measurements for evaluating the performance of the engine. This latter class included a displacement transducer which gave the working volume-time relationship for the engine, and both pressure and temperature sensors at various locations in the process stream. The types of sensors used for the experiment are now presented together with some other peripheral equipment such as power sources and data acquisition system.

El.1 Temperature Measurements

Four types of sensors are commonly used for cryogenic temperature measurements: thermocouples, semiconductors, resistance thermometers and gas thermometers. The unique characteristics associated with each of these sensors, generally determine the choice for a particular application. With the exception of the semiconductor type, all these sensors were employed in the experiment as explained below.

Thermocouples: Thermocouples are easy to build, easy to use and inexpensive. However, the copper-constantan(type T) sensors commonly used are accurate over a limited range of temperatures and therefore cannot be used at liquid helium temperatures. These were employed primarily to monitor the cooldown process as well as the temperature distribution.
along the cylinder length. Eight thermocouples were soft-soldered along the length of the cylinder and one each on the inlet, discharge and heater tanks. Also one thermocouple each was used to measure the temperature of the process gas inside the inlet, discharge and heater tanks (these are numbered 10, 11 and 12 respectively). The thermocouples were made of 0.012" wires TIG welded to form the cold junction. The other end of the wires were connected to the signal conditioning module of a data acquisition system with in-built ice-point compensation facilitating direct voltage readout. The data acquisition system had microprocessing capabilities which could convert the measured voltage to centigrade degrees. A printed output was provided at desired time intervals.

Resistance Thermometers: Allen-Bradley (carbon composition) resistors were used to measure the temperature of the working fluid at three different locations in the flow process: at the inlet and the discharge to the engine and at the heater tank further downstream of the engine. The resistance-temperature characteristics of the Allen-Bradley resistors have been found to closely fit the three-constant semi-empirical calibration curve of Clement and Quinnell:

$$\frac{1}{T} = A \ln R + B + \frac{C}{\ln R}$$  \hspace{1cm} (E1.1)

where $R$ is the resistance in ohms, and $T$ is the temperature in degrees K. $A, B, C$ are constants to be determined empirically. The resistors were calibrated from measurements at room temperature, liquid nitrogen temperature, and liquid helium temperature.

At very low temperatures, ohmic heating due to the exciting current may introduce errors in the measurement as the resistance increases. The choice of resistors without an inordinate increase in resistance at low temperatures and a low excitation current 1.0µA minimized this error. Four 0.008" film insulated copper leads were soft-soldered to the two
"pigtails" on each resistor (two on either side of it). All three resistors were connected in series with a 10MΩ resistor and a digital multimeter and then to a power source (a Lambda dual regulated power supply with a voltage range of 0-20V and a maximum rated current of 1.7A). The digital multimeter was used to measure the current while the other pair of leads were connected to the signal conditioning module of the data acquisition system for the measurement of the voltage drop across each resistor. Typical calibration curves for the three resistors are shown in Fig E1.1 and E1.2.

Gas Thermometers: It is sometimes argued that Allen-Bradley resistors require calibration after each recooling to cryogenic temperatures although a number of researchers have shown otherwise. Also, the resistance of Allen-Bradley resistors tend to drift. The resistance thermometers were to be located inside sealed tanks. Therefore they would not be easily accessible after installation and any malfunctioning could not be easily corrected. In particular it would be impractical to recalibrate them after each run of the experiment. Consequently gas thermometers were also installed as backup for the resistance thermometers.

The gas thermometer is based on the thermodynamic behaviour of a gas: the unique temperature-pressure relation of a pure fluid. It consists of two volumes: a warm volume at ambient temperature and a cold volume at the cryogenic temperature connected by a capillary tubing. It may be classified according to the phase behaviour at the cold end. Thus depending on the initial charging pressure and volume ratio, the cold end behaviour may lie in one of four regions defined by Holten. In two of the four regimes, the cold volume of the thermometer is partly filled with liquid and partly with vapor in equilibrium with liquid. In this mode of operation the temperature is determined from the saturated pressure-temperature relationship, and the sensor is then called a vapor pressure thermometer.
FIG. E1.1 COLD END CALIBRATION CURVE FOR ALLEN-BRABLEY RESISTOR LOCATED AT THE EXPANDER INLET. TABULATED VALUES ARE GIVEN ON TABLE E1.1
AT THE HEATER TANK.

Fig. 12 Full range calibration curve for Allen-Bradley resistor located.
The volume ratio and the charging pressure essentially fix the performance of the sensor. These are chosen from considerations of response time, temperature errors and sensitivity as discussed by Holten[112]. There is an error due to warm-volume(ambient) temperature changes occurring during utilization of the thermometer. This cannot be accounted for a priori, for example by physical calibration. However an analytical correction curve may be provided for applications where the resulting error would be appreciable. (It has not been found necessary to provide such a correction curve for the sensors.) There is also an error due to the interconnecting capillary tubing. This error depends on the mass in the capillary tube and is minimized by reducing the transition volume. The response is determined by two factors:

1. The time lag for thermal conduction between the cold bulb and the enclosed fluid;

2. The time lag for mass transfer required to reestablish pressure equilibrium after a change in temperature.

Heat transfer in the cold-volume has been found experimentally to dictate the response time. Thus the capillary tubing can be made as small as possible to reduce the error due to the size of the capillary tubing without any significant loss in response time. Consequently 0.012"-ID capillary tubing was used to interconnect the warm and cold volumes. The cold bulb was made of copper because of its thermal characteristics. Also higher charging pressures improve the response time.

In general the charging pressure and the volume ratio are chosen to obtain maximum sensitivity over a desired limited temperature range. However, for this experimental engine, it was desired to monitor the cooldown process and also provide the flexibility of operating the engine at higher temperature levels (as a single phase expander.) Consequently, a charg-
ing pressure of about eleven atmospheres was used which, in combination with a volume ratio (warm to cold) of 37.5, enabled a wide range of temperature measurements with a single sensor. The calibration curve was obtained analytically from continuity of mass:

\[ M_{\text{total}} = M_{\text{warm}} + M_{\text{cold}} \]  \hspace{1cm} (E1.2)

In terms of the cold and warm volumes,

\[ \rho_0(V_w + V_c) = \rho_w V_w + \rho_c V_c \]  \hspace{1cm} (E1.3)

which gives

\[ \rho_c(T, P) = (N + 1)\rho_0(T_w, P_0) + \rho_w(T_w, P) \]  \hspace{1cm} (E1.4)

The temperature-pressure relationship given by E1.4 (Fig. E1.4) was checked at liquid nitrogen and liquid helium temperatures. The volume ratio was also checked to ensure that in the two-phase operating regime, the cold volume would not be completely filled with liquid. This eliminates the possibility of creating a colder spot between the cold volume and the volume.

**E1.2 Pressure Measurements**

Two types of pressure transducers were employed for the experiments. The expected temperature of the working space of the engine precluded the use of pressure transducers with built-in amplifiers: the electronic circuit limits the operating temperatures usually to about 77K. A miniature high impedance piezoelectric transducer from Kistler Instrument
FIG. E1.4a CALIBRATION CURVES FOR VAPOR PRESSURE THERMOMETERS. TABULATED VALUES ARE SHOWN ON TABLE E1.2
FIG. E1.4b COLD END CALIBRATION CURVES FOR VAPOR PRESSURE THERMOMETERS
Corporation (Model 603B3) having a sensing element made of crystalline quartz and a rated operating temperature range from 6K, was used to measure the pressure in the working space of the engine. The sensor threads into a mounting adaptor (Model 221A) which was TIG welded to one end of a short capillary tube. The other end of the tube was soft-soldered to the cylinder. The electrical charge output of the sensor is fed into a charge amplifier (Model 5004) which converts the charge signal to a proportional voltage signal. This voltage signal is then monitored on a digital oscilloscope.

CEC Type 4-312 variable-resistance-type pressure transducers were also used. The sensing element consists of an unbounded-strain-gauge winding connected in a four-arm bridge circuit. Pressure against the diaphragm produces a displacement of the sensing element changing the resistance of the active arms and causing an electrical output proportional to the applied pressure. The full-scale output was 20mV for an excitation voltage of 5.5VDC. Because of this low level of the output signal, these transducers were susceptible to spurious noise signals. However, the desired phase information was easily obtained from the resulting signals. Again these signals were monitored on a digital oscilloscope.

Typical pressure-time traces are shown in Chapter 5. One set of these sensors could measure pressure up to 125 psi and the other set had a range of 0-250 psi.

### 1.3 Data Acquisition System

Two types of data acquisition system were used for the experiment: a microprocessor-controlled system (AUTODATA NINE) from the Acurex Autodata Company, and a digital oscilloscope with magnetic disk memory capability from Nicolet Instrument Corporation.

**Autodata Nine**: The Autodata Nine was used to measure the thermocouple and resistance
thermometer signals. The sensor cables were connected to a signal conditioning module, in
the data acquisition system, which converts the output from the sensor to a dc voltage for
measurement by an integrating digital voltmeter. The signal conditioning module plugs into
a reed multiplexer which switches the conditioned signal from the sensors to the voltmeter
one at a time.

**Nicolet Explorer II Digital Oscilloscope:** The oscilloscope had a plug-in unit with two
channels. This was therefore used to display the Pressure-Volume curve of the expansion
engine. The P-V data was also stored on a magnetic disk and later transferred to a VAX PDP
11 computer for processing. The basic program for transferring the data was written by H.
B. Faulkner and was used with minimal modification. The data is transferred in the form
of printable binary codes and is translated first to integers and then to floating point numbers
using normalizing constants associated with the oscilloscope. Signals from the CEC pressure
sensors were also displayed and processed with the digital oscilloscope.

**E1.4 Liquid Level Gauge**

The liquid level in the heater tank was monitored using a liquid level sensor from
American Magnetics, Inc. The sensor element is a superconducting wire filament. A constant
current of 70mA was maintained in the wire. This kept the portion of the wire in the gas
normally conducting (resistive) while the section submerged in the liquid remained super-
conducting. Thus a linear relationship between the output voltage and the liquid level is
obtained. The output voltage is measured across the superconducting wire to eliminate er-
rors associated with the voltage drop across the current carrying leads. Thus a total of four
leads connect the gauge. A Lambda dual regulated power supply was used to maintain the
constant current measured on a Data Precision digital multimeter.
Appendix E2

ANALYSIS OF RESULTS

Two methods were used to measure the actual work extraction rate of the expander. The first involved measuring the mass flow rate while the other involved measuring the losses due to heat transfer. In both cases the state of the working fluid entering the expander and leaving the heater tank are required as indicated in Sec. 5.3. Typical values are as given presently.

- Expander inlet condition:

  Pressure = 13.15 atm.

  Temperature = 6.55 K

From a table of helium properties,\(^9\)

\[
\text{Enthalpy } h_i = 23.973 \text{ J/g}
\]

\[
\text{Entropy } s_i = 4.377 \text{ J/(g-K)}
\]

\[
\text{Density } \rho_i = 13.28 \text{ g/cm}^3
\]

- Expander discharge condition (saturated gas):

  Pressure = 1.2 atm

  Again from the table of helium properties:

  Temperature = 4.424 K

  \[
  \text{Enthalpy } h_d = 29.94 \text{ J/g}
  \]

  \[
  \text{Entropy } s_d = 7.993 \text{ J/(g-K)}
  \]
Mass Flow Rate Method.

The mass flow rate is calculated from the cylinder volume, the fluid state at the cutoff point and the cycle rate. Thus

\[ M = \frac{\pi d^2 L_c \rho c}{4} \frac{\tau}{\tau} \]

where

\( d \) = cylinder bore

\( L_c \) = piston displacement at cutoff from BDC

\( = 2.35 \text{ cm.} \)

\( \tau \) = cycle time

\( \tau = 1.63 \text{ s} \)

Substitution gives the mass flow rate

\[ M = 2.183 \text{ g/s} \]

The reversible expander power is then given by:

\[ W_{rev} = M(h_1 - h_2) - T_3(S_1 - S_2) \]

\[ = 21.8 \text{ W,} \]

and the actual expander power is similarly given as:

\[ W_{act} = M(h_1 - h_2) + Q_{act} \]

\[ = 20.4 \text{ W.} \]

The ratio gives the expander efficiency as:
Heat loss method

The actual work is also obtained from the indicated work (area under the P-V diagram) as:

\[ W_{\text{act}} = W_{\text{ind}} - Q_{\text{loss}} \]

The indicated power = \( \frac{1}{\pi} \int PdV \)

= 21.41 W

The piston motion loss = 1.3 W (from the data of Table 5.2).

The total static heat loss is = 2.61 W (from the data of Table E2.1)

Table E2.1
Static Heat Leak Test Results

<table>
<thead>
<tr>
<th></th>
<th>Test 1</th>
<th>Test 2</th>
<th>Test 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature at expander inlet tank (K)</td>
<td>4.6</td>
<td>4.6</td>
<td>4.6</td>
</tr>
<tr>
<td>Temperature at heater tank (K)</td>
<td>5.347</td>
<td>5.495</td>
<td>6.16</td>
</tr>
<tr>
<td>Mass flow rate transducer reading (Volts)</td>
<td>4.73</td>
<td>4.665</td>
<td>4.398</td>
</tr>
<tr>
<td>Heat leak rate ( \dot{M}(\Delta h) )</td>
<td>2.44</td>
<td>2.58</td>
<td>2.82</td>
</tr>
</tbody>
</table>

The static heat loss associated with the engine is obtained by comparing the measured heat loss with the calculated static heat loss. The conduction heat losses are calculated
from Fourier's law using the integrated conductivity values for stainless steel and the room temperature value of the conductivity for micarta as explained in Sec. 5.2.3. From Table E2.2,

The expander heat loss = 1.63 W.

Therefore

\[ Q_{\text{loss}} = 2.9W \]

These values now give the actual expander power as:

\[ W_{\text{act}} = 18.5W \]

The expander efficiency is then given as:

\[ \eta = 84.5\% \]

These values are reported in chapter 5.
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Table E2.2
Estimates Of Conduction And Radiation Heat Losses

<table>
<thead>
<tr>
<th>Source</th>
<th>$Q_{\text{cond}}$ (W)</th>
<th>$Q_{\text{rad}}$ (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine Cylinder</td>
<td>0.208</td>
<td></td>
</tr>
<tr>
<td>Engine Displacer</td>
<td>0.124</td>
<td></td>
</tr>
<tr>
<td>Valve Sheath</td>
<td>0.129</td>
<td></td>
</tr>
<tr>
<td>Valve Rod</td>
<td>0.014</td>
<td></td>
</tr>
<tr>
<td>Heater Tank Support</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>Engine</td>
<td>0.0055</td>
<td>0.011</td>
</tr>
<tr>
<td>Heater Tank</td>
<td></td>
<td>0.011</td>
</tr>
<tr>
<td>Discharge Surge Tank</td>
<td>0.0076</td>
<td></td>
</tr>
<tr>
<td>Inlet Surge Tank</td>
<td>0.0076</td>
<td></td>
</tr>
</tbody>
</table>
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