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Chapter 1

Introduction and Background

Homomorphic signal processing with the complex cepstrum [1] has been applied, with considerable success, to many areas of digital signal processing [3], most notably speech, seismic and EEG data processing. The computation of the complex cepstrum requires obtaining the unwrapped phase, which is the continuous and periodic instance of the phase of the discrete-time Fourier transform (DTFT) of the input signal. Refer to Appendix B for a bibliography we have compiled on the complex cepstrum.

The phase of the DTFT, however, is in general ambiguous since at any frequency $2\pi k$ ($k$ is an integer) can be added without affecting the result of the complex exponentiation [1]. This ambiguity, therefore, allows the phase of the DTFT to contain discontinuities in the form of $2\pi k$ jumps. The unwrapped phase is the instance of the phase function where the additive integer multiples of $2\pi$ at each frequency are chosen to ensure that it is continuous; therefore, it is suitable for the computation of the complex cepstrum.

Reliably computing samples of the unwrapped phase of a given mixed-phase signal is an open problem: existing algorithms are not reliable and in many cases fail. The difficulty of computing the unwrapped phase carries over directly to the computation of the complex cepstrum. This thesis presents two composite algorithms that use the existing ones. The reliability and accuracy of the proposed algorithms have been demonstrated through numerous experiments, the goal being to render homomorphic
signal processing using the complex cepstrum more computationally reliable.

1.1 Problem Statement

The complex cepstrum is a sequence \( \hat{x}[n] \) that is related to a discrete-time signal \( x[n] \) by the following invertible transformation,

\[
X(z) = \sum_{n=-\infty}^{\infty} x[n]z^{-n} \\
\hat{X}(z) = \log(X(z)) \\
\hat{x}[n] = \frac{1}{2\pi j} \oint \hat{X}(z)z^{n-1}dz.
\]

For \( \hat{x}[n] \) to be a stable sequence we require that the region of convergence of \( \hat{X}(z) \) contain the unit circle, which leads to the equivalent relationships

\[
\hat{X}(e^{j\omega}) = \log |X(e^{j\omega})|e^{j\chi X(e^{j\omega})} \\
\hat{x}[n] = \frac{1}{2\pi} \int_{-\pi}^{\pi} \hat{X}(e^{j\omega})e^{j\omega n}d\omega.
\]

The angle \( \chi X(e^{j\omega}) \) in Equation (1.2) is only unique to an additive multiple of \( 2\pi \) at each frequency \( \omega \); therefore, the imaginary part of \( \hat{X}(e^{j\omega}) \) is ambiguous. To remove this ambiguity and for \( \hat{X}(e^{j\omega}) \) to exist we require that \( \chi X(e^{j\omega}) \) be a continuous function of \( \omega \). The unwrapped phase \( \arg |X(e^{j\omega})| \) is defined as the unique instance of \( \chi X(e^{j\omega}) \),

\[
\arg |X(e^{j\omega})| = \chi X(e^{j\omega}) + 2\pi k(\omega) \quad k \in \mathbb{Z},
\]

where the additive multiple of \( 2\pi \) at each frequency is chosen to satisfy the continuity condition.

For \( \hat{X}(e^{j\omega}) \) to be a valid DTFT of the complex cepstrum \( \hat{x}[n] \) it must be periodic with period \( 2\pi \); therefore, the unwrapped phase function must be periodic. When
the input signal is real, the complex cepstrum is also real and \( \hat{X}(e^{j\omega}) \) is a conjugate symmetric function. This implies that when the input signal is real, the unwrapped phase function is odd symmetric. Refer to [1] for more details on the complex cepstrum and its properties.

Reliable computation of the unwrapped phase is an open problem to which existing solutions cannot guarantee accuracy for any given input sequence. The difficulty of the problem becomes apparent in the next chapter where existing algorithms are presented. This thesis focuses on computing the unwrapped phase of the DTFT of finite-length discrete-time signals.

1.2 Instances of the Phase and the Derivative of the Unwrapped Phase

In this section we present two instances of the phase function: the unwrapped phase and the principal value of the phase. We also present the derivative of the unwrapped phase.

A finite-length discrete-time signal \( x[n] \) has a z-transform of the form

\[
X(z) = Az^r \prod_{k=1}^{M_i}(1 - a_k z^{-1}) \prod_{k=1}^{M_o}(1 - b_k z) \quad |a_k|, |b_k| < 1.
\]  

(1.5)

\( M_i \) corresponds to the number of zeros inside the unit circle, and \( M_o \) the number outside. The term \( z^r \) is a time shift that contributes a linear phase term with slope \( r \). When the signal is causal \( r = -M_o \). \( A \) is real when \( x[n] \) is real. The phase of \( X(e^{j\omega}) \) is, therefore, equal to

\[
\varphi X(e^{j\omega}) = \varphi A + \varphi e^{j\omega r} + \sum_{k=1}^{M_i} \varphi(1 - a_k e^{-j\omega}) + \sum_{k=1}^{M_o} \varphi(1 - b_k e^{j\omega}).
\]

(1.6)
1.2.1 Principal Value of the Phase

Section 1.1 presented the unwrapped phase \( \arg |X(e^{j\omega})| \) as a unique instance of the phase function. Another unique instance is the principal value \( \text{ARG}|X(e^{j\omega})| \) for which the \( 2\pi \) ambiguity is removed by restricting the value of \( \text{ARG}|X(e^{j\omega})| \) at any \( \omega \) to the range \([-\pi, \pi]\).

The principal value can be calculated using the arctangent routine

\[
\text{ARG}|X(e^{j\omega})| = \arctan \left( \frac{X_I(e^{j\omega})}{X_R(e^{j\omega})} \right),
\]

where the subscripts \( R \) and \( I \) denote the real and imaginary parts. This calculation clearly forces

\[
-\pi < \text{ARG}|X(e^{j\omega})| \leq \pi,
\]

and thus values of the phase outside this range will be “wrapped” so that they fall within it; for this reason the principal value is sometimes referred to as the “wrapped phase”. The wrapping causes the principal value to have discontinuities in the form of jumps of \( 2\pi \) as seen in Figure 1-1. It is also important to note that

\[
\text{ARG}|X(e^{j\omega})| = \text{mod} \left\{ \text{ARG}|A| + \text{ARG}|e^{j\omega}| + \sum_{k=1}^{M_1} \text{ARG}|(1-a_k e^{-j\omega})| + \sum_{k=1}^{M_0} \text{ARG}|(1-b_k e^{j\omega})| \right\} 2\pi.
\]

![Figure 1-1: Example Wrapped Phase Function](image-url)
1.2.2 Derivative of the Unwrapped Phase

The phase derivative \( \arg' |X(e^{j\omega})| \) is the derivative of the unwrapped phase with respect to \( \omega \). Exact values of the derivative may be computed using

\[
\arg' |X(e^{j\omega})| = \Im\{\frac{X'(e^{j\omega})}{X(e^{j\omega})}\}
\]

\[
= \frac{X_R(e^{j\omega})X_I'(e^{j\omega}) - X_I(e^{j\omega})X_R'(e^{j\omega})}{X_R^2(e^{j\omega})X_I^2(e^{j\omega})},
\]

where \( \Im\{W\} \) is the imaginary part of \( W \), the superscript ' denotes differentiation with respect to \( \omega \), and \( X'(e^{j\omega}) \) can be obtained by:

\[
X'(e^{j\omega}) = \sum_{n=-\infty}^{\infty} (-jnx[n])e^{-jwn}.
\]

The derivative is a linear operator and therefore

\[
\arg' |X(e^{j\omega})| = \arg' |e^{j\omega}| + \sum_{k=1}^{M_t} \arg' |(1 - a_k e^{-j\omega})| + \sum_{k=1}^{M_o} \arg' |(1 - b_k e^{j\omega})|. \tag{1.13}
\]

1.2.3 Unwrapped Phase

Section 1.1 placed three restrictions on the unwrapped phase function for it to be used in the computation of the complex cepstrum:

The first is that the unwrapped phase needs to be a continuous function of \( \omega \). This condition therefore forces \( a_k, b_k \neq 1 \) in (1.5), which is equivalent to \( X(z) \) not having any zeros on the unit circle. A zero on the unit circle at frequency \( \omega_0 \) contributes a discontinuity of \( \pi \) to the phase function at that frequency, thus contradicting the continuity condition.

The linear phase term \( \omega \) in (1.5) is undesirable because it leads to discontinuities in the unwrapped phase at \( \omega = 2\pi \); hence, it should not appear in the unwrapped phase. This can be done either by computing the unwrapped phase of \( x[n] \) and subtracting out the linear term, or by appropriately shifting the input.

Finally, when \( x[n] \) is real-valued the unwrapped phase must be odd symmetric.
However, if $A < 0$ then the unwrapped phase will contain a constant term equal to $\pi$ added at each frequency of the phase. These effects can be fixed by subtracting out the constant $\pi$ or can be avoided by using $-x[n]$ as the input signal. An example of the unwrapped phase is plotted in Figure 1-2.

The unwrapped phase is related to the principal value by the addition of a multiple of $2\pi$ at each frequency

$$\arg |X(e^{j\omega})| = \arg (e^{j\omega}) + 2\pi l(\omega) \quad l \in \mathbb{Z}. \quad (1.14)$$

Integrating the phase derivative also yields the unwrapped phase

$$\arg |X(e^{j\omega})| = \int_0^\omega \arg' |X(e^{j\omega})|d\omega. \quad (1.15)$$

It is also possible to obtain the unwrapped phase of a signal $x[n]$ by summing up the phase contribution of the individual zeros, as follows:

$$\arg |X(e^{j\omega})| = \sum_{k=1}^{M_t} \arg |(1 - a_k e^{-j\omega})| + \sum_{k=1}^{M_o} \arg |(1 - b_k e^{j\omega})|. \quad (1.16)$$

Figure 1-2: a) Example unwrapped phase function. b) Unwrapped phase function without the linear phase and the contribution of the additive $\pi$ constant.
1.3 Example Phase Functions

This section presents several examples of the wrapped and unwrapped phase functions. The goal is to study how these functions vary with the locations in the $z$-plane of the zeros of the $z$-transform of a signal.

Consider a real finite-length signal with one pair of conjugate zeros at angles $\pi/4$ and $-\pi/4$ and radius $r$. The $z$-transform of this signal is

$$X(z) = (1 - re^{j\pi/4}z^{-1})(1 - re^{-j\pi/4}z^{-1}).$$  \hspace{1cm} (1.17)

Figure 1-3 shows the unwrapped phase and phase derivative of $X(e^{j\omega})$ for $r = .8, .9, &.99$. Note that in this case the unwrapped phase is equal to the principal value.

![Unwrapped Phase and Phase Derivative](image)

Figure 1-3: a) Unwrapped phase function. b) Phase Derivative.

Figure 1-4 shows the unwrapped phase with the contribution of the linear phase component, the principal value of the phase, and the phase derivative of $X(e^{j\omega})$ for $r = \frac{1}{8}, \frac{1}{9}, & \frac{1}{99}$. 

![Unwrapped Phase with Linear Component](image)
Figures 1-3 and 1-4 demonstrate that the closer the zeros of the z-transform are to the unit circle the sharper the phase change at frequencies in their vicinity. These sharp variations are the principle cause of the difficulty of phase unwrapping.
Chapter 2

Existing Algorithms to Compute the Unwrapped Phase

When the complex cepstrum is computed, the discrete Fourier transform (DFT) is used instead of the DTFT. The DFT is a sampled version of the DTFT, usually at the roots of unity $\omega = 2\pi k/N$ where $k \in \mathbb{Z}$ and $N \in \mathbb{N}$.

$$\hat{X}[k] = \hat{X}(e^{j2\pi k/N}) = \log |X[k]| + j \arg |X[k]|$$

Hence, only the corresponding samples of the unwrapped phase are needed. This section will describe several existing algorithms to compute these samples.

2.1 Phase Unwrapping by Detecting Discontinuities

The unwrapped phase can be obtained from the principal value of the phase, as in equation 1.14, by detecting and removing the discontinuities introduced by the arctangent routine. One way to implement this is by finding and removing differences between adjacent samples of the principal value that are greater than $\pi$ in magnitude
The algorithm starts by calculating $\Delta[k]$, the first difference of the samples of the principal value, using

$$\Delta[k] = \text{ARG}|X[k + 1]| - \text{ARG}|X[k]|.$$  \hspace{1cm} (2.1)

Next, any values of $\Delta[k]$ that lie outside the range $[-\pi, \pi]$ get wrapped to obtain $W\Delta[k]$ whose values lie within that range ($L[k]$ is an integer function of $k$):

$$W\Delta[k] = \Delta[k] + 2\pi L[k]$$ \hspace{1cm} (2.2)

such that $-\pi < W\Delta[k] \leq \pi$.

A correction sequence will be defined as:

$$C\Delta[k] = W\Delta[k] - \Delta[k] = 2\pi L[k].$$ \hspace{1cm} (2.3)

The unwrapped phase is then obtained by

$$\text{arg}|X[k + 1]| = \text{ARG}|X[k + 1]| + \sum_{m=0}^{k-1} C\Delta[m].$$ \hspace{1cm} (2.4)

The limitation of this method is that it only uses samples of the principal value of the phase to perform the unwrapping. It also assumes that there is at most a change of $\pi$ in the unwrapped phase from one sample in frequency to the next. This assumption fails when the phase varies rapidly; the closer the zeros of the z-transform of a signal are to the unit circle the more rapidly its DTFT phase varies. The ability of this method to detect the $2\pi$ discontinuities is determined by the distance $(2\pi/N)$ between adjacent samples of the phase. This distance is controlled by $N$, the size of the DFT; therefore, if the DFT size is too small relative to the variation of the phase this method will fail to compute the correct unwrapped phase.

One possible way to check that the correct DFT size is chosen, is to compute the unwrapped phase using progressively longer DFTs until two consecutive unwrapped phase functions match, and assume that is the correct DFT size. An efficient imple-
mentation uses the FFT and increases the size by consecutive powers of two.

This method mainly fails in the following two situations: the first, is when a match is not found before the maximum allowed (by the hardware) DFT size is reached. The second, is when a match is found, but it is not the correct unwrapped phase (i.e. an even larger DFT size would yield a different answer). An example of the latter is shown in Figure 2-1, the unwrapped phases with DFT sizes equal to $2^{14}$ & $2^{15}$ matched; however, the correct unwrapped phase function requires a $2^{16}$ DFT size. Note that the linear phase components are different between the correct and the computed phase functions, thus when they are removed the error between the two functions is no longer limited to be a multiple of $2\pi$ as in Figure 2-1 (b).

![Figure 2-1: a) Correct and computed unwrapped phase functions after removal of linear phase component. b) Error in the correct and computed unwrapped phase (before removal of linear phase component).](image)
2.2 Phase Unwrapping Using Adaptive Numerical Integration

Equation (1.15) suggests that samples of the unwrapped phase can be obtained by numerical integration of samples of the phase derivative. The accuracy of the numerical integration will be limited by the integration step size, which is the distance between adjacent samples. Unfortunately, it does not seem possible to determine \textit{a priori} the DFT size needed to obtain a correct unwrapped phase function.

Tribolet [4] suggested an adaptive numerical integration method. He assumed that the value of the unwrapped phase at the frequency sample \( \omega_k \) is known, and used the trapezoidal rule to perform the numerical integration and obtain an estimate of the unwrapped phase at \( \omega_{k+1} \):

\[
\text{arg} |X[k+1]| = \arg |X[k]| + \frac{\omega_{k+1} - \omega_k}{2} \{ \arg' |X[k+1]| + \arg' |X[k]| \}. \tag{2.5}
\]

However, depending on the step size \((\omega_{k+1} - \omega_k)\), the obtained value \(\text{arg} |X[k+1]|\) may be inconsistent relative to \(\text{ARG}|X[k+1]|\). The calculated value is assumed inconsistent when:

\[
|\text{arg} |X[k+1]| - \text{ARG}|X[k+1]| + 2\pi l[k+1]| \geq \epsilon, \tag{2.6}
\]

where \(l[k+1]\) is an integer and \(\epsilon\) is a set threshold. If the calculated value of \(\text{arg} |X[k+1]|\) is considered inconsistent then the step size \(\omega_{k+1} - \omega_k\) is halved. Equations (2.5) and (2.6) are then repeated until a consistent estimate of the unwrapped phase is obtained. The unwrapped phase at sample \(\omega_{k+1}\) is then computed by:

\[
\arg |X[k+1]| = \text{ARG}|X[k+1]| + 2\pi l[k+1] \tag{2.7}
\]

This method becomes less appealing the closer the zeros of the z-transform of the signal are to the unit circle. As was observed in Section 1.3, the closer a zero is to the unit circle the faster the unwrapped phase will vary in the vicinity of that zero, and
in consequence the smaller the integration step size needs to be. The smaller step size is obtained by repeated iterations of the step size adaptation. Hence, this algorithm will become more computationally intensive as more of the zeros of the z-transform of the signal approach the unit circle.

An issue of greater concern with this method is that a false yet consistent (according to (2.6)) estimate of a sample of the unwrapped phase could be obtained, causing the calculated unwrapped phase to be incorrect. Using a smaller threshold \( \varepsilon \) will most likely yield a more accurate unwrapped phase. However, this would increase the number of step size adaptations. It is important to note that there is no guarantee that an even smaller step size would not yield a different unwrapped phase function.

Figure 2-2 shows an example that clearly highlights these issues. Consider calculating samples of the unwrapped phase of a signal of length 1024 using adaptive numerical integration. Three different thresholds are used: \( \varepsilon = .1, .05, .01 \). Of these only \( \varepsilon = .01 \) yields the correct unwrapped phase. As can be seen in the figure the higher thresholds yielded erroneous unwrapped phase functions with the errors equal to multiples of \( 2\pi \). It is also important to note that a threshold of \( .1 \) required 2673 iterations of the step size adaptation, while \( \varepsilon = .05 \) required 3207 and \( \varepsilon = .01 \) required 5245. These numbers clearly show the inverse relationship between the value of the threshold and computational intensity; in our implementation of this algorithm we used \( \varepsilon = .05 \).

A modification to this method presented by Scott [5] uses the phase derivative at the two endslopes (arg' \( |X(\omega_{k+1})| \) & arg' \( |X(\omega_k)| \)) individually in the adaptive integration along with their average to improve the confidence of the algorithm. Another modification [6] to the adaptive integration method used the second derivatives of the phase (arg'' \( |X(e^{j\omega})| \)) to perform piecewise polynomial interpolation using cubic splines, as a substitute to the trapezoidal integration used by Tribolet.
2.3 Computation of the Unwrapped Phase Using Polynomial Factoring

Steiglitz and Dickinson [7] suggested calculating the roots of the polynomial (z-transform) of a finite length signal. The unwrapped phase is then obtained by adding together the phase contributions of each root, as in Equation (1.16). The success of this method depends on the success of the polynomial factoring algorithm used to calculate the roots.

A new efficient method for factoring high degree polynomials was proposed by Sitton and Burrus [8]. The method uses the Fast Fourier Transform (FFT) to create a search grid around the unit circle by evaluating the z-transform of the signal at evenly spaced samples on concentric circles with radii close to 1 in the z-plane (see Figure 2-3).

Local minima within this grid are used as a rough estimate of the location of zeros,
and then Newton’s method [9] is used to obtain the exact locations of the zeros. This polynomial factoring algorithm focuses on searching for zeros in the area close to the unit circle, and thus works better on polynomials with zeros clustered closer to the unit circle. However, this factoring method becomes less efficient and is more likely to fail on signals for which the zeros of their z-transforms are farther from the unit circle, and in such cases the correct unwrapped phase cannot be obtained from the factored roots. A detailed explanation of this polynomial factoring algorithm is provided in the next chapter.

2.4 Phase Unwrapping from the Time Series

McGowan [13] presented a method that uses the discrete-time sequence $x[n]$ to determine the additive factor required at each sample in frequency to unwrap the phase. The algorithm is based on finding the integer-valued function $l(\omega_{k+1})$ in the following equation:

$$\arg[X(e^{j\omega_{k+1}})] - \arg[X(e^{j\omega_k})] = -\{\arctan\left[\frac{X_I(e^{j\omega_{k+1}})}{X_R(e^{j\omega_{k+1}})}\right] + \pi l(\omega_{k+1})\}. \quad (2.8)$$

In this case, the $\arctan$ routine used returns a value for the phase between $-\pi/2$ and $\pi/2$. The term $l(\omega_{k+1})$ is found by tracking how many times the sign of $\frac{X_I(e^{j\omega})}{X_R(e^{j\omega})}$ changes as $\omega$ goes through a singularity of the ratio or similarly the change in sign of $X_I(e^{j\omega}) \cdot X_R(e^{j\omega})$ as $\omega$ goes through the zeros of $X_R(e^{j\omega})$. For example, as $\omega$
goes through a zero of $X_R(e^{j\omega})$ and the sign of $X_I(e^{j\omega}) \cdot X_R(e^{j\omega})$ changes from $+ve$ to $-ve$, $l(\omega_{k+1})$ is incremented by one and it is decremented by one as the sign of $X_I(e^{j\omega}) \cdot X_R(e^{j\omega})$ goes from $-ve$ to $+ve$. To calculate the number of sign changes $l(\omega_{k+1})$ at each $\omega_{k+1}$ the discrete-time sequence and Sturm Polynomials [14] are used.

This method unwraps the phase at any frequency directly from the time series without the need to obtain the unwrapped phase of any intermediate values. Also the unwrapped phase at a certain frequency can be obtained from a fixed number of calculations. However, a major limitation of this method is that it is restricted to extremely short time sequences. An improvement on this method, that allows for longer time sequences, was presented by Long [15]. This improvement, however, becomes less accurate as the signal length increases due to computational errors.

### 2.5 Iterative Method to Compute the Unwrapped Phase

This method proposed by Quatieri and Oppenheim in [17] computes the unwrapped phase of the DTFT of an input $x[n]$ in the following steps:

1. Iterative techniques are used to compute a minimum-phase sequence $x_{mp}[n]$ from the principal value of the phase of the mixed-phase input sequence $x[n]$ with the linear-phase component removed.

2. The log of the magnitude of the DTFT of the minimum-phase sequence $\log |X(e^{j\omega})|$ is then used to compute the unwrapped phase $\arg |X_{mp}(e^{j\omega})|$ of $x_{mp}[n]$ using the Hilbert transform relationships [2] of minimum-phase sequences.

3. The unwrapped phase $\arg |X(e^{j\omega})|$ is then obtained by adding the linear-phase component removed in step 1 to $\arg |X_{mp}(e^{j\omega})|$.

This was successfully tested in [17] on simple mixed-phase sequences. However, no results are presented in [17] for long sequences and it suffers from several complications. Specifically, $x_{mp}[n]$ is infinite in length even if $x[n]$ is finite length; therefore,
the DFT size used in the iteration needs to be large enough to ensure aliasing will not occur. Another issue with this algorithm is that it requires the linear phase component of the phase of $x[n]$ to be known \textit{a priori} which is in general not the case.

2.6 Phase Unwrapping by Isolating Sharp Zeros

The method presented in [18] uses the locations of the zeros of the signal that are close to the unit circle to compute the unwrapped phase. The method attempts to determine the radial positions of sharp zeros within segments of the z-plane. A segment is the frequency step between two consecutive samples of the DFT ($2\pi/N$). Sharp zeros as defined in [18] are ones that are close to the unit circle, particularly whose radii are between .99 and 1.01. A zero is in a segment if it lies between the two radial lines that pass through the DFT sample points and extend to infinity. The algorithm develops and uses two measures to obtain the radial positions:

1. Phase derivative with respect to radial distance, which is the derivative with respect radial distance of the phase change across a segment.

2. Phase derivative at any frequency sampling point $k$ with respect to radial distance.

Once the radial positions of the sharp zeros within a segment are computed, they are used to determine the theoretical phase change across that segment. This is then compared to the change in the principal value over that segment to obtain the appropriate multiple of $2\pi$ required to unwrap the phase.

This method performs well provided the signal does not have many sharp zeros clustered close to each other. When such clustering occurs a sharp zero might be missed resulting in a false unwrapped phase.
2.7 Summary

Of the methods presented in this section only the first three are of particular interest to us. Phase unwrapping by detecting discontinuities (DD) and by adaptive numerical integration (ANI) are the most widely used methods, and recent advances in polynomial factoring [8] have made computation of the unwrapped phase by polynomial factoring (PF) a more attractive method.

Both DD and ANI assume that there is a limit to how fast the unwrapped phase may vary in frequency. However, Section 1.3 demonstrated that the unwrapped phase has sharp variations near zeros that are close to the unit circle. Therefore, these methods will perform poorly on signals that have most of their z-transform zeros clustered near the unit circle. The polynomial factoring algorithm presented in [8] is capable of factoring high degree polynomials whose zeros are located close to the unit circle. Thus, using this factoring algorithm in PF leads to correct computation of the unwrapped phase for signals that cause DD and ANI to perform poorly. The fact that PF is complementary to both DD and ANI motivates the proposed composite methods presented in Chapter 4.
Chapter 3

Method for Factoring High Degree Polynomials

In [7] a new method for factoring high degree polynomials was presented that can factor polynomials with random coefficients with degree as high as a million. This algorithm uses the property that zeros of polynomials with random coefficients cluster in an annulus around the unit circle, and the area of the annulus gets smaller as the degree increases, as presented in Appendix A. This property allows the algorithm to focus the search for zeros in the vicinity of the unit circle.

3.1 Outline of the Algorithm

1. A search grid that is dense near the unit circle is created by sampling the z-plane at concentric circles. This is done by expanding and contracting the z-plane (by applying an exponential weighting to the input) and then computing its FFT.

2. The grid is searched for local minima. These present candidate locations for the zeros of the signal.

3. The candidate locations from step 2 are then polished using Newton’s [9] or Laguerre’s [12] method, and duplicates are removed. The convergence of Newton’s
method is quadratic, while that of Laguerre is cubic.

4. If the search missed some roots then the computed roots are used to deflate the original polynomial to obtain one of lower degree.

5. The deflated polynomial is then factored, and the newly found roots polished against the original polynomial.

6. Ideally steps 4 and 5 are repeated until all roots are found. However, the deflation process is highly prone to errors. When deflation fails, the algorithm returns to step 1 and searches over a denser grid.

3.2 Deflation Failure

One of the major sources of error in this polynomial factoring algorithm, is the deflation step. Deflation errors usually happen when either the input polynomial is ill-conditioned or the resulting deflated polynomial is ill-conditioned, i.e. one for which a slight change in the coefficients results in a large change in the zero locations. Below is an example of deflation failure. This example is taken from the authors of this factoring algorithm.

Consider a well conditioned polynomial of degree 1000 with coefficients drawn from a zero mean independent identically distributed uniform distribution. Assume the grid searching and polishing found 986 of the 1000 zeros of the z-transform of the signal. Moreover, assume the remaining 14 zeros are located near $z = 1$ in the $z$-plane, as shown in Figure 3-1(a).

The zeros found are then used to deflate the original polynomial. The resulting fourteenth degree polynomial has zeros that are plotted in Figure 3-1(b). Comparing these zero locations to the ones in Figure 3-1(a) shows that the deflation failed.
Figure 3-1: a) Z-plane plot showing the correct location of the remaining 14 zeros. b) Z-plane plot showing the zero locations of the deflated polynomial.

### 3.3 Discussion

This factoring algorithm focuses its search for zeros in the vicinity of the unit circle. Hence, this algorithm performs well on polynomials with zeros that cluster in a tight annulus around the unit circle. Appendix A shows that polynomials with coefficients that are i.i.d. random variables exhibit this property. Moreover, this property also holds for polynomials whose coefficients are samples of naturally occurring physical signals such as speech and Electroencephalography (EEG). However, when the assumption of the zeros clustering around the unit circle does not hold, this method will perform poorly and may even fail to factor the polynomial. Another case where this method could fail is when the input polynomial is ill-conditioned.
Chapter 4

Proposed Composite Methods

This chapter will present two new methods for phase unwrapping that are capable of reliably computing the unwrapped phase in situations where the existing algorithms may fail.

4.1 Motivation

Phase unwrapping by detecting discontinuities (DD) presented in Section 2.1 and phase unwrapping by adaptive numerical integration (ANI) presented in Section 2.2 are the most frequently used in practice. These methods become inefficient and may fail as the zeros of the z-transform of the signal approach the unit circle. This limitation is of concern because, as was presented in Appendix A, sampled natural physical signals tend to have their zeros clustered in a tight annulus around the unit circle. Moreover, the area of the annulus decreases with increasing signal size. On the other hand, computation of the unwrapped phase by polynomial factoring (PF) using the algorithm presented in Chapter 3 performs best when all the zeros are close to the unit circle. Consequently, we conclude that the DD and ANI methods tend to be complementary to the PF method: DD and ANI perform poorly when PF performs well and vice versa. This motivates an algorithm that uses polynomial factoring with either DD or ANI, and combines their strengths while avoiding their weaknesses.
4.2 Overview

The proposed composite methods consider any signal $x[n]$ as a convolution of two signals $x_{UC}[n]$ and $x_{rem}[n]$.

\[ x[n] = x_{rem}[n] * x_{UC}[n] \quad \text{and} \quad X(z) = X_{rem}(z)X_{UC}(z) \quad (4.1) \]

$X_{UC}(z)$ contains the zeros of $X(z)$ that are problematic for DD and ANI, i.e. zeros that are closer to the unit circle ($z_{UC}$), and $X_{rem}(z)$ contains the remaining zeros of $X(z)$.

The proposed algorithm is a five step process:

1- Use polynomial factoring to find the zeros that are clustered near the unit circle, i.e. zeros of $X_{UC}(z)$.

2- Calculate the unwrapped phase contribution $(\arg |X_{UC}(e^{j\omega})|)$ of these zeros.

3- Obtain $x_{rem}[n]$ by deconvolving $x_{UC}[n]$ from $x[n]$.

4- Use either the DD or ANI algorithm to unwrap the phase contribution of the remaining zeros to get $\arg |X_{rem}(e^{j\omega})|$.

5- Add the unwrapped phase calculated in step 2 and in step 4 to obtain the total unwrapped phase.

\[ \arg |X(e^{j\omega})| = \arg |X_{UC}(e^{j\omega})| + \arg |X_{rem}(e^{j\omega})| \quad (4.2) \]

This five step process is a simplification of the actual proposed algorithm, and assumes that $x_{rem}[n]$ can correctly be calculated by deflation. However, this is in many cases not true; therefore, step 4 cannot be directly applied. Modifications are made to the DD and ANI methods to accommodate these cases. These modifications require the original signal $x[n]$ and $z_{UC}$ as inputs. Figure 4-1 is a block diagram representation of the proposed algorithms. The next sections of this chapter will describe the details of the polynomial factoring part, and those of the modified DD and ANI algorithms.
4.3 Polynomial Factoring and Deflation

The concepts of polynomial factoring and deflation in the algorithm are taken from Sitton and Burrus [8]. MATLAB code downloaded from the website [11] of the authors of [8] was modified and used to implement this part of the algorithm.

4.3.1 Steps to Find Zeros Close to the Unit Circle

This section briefly outlines the process used to search for zeros of the z-transform of a signal that are close to the unit circle.

1. Create a search grid that is dense around the unit circle.

2. Find local minima, and use them as candidate locations for roots.

3. Polish the candidate locations using Laguerre’s algorithm to obtain the correct location.

4. Remove any duplicates (zeros that polished to the same location) from the set of computed zeros.

5. Deflate the input polynomial using the computed roots.

6. (a) If deflation worked, output the computed zeros and the deflated polynomial, $x_{rem}[n]$.

(b) If deflation failed, and this is the first iteration through these steps, repeat all the steps while using a denser search grid in step 1.
(c) If deflation failed, and this is the second iteration, output the computed zeros.

Our experience showed that a max of two iterations should be allowed to attempt to obtain a deflated polynomial because a third iteration increases computation time and in most cases does not help. It is important to note that this section of the algorithm finds most of the zeros that are close to the unit circle, but will usually miss a few: this is mainly because the signal may have multiple zeros that are very close to each other.

A block diagram outlining these steps is shown in Figure 4-2. The following sections will describe in detail how the search grid was created, and how the polynomial deflation was performed.

![Polynomial factoring and deflation block diagram.](image)

Figure 4-2: Polynomial factoring and deflation block diagram.

### 4.3.2 Search Grid

The search grid is created by sampling the z-plane on concentric circles of varying radii. This sampling is performed by applying exponential weighting to the input sequence and then taking the DFT of the weighted sequence. Applying exponential weighting to a signal refers to a pointwise multiplication of the signal with a positive sequence $\alpha^n$

$$x_{\text{exp}}[n] = \alpha^n x[n].$$
Taking the DFT of \( x_{\exp}[n] \) is equivalent to sampling the z-transform of \( x[n] \) at a radius \( \alpha^{-1} \):

\[
X_{\exp}(e^{\frac{j2\pi k}{N}}) = \sum_{n=-\infty}^{\infty} \alpha^n x[n] e^{-\frac{j2\pi kn}{N}}
\]

\[
= \sum_{n=-\infty}^{\infty} x[n] (\alpha^{-1} e^{\frac{j2\pi k}{N}})^{-n}
\]

\[
X_{\exp}(e^{\frac{j2\pi k}{N}}) = X(\alpha^{-1} e^{\frac{j2\pi k}{N}}) \quad (4.3)
\]

The grid is chosen so that it is denser near the unit circle: as the unit circle is approached the concentric circles are more closely spaced and the number of samples (size of DFT) on each of the circles increases. A sample search grid is shown in Figure 4-3.

As is shown in the figure, the search grid only spans the inside of the unit circle. To

![Figure 4-3: Sample search grid, only upper right hand quadrant shown.](image-url)
obtain samples on concentric circles outside the unit circle the time-reversed signal 
\[x[-n]\] is used. A zero \(z_o\) of \(x[-n]\) corresponds to a zero \(z_o^{-1}\) of \(x[n]\) [1] because

\[
z\text{-transform}\{x[-n]\} = X(1/z).
\]

The goal of the grid search is to find candidate locations of zeros that are close
to the unit circle. However, as is observed in Figure 4-3 the choice of grid covers the
whole of the inside of the unit circle. The reason for this is that restricting the search
to an area around the unit circle does not considerably speed up the algorithm (since
the grid becomes sparse away from the unit circle). Also our experience showed that
not restricting the grid found more zeros which led the deflation step to be more
likely to succeed. In general, the majority of the candidate locations found by the
grid correspond to zeros that are close to the unit circle.

### 4.3.3 Deflation

The deflation step attempts to obtain a polynomial \(x_{\text{rem}}[n]\) of lower degree by removing the contributions of the computed zeros from the input polynomial. The deflation separates the computed zeros into two different groups: those that are close to the unit circle, and those that are not. The zeros far away from the unit circle are unfactored into a polynomial \(x_{\text{far}}[n]\) which is then used to deflate \(x[n]\) and obtain an intermediate polynomial \(\tilde{x}[n]\); this deflation is carried out in the frequency domain using point-wise division

\[
\tilde{X}[k] = X[k]/X_{\text{far}}[k].
\]

The zeros close to the unit circle are unfactored to form a polynomial \(x_{\text{close}}[n]\) which is then used to deflate \(\tilde{x}[n]\) and obtain \(x_{\text{rem}}[n]\); this deflation is done as a time domain deconvolution to avoid division by very small numbers that occur in \(X_{\text{close}}[k]\).
To check if deflation has worked, a polynomial $x_{\text{rec}}[n]$ is formed as

$$x_{\text{rec}}[n] = x_{\text{rem}}[n] * x_{\text{far}}[n] * x_{\text{close}}[n],$$

and compared to the input polynomial $x[n]$.

### 4.4 Modified DD and ANI Algorithms

When deflation fails, $x_{\text{rem}}[n]$ cannot be obtained. Thus, the DD and ANI algorithms cannot be directly applied. This section shows how these algorithms can be modified to compute $\arg |X_{\text{rem}}[k]|$, without access to $x_{\text{rem}}[n]$, using only the input signal $x[n]$ and the computed roots $z_{UC}$.

#### 4.4.1 Modified DD Algorithm

To apply the DD phase unwrapping algorithm all that is needed are samples of the wrapped phase $\text{ARG}|X_{\text{rem}}[k]|$ of $x_{\text{rem}}[n]$ (refer to Section 2.1). $\text{ARG}|X_{\text{rem}}[k]|$ can be computed by the following steps:

1. Compute $\text{ARG}|X[k]|$, samples of the wrapped phase of $x[n]$, using the arctangent routine.

2. Compute $\arg |X_{UC}[k]|$ from the computed roots $z_{UC}$ by summing the individual phase contributions of each zero.

3. Subtract modulo $2\pi$ the unwrapped phase of the computed roots from the wrapped phase of the input $x[n]$,

$$\arg |X_{\text{rem}}[k]| = \text{mod}\{\text{ARG}|X[k]| - \arg |X_{UC}[k]|\}_2\pi. \quad (4.4)$$
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4.4.2 Modified ANI Algorithm

In ANI (Section 2.2) samples of the wrapped phase $\text{ARG}|X_{\text{rem}}[k]|$ and samples of the phase derivative $\text{arg}'|X_{\text{rem}}[k]|$ of $x_{\text{rem}}[n]$ are needed. The previous section showed how $\text{ARG}|X_{\text{rem}}[k]|$ can be computed. Similarly, $\text{arg}'|X_{\text{rem}}[k]|$ can be computed in the following steps:

1. Compute $\text{arg}'|X[k]|$, samples of the phase derivative of $x[n]$, using

$$\text{arg}'|X[k]| = \Re\{\frac{X'[k]}{X[k]}\}.$$

2. Compute $\text{arg}'|X_{UC}[k]|$ from the computed roots $z_{UC}$ by summing the individual phase derivative contributions of each zero.

3. Subtract the phase derivative of the computed roots from the phase derivative of the input $x[n]$,

$$\text{arg}'|X_{\text{rem}}[k]| = \text{arg}'|X[k]| - \text{arg}'|X_{UC}[k]|.$$

This algorithm also requires that the step size be reduced when the numerical integration fails to produce consistent results (Section 2.2). With each step size reduction a new sample of $\text{ARG}|X_{\text{rem}}(e^{j\omega})|$ and $\text{arg}'|X_{\text{rem}}(e^{j\omega})|$ is required. This can be done using the same steps described above for one DFT point.

4.5 Robustness To Errors In Factored Zeros

The polynomial factoring part of the algorithm also computes an estimate of the error of each polished root. The error estimate, as proposed in the code obtained from [11], is based on the Newton correction $-f(z)/f'(z)$ evaluated at the location of the polished zero. Errors incurred by the polynomial factoring section of the algorithm may cause the deflation to fail; however, in general they will not translate into errors in the unwrapped phase.
To see this, consider a signal $x[n]$ with the following z-transform and unwrapped phase

$$X(z) = X_{rem}(z)(1 - z_o z^{-1}) \quad (4.5)$$

$$\arg |X(e^{j\omega})| = \arg |X_{rem}(e^{j\omega})| + \arg |(1 - z_o e^{-j\omega})|. \quad (4.6)$$

We assume that the polynomial factoring algorithm erroneously computed a zero at $\tilde{z}_o$ instead of $z_o$. Therefore, the wrapped phase and the phase derivative of the input deflated by the computed root are

$$\text{ARG}|\tilde{X}_{rem}(e^{j\omega})| = \text{ARG}|X_{rem}(e^{j\omega})| + \text{ARG}|(1 - z_o e^{-j\omega})| - \text{ARG}|(1 - \tilde{z}_o e^{-j\omega})|$$

and

$$\arg' |\tilde{X}_{rem}(e^{j\omega})| = \arg' |X_{rem}(e^{j\omega})| + \arg' |(1 - z_o e^{-j\omega})| - \arg' |(1 - \tilde{z}_o e^{-j\omega})|.$$  

Performing the unwrapping of $\text{ARG}|\tilde{X}_{rem}(e^{j\omega})|$ using either the modified DD or the modified ANI algorithms yields:

$$\arg |\tilde{X}_{rem}(e^{j\omega})| = \arg |X_{rem}(e^{j\omega})| + \arg |(1 - z_o e^{-j\omega})| - \arg |(1 - \tilde{z}_o e^{-j\omega})|.$$

Finally, combining the unwrapped phase of the found roots with that of $\tilde{X}_{rem}(e^{j\omega})$ gives the unwrapped phase of $X(e^{j\omega})$:

$$\arg |X(e^{j\omega})| = \arg |\tilde{X}_{rem}(e^{j\omega})| + \arg |(1 - \tilde{z}_o e^{-j\omega})|$$

$$= \arg |X_{rem}(e^{j\omega})| + \arg |(1 - z_o e^{-j\omega})| - \arg |(1 - \tilde{z}_o e^{-j\omega})| + \arg |(1 - \tilde{z}_o e^{-j\omega})|$$

$$= \arg |X_{rem}(e^{j\omega})| + \arg |(1 - z_o e^{-j\omega})| \quad (4.7)$$

Thus, we have shown that an error in a zero location due to the first section of the algorithm will be absorbed into the second section as the phase contribution of a pole, and will not affect the final computed unwrapped phase. It is important
to note, however, that if the errors are large they will interfere with the DD and ANI algorithms; therefore, zeros whose errors estimates are large are removed. Our experience has led us to remove zeros whose estimated errors were larger than $10^{-6}$.

### 4.6 Summary

The two proposed composite algorithms for computing the unwrapped phase exploit the fact that PF is complementary to DD and ANI. PF favors signals whose $z$-transform zeros are tightly clustered near the unit circle. DD and ANI favor signals whose $z$-transform zeros are located far from the unit circle. By combining these algorithms it is possible to unwrap the phase of most mixed-phase input signals, regardless of the distribution of their zeros.

The first proposed composite algorithm (CA1) combines polynomial factoring (Section 4.3) with phase unwrapping by detecting discontinuities (Section 2.1). The second proposed composite algorithm (CA2) combines polynomial factoring with phase unwrapping by adaptive numerical integration. CA2 is more accurate than CA1 due to the consistency test in ANI (Section 2.2); in our implementation of CA2 the threshold in the consistency test is chosen to be $\epsilon = .05$.

The next chapter presents experimental results that demonstrate the superiority of the proposed algorithms over the existing.
Chapter 5

Algorithm Evaluation

This chapter presents experimental results that demonstrate the superiority of the proposed composite algorithms over the existing methods. We compare phase unwrapping by detecting discontinuities (Section 2.1), phase unwrapping by adaptive numerical integration (Section 2.2), phase unwrapping by polynomial factoring (Section 2.3), and both proposed composite algorithms CA1 and CA2. The criterion for comparison is both speed and accuracy. The signals that are used to evaluate these algorithms are:

1. A synthetic signal with z-transform zeros that are clustered near the unit circle.

2. A synthetic signal with z-transform zeros that are away from the unit circle.

3. A synthetic signal with z-transform zeros that are both close to and far away from the unit circle.

4. A large number of synthetic signals with z-transform zeros whose locations are randomly chosen in the z-plane.

5. Sampled physical signals, specifically speech and EEG signals.

6. Filtered speech and EEG signals.

For the first three synthetic signals and the sampled physical signals a table will be used to summarize the performance of the different phase unwrapping algorithms.
The table consists of the following:

1. Whether the algorithm correctly computes the unwrapped phase.

2. Run time of a MATLAB implementation of the algorithm on a PC with a 1.6GHz Pentium M processor and 512 MB of RAM.

3. Additional relevant details:
   (a) Number of step size adaptation iterations required to unwrap the phase of $x[n]$ and $x_{rem}[n]$ in ANI and CA2 respectively.
   (b) Size of DFT used to unwrap the phase of $x[n]$ and $x_{rem}[n]$ in DD and CA1 respectively.

Our evaluation using the large number of synthetic signals is based on the average run time of the algorithms and percentage of times the algorithms correctly computed the unwrapped phase.

In this thesis we only consider real-valued signals; however, with minor modifications the algorithms perform in a similar fashion when applied to complex-valued input signals.

5.1 Algorithm Evaluation Using Synthetic Signals

This section uses synthetic signals to compare the different phase unwrapping algorithms. Since we generate the data, the exact locations of the roots are known and therefore from Section 2.3 the correct unwrapped phase can be computed and used to check the different algorithms. The locations of the zeros are chosen to evaluate algorithm performance for three main classes of signals:

1. signals with z-transform zeros that cluster near the unit circle.

2. signals with z-transform zeros that lie far away from the unit circle.

3. signals with z-transform zeros that are located both close to and away from the unit circle.
We also evaluate the performance using a large number of synthetic signals whose zero locations are randomly chosen to span these classes.

The synthetic signals are generated as a convolution of several exponentially weighted random real coefficient (either uniformly or normally distributed) signals. As is presented in Appendix A zeros of polynomials with random coefficients are clustered in a tight annulus around the unit circle. Applying exponential weighting to a sequence (4.3.2) changes the center radius of the annulus. Therefore, the zeros of the z-transform of the generated synthetic signals are in concentric annuli of varying center radii.

### 5.1.1 Synthetic Signal with Zeros Close to the Unit Circle

We generate a signal, of length=4093, with z-transform zeros concentrated in annuli with center radii of: 1, .9999 & 1/.9999. Figure 5-1 (a) shows the histogram of the distribution of the radii the zeros.

![Histogram of radii of zeros](image)

![Correct unwrapped phase](image)

Figure 5-1: Results for the synthetic signal with zeros close to the unit circle.
As we see from Table 5.1 PF works well, while DD and ANI perform poorly. Specifically, DD fails, and even though ANI correctly unwraps the phase it is highly inefficient, requiring 11572 step size adaptations and 87 seconds to run. On the other hand, in CA2 the polynomial factorization finds and removes most of the zeros close to the unit circle. Therefore, the phase contribution of the remaining zeros is unwrapped using only 105 step size adaptations.

### 5.1.2 Synthetic Signal with Zeros Far from the Unit Circle

We generate a signal, of length=4093, with z-transform zeros concentrated in annuli with center radii of: .9,.8 & 1/.9. Figure 5-2 (a) shows the histogram of the distribution of the radii of the zeros.

As we see from Table 5.2 DD and ANI correctly and efficiently unwrap the phase. Specifically, ANI requires no step-size adaptation and calculates the correct phase in only .2 seconds. This signal also shows an example where PF fails to factor the signal.
5.1.3 Synthetic Signal with Zeros Close to and Far from the Unit Circle

We generate a signal of length=4093, with z-transform zeros concentrated in annuli
with center radii of: 1, .9, .999, & 1/.9. Figure 5-3 (a) shows the histogram of the
distribution of the radii of the zeros.

<table>
<thead>
<tr>
<th>Method</th>
<th>Correct</th>
<th>Run Time</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>No</td>
<td>0.57sec</td>
<td>DFT size used $N=2^{32}$</td>
</tr>
<tr>
<td>ANI</td>
<td>Yes</td>
<td>43.27sec</td>
<td>Number of step size adaptations=8398</td>
</tr>
<tr>
<td>PF</td>
<td>No</td>
<td>N/A</td>
<td>Factoring failed</td>
</tr>
<tr>
<td>CA1</td>
<td>Yes</td>
<td>8.02sec</td>
<td>DFT size used $N=2^{13}$</td>
</tr>
<tr>
<td>CA2</td>
<td>Yes</td>
<td>30.5sec</td>
<td>Number of step size adaptations=56</td>
</tr>
</tbody>
</table>

Table 5.3: Results for the synthetic signal with zeros close to and far from the unit
circle.

This synthetic signal illustrates a case where the existing algorithms perform
poorly. Specifically, Table 5.3 shows that DD and PF fail, while ANI requires 8398
step size adaptations to correctly unwrap the phase. In this example the advantage
of the composite algorithms is clear: the polynomial factorization found and removed most of the zeros close to the unit circle leaving a phase function that is unwrapped in only 56 step size adaptations; i.e. the unwrapped phase of $x_{\text{rem}}[n]$ varies significantly slower than that of $x[n]$. 

5.1.4 Large Number of Synthetic Signals with Randomly Chosen Zeros

We evaluate the algorithms for speed and accuracy using two thousand signals whose $z$-transform zero locations are randomly chosen to span most possible input signals. The synthetic signals are generated as a convolution of three exponentially weighted random signals, whose coefficients are zero mean uniformly distributed i.i.d. random variables. The signals used are of length 4096 with 510 of their $z$-transform zeros located in two concentric circles whose center radii are randomly chosen from the range $[0.2, 2.2]$. The rest of the signal’s $z$-transform zeros are located in a tight annulus around the unit circle. Table 5.4 shows the average run time of each algorithm and the percentage of times the correct unwrapped phase was computed. These results
clearly demonstrate the advantage of the composite algorithms over the existing ones.

<table>
<thead>
<tr>
<th>Method</th>
<th>Percentage Correct</th>
<th>Average Run Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>84.8%</td>
<td>1sec</td>
</tr>
<tr>
<td>ANI</td>
<td>84.8%</td>
<td>73sec</td>
</tr>
<tr>
<td>PF</td>
<td>48.5%</td>
<td>23sec</td>
</tr>
<tr>
<td>CA1</td>
<td>99.75%</td>
<td>8sec</td>
</tr>
<tr>
<td>CA2</td>
<td>99.95%</td>
<td>24sec</td>
</tr>
</tbody>
</table>

Table 5.4: Results from 2000 synthetic signals.

5.1.5 Discussion

This section presents examples of the three main classes of signals whose unwrapped phase we would like to correctly compute. The first two examples clearly demonstrate that PF is complementary to DD and ANI. The third example presents a situation where all three existing perform poorly. In all three cases the composite algorithms correctly computed the unwrapped phase, and the signal with z-transform zeros away from the unit circle is the only one where DD and ANI outperform CA1 and CA2. Also, it is clear from evaluating the algorithms on 2000 synthetic signals, that our proposed composite algorithms almost always compute the correct unwrapped phase. An important observation is that CA1 is about three times faster than CA2; however, CA2 only fails once while CA1 fails 5 times.
5.2 Algorithm Evaluation Using Speech Data

This section evaluates algorithm performance using a segment of recorded speech of the utterance “unwrapped phase” sampled at 8kHz (Figure 5-4).

![Speech segment of the utterance “Unwrapped Phase”](image)

Figure 5-4: Speech segment of the utterance “Unwrapped Phase”.

5.2.1 Speech Data

Figure 5-5 illustrates that the zeros of the z-transform of the speech signal are clustered close to the unit circle. Hence, this speech signal falls into the same class as the synthetic signal in Section 5.1.1. We therefore expect that PF and the composite algorithms will perform well, while DD and ANI will perform poorly. Table 5.5 confirms these expectations, with both DD and ANI failing to provide the correct unwrapped phase.

<table>
<thead>
<tr>
<th>Method</th>
<th>Correct</th>
<th>Run Time</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>No</td>
<td>1.87sec</td>
<td>DFT size used N=2^64</td>
</tr>
<tr>
<td>ANI</td>
<td>No</td>
<td>N/A</td>
<td>Failed to unwrap</td>
</tr>
<tr>
<td>PF</td>
<td>Yes</td>
<td>26.2sec</td>
<td>Factoring worked</td>
</tr>
<tr>
<td>CA1</td>
<td>Yes</td>
<td>17.26sec</td>
<td>DFT size used N=2^13</td>
</tr>
<tr>
<td>CA2</td>
<td>Yes</td>
<td>26.23sec</td>
<td>Number of step size adaptations=59</td>
</tr>
</tbody>
</table>

Table 5.5: Results for speech data.
5.2.2 Filtered Speech Data

In this section the algorithms are evaluated on the speech utterance filtered with a 23rd order Butterworth filter whose cutoff frequency is $\pi/2$. This case is of particular interest because polynomial factoring fails and the roots of the signal are, therefore, unknown. Consequently, it is not possible to check that the computed unwrapped phase is correct. In this situation we consider the unwrapped phase from CA2 to be the correct one, because as was seen in Table 5.4 it is the most accurate. In addition, only 22 step-size adaptations were required in CA2 to unwrap the phase of $x_{rem}$, this indicates that the polynomial factoring section of the algorithm removed most of the zeros that are problematic for ANI. Thus, the confidence in the computed unwrapped phase is increased.
<table>
<thead>
<tr>
<th>Method</th>
<th>Correct</th>
<th>Run Time</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>Assumed Yes</td>
<td>1.91sec</td>
<td>DFT size used N=2^64</td>
</tr>
<tr>
<td>ANI</td>
<td>Assumed Yes</td>
<td>337.12sec</td>
<td>Number of step size adaptations= 20191</td>
</tr>
<tr>
<td>PF</td>
<td>No</td>
<td>N/A</td>
<td>Factoring failed</td>
</tr>
<tr>
<td>CA1</td>
<td>Assumed Yes</td>
<td>111.802sec</td>
<td>DFT size used N=2^16</td>
</tr>
<tr>
<td>CA2</td>
<td>Assumed Yes</td>
<td>97.34sec</td>
<td>Number of step size adaptations=22</td>
</tr>
</tbody>
</table>

Table 5.6: Results for filtered speech data.

Figure 5-6: Results for filtered speech data.
5.3 Algorithm Evaluation Using EEG Data

In this section we evaluate the algorithms using EEG data, downloaded from [10], of a subject performing a multiplication task collected at Colorado State University’s Computer Science Department. The signal is EEG electrode data sampled at 250Hz for 10 seconds (Figure 5-7).

![EEG data while performing a multiplication task](image)

Figure 5-7: EEG data while performing a multiplication task.

5.3.1 EEG Data

The zeros of the z-transform of the EEG signal, like those of the speech signal, are clustered around the unit circle (Figure 5-8). Therefore, we expect similar performance. In this case, both DD and ANI failed to compute the correct unwrapped phase, while PF and the proposed composite algorithms correctly unwrapped the phase.

<table>
<thead>
<tr>
<th>Method</th>
<th>Correct</th>
<th>Run Time</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>No</td>
<td>0.49sec</td>
<td>DFT size used N=2^{32}</td>
</tr>
<tr>
<td>ANI</td>
<td>No</td>
<td>63.2sec</td>
<td>Number of step size adaptations=13348</td>
</tr>
<tr>
<td>PF</td>
<td>Yes</td>
<td>4.7sec</td>
<td>Factoring worked</td>
</tr>
<tr>
<td>CA1</td>
<td>Yes</td>
<td>5sec</td>
<td>Found all roots in pol factoring part</td>
</tr>
<tr>
<td>CA2</td>
<td>Yes</td>
<td>5sec</td>
<td>Found all roots in pol factoring part</td>
</tr>
</tbody>
</table>

Table 5.7: Results for EEG data.
5.3.2 Filtered EEG Data

In this section the EEG data was filtered with a 23rd order Butterworth filter with a cutoff frequency of $\pi/2$ and used to evaluate the algorithms. Similar to the filtered speech data polynomial factoring failed. Thus, we cannot confirm that the unwrapped phase we compute is correct. We handle this case, as with the filtered speech, by assuming that CA2 computed the correct unwrapped phase. Note in Table 5.8 that the adaptive integration part of the algorithm required zero step size adaptations, which indicates that all of the zeros close to the unit circle were removed by the polynomial factoring section.

<table>
<thead>
<tr>
<th>Method</th>
<th>Correct</th>
<th>Run Time</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD</td>
<td>No</td>
<td>0.27sec</td>
<td>DFT size used N=2^{16}</td>
</tr>
<tr>
<td>ANI</td>
<td>No</td>
<td>42.74</td>
<td>Number of step size adaptations=7828</td>
</tr>
<tr>
<td>PF</td>
<td>No</td>
<td>N/A</td>
<td>Factoring failed</td>
</tr>
<tr>
<td>CA1</td>
<td>Assumed Yes</td>
<td>12.5sec</td>
<td>DFT size used N=2^{13}</td>
</tr>
<tr>
<td>CA2</td>
<td>Assumed Yes</td>
<td>30.96sec</td>
<td>Number of step size adaptations=0</td>
</tr>
</tbody>
</table>

Table 5.8: Results for filtered EEG data.
Figure 5-9: Results for filtered EEG data.

5.4 Summary

Based on the evaluation of the algorithms presented in this chapter and those of numerous other experiments, we suggest the following conclusions:

1. Phase unwrapping by detecting discontinuities is the fastest and most unreliable algorithm.

2. Phase unwrapping by adaptive numerical integration becomes highly inefficient and less reliable as the zeros of the signal approach the unit circle. This is a major issue since, as was shown in Appendix A, the zeros of the z-transform of sampled physical data cluster closely around the unit circle.

3. Computing the unwrapped phase by polynomial factoring works best on signals whose zeros are clustered around the unit circle, and is likely to fail if that is not the case.

4. The proposed composite algorithms have proven to be reliable for signals whose z-transform has many zeros close to the unit circle. They also run faster than ANI and PF. Another advantage of the proposed algorithms is that they perform
well regardless of the locations of the zeros of their z-transform with respect to the unit circle.

5. When CA2 is used, the confidence in the unwrapped phase increases with the decrease in total step size adaptations required to unwrap the phase of $x_{rem}[n]$. This is because a small total number of adaptations indicates that most of the zeros close to the unit circle have been found and removed by the polynomial factorization and deflation steps. Therefore, the adaptive integration step will most likely succeed.

6. Of the two proposed algorithms CA2 has proven to be more reliable than CA1, while taking about three times longer to compute the unwrapped phase.

It is only possible to guarantee that the correct unwrapped phase is computed when the z-transform of the signal can be correctly factored. However, if the number of zeros of the z-transform of the signal outside the unit circle are known, a test can be formulated to correctly tell when the unwrapping fails. The test simply compares the number of zeros outside the unit circle to the linear-phase term in the unwrapped phase [1]. Unfortunately, methods for computing the number of zeros outside the unit circle suffer from the same difficulties that arise in computing the unwrapped phase. Therefore, we cannot guarantee that the unwrapped phase computed using the proposed composite algorithms is correct. For example, CA1 and CA2 may fail on a signal whose z-transform contains zeros of high multiplicity that lie close to the unit circle. However, as was observed by many experiments, the proposed algorithms are reliable and outperform any of the existing algorithms. This allows us to conclude that in general the unwrapped phase computed using the proposed composite algorithms can be considered correct.

This thesis is a proof of concept, and our software implementation of the algorithms is suboptimal. Undoubtedly, refinements in the implementation will yield improved run time.
Appendix A

Zeros of Random Polynomials

This appendix summarizes why the roots of polynomials with independent and identically distributed (i.i.d.) random coefficients cluster near the unit circle. It also explains why the zeros of polynomials with random coefficients that are bounded in amplitude cluster near the unit circle. This result applies to samples of naturally occurring signals since they can be modeled as such. In this appendix we present the main results of [16], and adopt the notation used in the paper.

A.1 Zeros of I.I.D. Random Polynomials

Consider a polynomial $p_N(z)$ with complex coefficients $a_{N,k}$ and zeros $z_n$

$$p_N(z) = \sum_{k=0}^{N-1} a_{N,k} z^k.$$  

We denote the number of zeros of the polynomial that lie within an annulus bounded by $1 - \rho$ and $\frac{1}{1-\rho}$ using

$$v_N(\rho) = \# \{ z_n : 1 - \rho \leq |z_n| \leq \frac{1}{1-\rho} \}$$
where $0 < \rho < 1$. We also denote the number of zeros with angles between $\theta$ and $\phi$ using

$$v_N(\theta, \phi) = \#\{z_n : \theta \leq \arg z_n \leq \phi\}$$

where $0 \leq \theta < \phi \leq 2\pi$.

In [16] it is proven that when the $a_{N,k}$ are i.i.d. random variables with very general conditions on their distribution, e.g. a zero mean uniform distribution, the following holds in the $p^{th}$ mean:

$$\lim_{N \to \infty} \frac{v(\alpha(N)/N)}{N} = 1$$

(A.1)

and

$$\lim_{N \to \infty} \frac{v(\theta, \phi)}{N} = \frac{\phi - \theta}{2\pi}$$

(A.2)

where $\alpha(N) = o(N)$.

Equation (A.1) states that the zeros are located in an annulus around the unit circle that becomes smaller as $N$ increases. Equation (A.2) states that the zeros are uniformly distributed in angle. Figure A-1 shows the distribution of zeros for two i.i.d. uniformly distributed random variables of length $N = 512$ and $N = 2048$.

### A.2 Zeros of Bounded Coefficient Random Polynomials

In this section we show that a discrete-time signal obtained from sampling a naturally occurring signal in general has a z-transform with zeros that cluster near the unit circle. In practice, samples of naturally occurring signals can be considered to be bounded in amplitude random variables due to the randomness of the generating process, the measurement noise and the dynamic range of the analog to digital (A/D) converter. Note that we do not assume any additional structure, e.g. i.i.d. or wide sense stationarity.
We consider $p_{N,k}$, $v_N(\rho)$ and $v_N(\theta, \phi)$ to be defined as in the previous section. In [16] it was shown that the following theorem holds:

**Theorem A.1.** For $N \geq 1$, let $(a_{N,k})_{0 \leq k \leq N}$ be an array of random complex numbers such that $\mathbb{P}[a_{N,0} = 0] = 0$ and $\mathbb{P}[a_{N,N} = 0] = 0$ for all $N$, where $\mathbb{P}$ is the probability. Define

$$F_N = \log(\sum_{k=0}^{N} |a_{N,k}|) - \frac{1}{2} \log |a_{N,0}| - \frac{1}{2} \log |a_{N,N}|.$$  \hspace{1cm} (A.3)

If

$$\mathbb{E}[F_N] = o(N) \quad \text{as} \quad N \to \infty,$$ \hspace{1cm} (A.4)

where $\mathbb{E}$ is the expected value, then there exists a positive function $\alpha(N)$ satisfying $\alpha(N) = o(N)$ such that

$$\lim_{N \to \infty} \mathbb{E}\left[ \frac{1}{N} v_N\left(\frac{\alpha(N)}{N}\right) \right] = 1$$ \hspace{1cm} (A.5)

and

$$\lim_{N \to \infty} \mathbb{E}\left[ \frac{1}{N} v_N(\theta, \phi) \right] = \frac{\phi - \theta}{2\pi}$$ \hspace{1cm} (A.6)
This theorem states that if the distributions of the coefficients $a_{N,k}$ are chosen such that (A.4) is satisfied then the zeros of the polynomial cluster near the unit circle. Specifically, as $N$ increases, the expected fraction of zeros within an annulus with area that decreases with $N$ tends to 1. Moreover, the angles of the zeros are uniformly distributed.

**Corollary A.1.** Assume that $E[\log|a_{N,0}|] = o(N)$, and $E[\log|a_{N,N}|] = o(N)$, and that there exists a fixed $s > 0$ and a sequence $\varepsilon_N$ tending to zero such that

$$
\sup_{0 \leq k \leq N} E[|a_{N,k}|^s] \leq \varepsilon_N N. \quad (A.7)
$$

Then, $E[F_N] = o(N)$.

In practice, naturally occurring signals are real-valued and the A/D conversion has a full scale level $X_m$. Therefore, the output of the A/D is a sequence of random variables $a_{N,k}$ where $|a_{N,k}| \leq X_m$.

**Corollary A.2.** Let $a_{N,k}$ be a sequence of random variables such that $P[a_{N,0} = 0] = 0$, $P[a_{N,N} = 0] = 0$ and $|a_{N,k}| \leq X_m$ for some fixed $X_m$. Then, Corollary A.1 is satisfied for such a sequence.

**Proof.**

We know $\log(|a_{N,k}|) \leq \log(X_m)$ because $|a_{N,k}| \leq X_m$. Thus, $E[\log(|a_{N,0}|)] = o(N)$ and $E[\log(|a_{N,N}|)] = o(N)$.

We now show that for a fixed $s = 2$, (A.7) holds:

$E[|a_{N,k}|^2]$ is the second moment of the random variable $a_{N,k}$, thus,

$$
E[|a_{N,k}|^2] \leq E[X_m^2] = X_m^2. \quad (A.8)
$$

Define

$$
\varepsilon_N = \frac{\ln(X_m^2)}{N},
$$
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which tends to zero as \( N \) tends to infinity. Therefore,

\[
\varepsilon_N^N = e^{\ln(X_m^2)} = X_m^2.
\] (A.9)

Equations (A.8) and (A.9) show that there exists a fixed \( s = 2 \) and a sequence \( \varepsilon_n = \frac{\ln(X_m^2)}{N} \) tending to zero such that equation A.7 in Corrolary A.1 is satisfied. Therefore, Theorem A.1 holds.

These analytical results were observed in sampled EEG and speech signals. Figure A-2 shows the distribution of zeros of the z-transform of sample speech signals of length \( N = 512 \) and \( N = 2048 \).

Figure A-2: Observed clustering near the unit circle of zeros of the z-transform of speech signals.
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Cepstrum Bibliography
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