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Abstract

The problem of a single particle moving chaotically in the presence of either a random
potential or irregular boundaries serves as the basis for the investigation of three
different problems in condensed matter theory. The first one is related to the statistics
of level widths and conductance peaks in a quantum dot with extended contacts. Level
widths are determined by the amplitude of the wavefunction averaged over the contact
area. The distribution function of level widths for two-point contacts is evaluated
exactly, which allows us to determine the distribution of conductance peaks in the
resonance regime. The second problem we consider is the mapping of a parametric
spectral correlations of chaotic systems into the exact dynamical structure function
of the 1/r? model of interacting particles in one dimension. We interpret the density
fluctuations of this model in terms of the exact excitations for three representative
values of the coupling constant. The third problem is the manifestation of quantum
chaos in the energy spectra of crystals. We analyze the ab initio band structure of
silicon and the tight-binding spectrum of the alloy Al,Ga;-;As, and show that some
of their statistical properties obey the universal predictions of quantum chaos derived
from the theory of random matrices and the supersymmetric nonlinear o model.
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Chapter 1

Introduction

The problem of a single particle moving in the presence of a background potential,
despite its apparent simplicity, continues to be one of the main topics of investigation
in the field of condensed matter theory. What could be initially thought as an exercise
in elementary quantum mechanics, turns out to be the source of a wide variety of
phenomena. The techniques specially developed to investigate this type of problem
have also become useful tools in the study of many-body systems.

A well-known example where the single-particle picture leads not just to a good
understanding, but also to an accurate description of the underlying physics is the
theory of mesoscopic systems [1]. This field deals with the properties of submicron-
size metallic systems in which phase coherence is maintained throughout the sample,
but disorder makes the electron motion diffusive. Apart from the renormalization of
some constants, such as the electron mass, the electron-electron interaction does not
play an important role when the temperature is kept low enough and the disorder is
weak [2].

Recently, new technologies have changed the definition of mesoscopic systems to
also include structures where disorder is negligible and the electron motion is essen-
tially ballistic [3]. It is the irregularity of the boundaries that makes the motion of a
single electron inside such systems nonintegrable, resembling therefore the disordered
case. In some experiments [4, 5, 6, 7, 8] one has actually been able to finely shape the
island into different stadium geometries and observe the effects of chaotic and regular
behaviors.

From the theoretical viewpoint, either the case of disordered grains or ballistic
cavities can be described through the same statistical approach. The basic assumption
is that the complexity of the electron motion in these systems causes the matrix
elements of the Hamiltonian to be random and uncorrelated. This is one of main ideas
behind the study of some of the statistical properties of a quantum dot presented
in Chapter 2. A quantum dot is a microstructure where the number of electrons
is controlled by tunnel junctions [9, 10]. The striking feature of these systems is
the appearance of resonances in the conductance as the gate voltage (the chemical
potential) is varied. The height of these resonances or peaks is connected to the
width of the energy levels inside the dot. For a system that is weakly coupled to
the external world and at low temperatures, the level width statistics reflects the



character of the fluctuations of the electron wavefunction amplitude in the contact
regions. The question we address in Chapter 2 is how the size of the contacts affects
the distribution of level widths and, consequently, the distribution of conductance
peaks. Analytical calculations and numerical simulations indicate that the size of the
leads influences strongly the shape of the distributions, particularly in the regions of
small widths and short peaks.

One of the most powerful mathematical tools used in the investigation of statis-
tical properties of random systems is the supersymmetry method invented by Efetov
[11]. Similarly to random matrix theory, the supersymmetry technique has also being
applied to completely distinct physical systems. One of the most interesting cases is
found in the mapping introduced by Simons, Lee, and Altshuler [12]. These authors
have shown that the parametric correlator of spectral densities of a chaotic system
[13, 14, 15, 16|, under a suitable change of variables, coincides with the exact dynam-
ical structure factor of the one-dimensional Sutherland model [17, 18]. This result
has created new grounds for the understanding of excitations in strongly interacting
many-body systems of the 1/r? class. The investigation of the content of the dynam-
ical structure factor for three representative values of the coupling constant is the
subject of Chapter 3. Our main result is that bare density fluctuations involve only
& finite number of quasiparticles and quasiholes.

In Chapter 4 we come back to the single-particle problem. Motivated by the
work of Sinai [19], Laughlin [20], and Taniguchi and Altshuler [21], we search for
the universal signatures of quantum chaos in periodic systems. In the classical limit,
the motion of electrons in a crystalline environment is very likely to show chaotic
behavior. Even very simple unit cells should yield some degree of chaoticity. However,
semiclassical theory indicates that the low-lying energy levels of a quantum system
are associated with short periodic orbits which are system dependent [22]. To probe
the universal features of a crystal, we analyze the statistical properties of high-energy
bands of Silicon calculated by a ab initio algorithm, taking care to avoid crossing
symmetry lines in momentum space. We find good agreement with the predictions
of random matrix theory and the parametric correlation function theory of Simons,
Szafer, and Altshuler [13, 14, 15, 16]. We also obtain similar results analyzing the
band structure of a tight-binding Al,Ga;_,As supercell.

The reader can find an introduction to the basic elements of the supersymmetry
technique in Appendix A. The most involved calculation of Chapter 2, that of the

joint probability distribution of level widths, is explained in some detail in Appendix
B.



Chapter 2

Statistical Properties of Level
Widths and Conductance Peaks in
a Quantum Dot

2.1 Introduction

Usually any measurement of conductance in a metallic system assumes at least two
attached leads. The existence of these leads connecting the system to reservoirs
broadens the electronic energy levels. For a macroscopic sample, the width of an
energy level is typically much larger than the distance between neighboring levels. As
a result, one observes a smooth dependence of the conductance on the Fermi energy.

Recently, the advances in nanometer technology have made possible the fabrica-
tion of very small semiconductor devices, known generically as quantum dots [3, 9, 10,
where one has a fixed number of conduction electrons confined into an island. In these
systems, one can narrow the level width by reducing either the transversal size of the
leads or their transmittance. In the first case it is customary to speak about channels:
If we consider an ideal lead as a wave guide with a given cross section, we can asso-
ciate a channel to each state due to transverse quantization. In three dimensions, the
number of channels is approximately the area, in units of electron wavelength, of the
contact between lead and dot and each channel is characterized by its transmittance.

The conductance of a system can be calculated through the well-known Landauer-
Biittiker formula [23, 24]. Following this approach, the distribution of conductances
of a quantum dot has been evaluated for two distinct cases: for weakly coupled point-
like leads [25] of a closed system, and for leads with any number of channels attached
to a ballistic cavity [26, 27].

Here we will consider the situation at low transmittance, when leads behave as
tunnel contacts. In this case, each electron eigenstate corresponds to a peak in the
Fermi energy (gate voltage) dependence of the conductance [9, 10]. This allows one
to make a real spectroscopy of electrons in quantum dots. The height of each peak
is determined by the probabilities of tunneling through the leads, as well as by the
amplitude of the wavefunction near the contacts. The later means that these heights



are randomly distributed. The distribution function of the peaks has been determined
for the case of point-like contacts in Refs. [25, 28, 29]. Here we will deduce the
distribution considering leads of arbitrary size.

We begin by studying the statistics of level widths, which is connected to the
fluctuations of conductance peaks through the Landauer-Biittiker formula. The su-
persymmetry technique and the nonlinear o model [11, 30] provide the framework
for the exact calculation of the distribution of level widths for leads with two-point
contact. The distribution differs drastically from the single-point case, but we find
that inclusion of correlation between the wavefunction fluctuations at the two points
in the lead does not significantly alter the overall form of the distribution of level
widths. This analytical result is confirmed through numerical simulations of a quan-
tum dot. The exact distribution of conductance peaks is also evaluated for two-point
leads and we find that it deviate from the single-point distribution mainly for small
peak heights, where it shows a linear dependence.

For leads with many point contacts, we do not know of any method that en-
ables a general evaluation of the distribution function. Thus, we assume that the
wavefunction at each point fluctuates independently and proceed to calculate the to-
tal distribution. By comparing numerical with analytical results, we show that this
approximation yields a good qualitative understanding of the large-lead limit, since
correlations do not effect the behavior of the distribution very strongly.

An important use of quantum dots is found in the study of chaos [4, 5, 6, 7, 8,
31]. Because one can obtain extremely clean samples and shape them into different
forms, it is now possible to fabricate the so-called quantum billiards, where one has
a unique chance to study quantum and semiclassical physics [31, 32]. Although the
supersymmetry method assumes averaging over disorder, one can conjecture on very
firm grounds (the ergodic hypothesis) that it applies quite generally to quantum chaos
problems. Therefore, we expect that our results should be able to describe any system
where the underlying dynamics is chaotic, regardless as to whether it is diffusive or
ballistic

The organization of this chapter goes as follows. In Sec. 2.2 we describe the
model used and the basic concepts related to conductance peaks and level widths.
The way the numerical simulations were done is explained in Sec. 2.3. Some of the
results found in Ref. [25], which initially motivated the present work, are reviewed
in Sec. 2.4. The case of two-point leads is treated exactly in Sec. 2.5 and the case
of many-point leads, under the approximation of independent point fluctuations, is
left to Sec. 2.6. Finally, in Sec. 2.7 we draw our conclusions and point out some
experimental consequences of our work.

2.2 Formulation of the problem

The electronic system we consider is formed by noninteracting spinless fermions con-
fined to a small region through some strong confining potential. The system is probed
by two leads, which described by discrete sets of points that are weakly coupled to



the system. More precisely, we have the Hamiltonian [25, 33]

HI—V—2+U(T‘)+ﬁ/— QR Z 6(T—T‘R)+O.’L Z 5(7"—7‘L) ; (21)

2m TREAR TLEAL

where U(r) is the potential (containing the effect of disorder and confining walls) and
N =1/(VA) is the mean density of states, with V denoting the total volume and A
the average level spacing. The term inside the brackets represents the contact leads,
denoted by Ag 1, and o 1, are the dimensionless coupling parameters. The indices R
and L stand for right and left leads, respectively.

In a situation characteristic of scattering experiments, when ag; > 1 and the
leads are open, the number of channels is equal to the number of wavelengths which
fit into the lead cross section. As we shall demonstrate, for the weakly coupled
leads of a closed quantum dot, the distinction between point-like (single-channel) and
multichannel leads is more subtle and deserves a careful analysis.

When tunneling through the leads in totally suppressed (agr = 0) the energy
levels have zero intrinsic width. The levels will gain a small but finite width if the
coupling to the leads is made very weak, i.e., if 0 < gz < 1. As one can show by
first order perturbation theory, the broadening will be caused by local fluctuations of
the electron wavefunction in the regions of contact with the leads. Calling the total
level width ', we have

FI/ = Yv.R + 'YV,L ) (22)
with the partial level widths given by
VA
e=o (=) T P (k=RL), (23)
TkEAk

where 1), is a single-particle eigenfunction of the Hamiltonian (2.1) for agf = 0.

The knowledge of the statistical properties of 7, is crucial to describe some
important and measurable effects in quantum dots. From the distribution of level
widths we can extract the distribution of conductance peaks in the resonance regime.
It is rather simple to understand why: Let us assume that the conductance at a given
energy E can be evaluated through the Landauer-Biittiker formula [23, 24],

. 2e? agay, Y, (rr)Yu(TL) ?
G(E) = T (TN)? mgm rf:';u Xu: E—¢,+1i0,/2| ° (2.4)

where ¢, is the eigenvalue associated with the eigenfunction %,. In the resonance
regime (T',, T < A), only the eigenstate whose energy is the closest to E significantly
contributes to the conductance. G(F) is very small when E is between adjacent energy
levels, and grows rapidly when E — ¢,. Therefore, at a peak of the conductance, we
have

G, = 2 Ao s~ s Rl ) (2.5)

h (WNF”)2 TREARTLEAL
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Using the last equation, plus Egs. (2.2) and (2.3), we obtain the Breit-Wigner formula

26_2 4’Yu,R'7u,L

G, = TRk
h (Y, + L)

(2.6)

which is correct at zero temperature, or when 7' < agrA. In order to describe a
wider range of temperatures, we have to use instead the well-known relation

2e? r de Yu.RVv.L —af €
G, =22 [2% RV, h (——) . 2.7
R AT @ (r+rwoz/d o \oT (2.7)

Jall N be the number of points in each lead. When the leads are placed very far apart,
the connection between the distribution of level widths, Py (v, k), and the distribution
of conductance peaks, Ry(9m), is given by the convolution

Ry(gm) = /0 d’Yu,RPN(’Yu,R)/O dv,..Pn(,L) 6 (gm — G,,h/2ez) ) (2.8)

From Eq. (2.7) we can extract another limit, which occurs when the temperature
exceeds the intrinsic energy level width, T > ag A, but is still low enough so that
there are well-resolved resonance peaks (T' < A). In fact, this intermediate regime is
typical of some experiments [4] and is described by the Hauser-Feshbach formula

262 m Yv,RVv,L
G, =20 (1) Jeatis 26
h 2T Yv,R + Yv,L ( )

In practice, one can generate many peaks in the conductance by varying the energy
E (i.e., by sweeping the gate voltage in the quantum dot), or, else, by varying some
external parameter, say, a magnetic field. Similarly, in numerical calculations one
can apply a Aharonov-Bohm flux ¢ to the system, and then generate a family of
curves €,(¢) that yields a random sequence of conductance peaks G,(¢). As long
as the system is ergodic, all these procedures are equivalent to the construction of
an ensemble of different realizations of disorder (in the case of a diffusive regime) or
boundaries (if the regime is ballistic).

2.3 Numerical simulation

Before we move to the analytical calculations, let us describe the numerical simulation
of a disordered quantum dot carried out to illustrate the main points of our work (the
results of these simulations will be shown and discussed togethet with the analytical
ones). Our motivation was to obtain the histogram Py(7) for N > 2 as a function
of the separation between the points within the lead. We used a two-dimensional
Anderson model of noninteracting spinless electrons with nearest-neighbor hopping

11



and diagonal disorder, i.e., the Hamiltonian

N
Ha=~) (clej+ c}c,-) + 3w dle (2.10)

(i.3) i=1

with w; uniformly distributed in the interval [-W/2 , W/2]. We restricted our calcu-
lations to only one realization of {w;}; hence, no average over disorder was performed.
On the other hand, we imposed quasiperiodic boundary conditions to the electrons by
making the geometry toroidal and introducing Aharonov-Bohm phases in the hops,

cle; — c}cje“i""’f , (2.11)
where ¢;; assumes one of two values, ¢, or ¢,, depending on whether the hop occurs
along the z or y axis, respectively. By varying ¢, and ¢, within the interval (0, )
we obtained a large set of states, thus creating the statistical ensemble needed to
construct the histograms.

For a given set of phases ¢, and ¢, the Hamiltonian was diagonalized through
standard procedures and all eigenstates obtained. The leads were then chosen as sets
of sites placed throughout the grid, such that we could probe the density fluctuations
at different regions of the dot. Notice that the leads were passive objects, which did
not affect the eigenstates.

Briefly, we mention the existence of a technical complication, intrinsic to simula-
tions of quasiperiodic systems, which is the crossover with respect to time-reversal
breaking. The threshold for breaking time-reversal symmetry with Aharonov-Bohm
fluxes is proportional to the conductance of the system [34]. If the disorder is too
strong or the system too small, a complete time-reversal symmetry breaking may
never be achieved due to the periodic nature of fluxes. As a result, in order to fall
into the class of the unitary ensemble and be able to compare the simulations with
the calculations to follow, we needed to work with a large grid (32x23) and keep the
disorder very low. The system was then maintained marginally diffusive (W = 1).

2.4 Point-like leads

We will consider first the simple case of point-like leads, namely, when the typical
size of the contact is smaller than the transversal area A%~!, where A is the electron
wavelength. In the lattice version of the problem, this certainly happens when the lead
consists of a single site. For a chaotic system with broken time-reversal symmetry,
the amplitude v = V|1, (r)|* fluctuates according to an exponential distribution.
This result follows from the assumption that the components of the eigenfunction are
not correlated among themselves and are uniformly distributed [22]. Therefore, by
connecting v to the level width 7 [see Eq. (2.3)] we can write

Pi(w) = ('OTZZ) exp (—%) : | (2.12)

12



(To simplify the notation, we will hereafter drop the eigenstate label.) In Fig. 2-1
we have plotted P;(7;) obtained from our numerical simulation against Eq. (2.12)
for two different regions of the spectrum. The states around the bottom of the band
used in the evaluation of the level width distribution were checked to be extended
over the entire grid.

If the distance between the right and left leads is much larger than the electron
wavelength A (so that the wavefunction fluctuations at rr € Ag and r, € AL are
independent), we can use Eq. (2.6) or Eq. (2.9), together with Egs. (2.8) and (2.12),
to evaluate analytically the distribution of conductance peaks for single-point leads,
R;(gm)- This calculation has been recently done in the literature [25, 28]. In Ref. [28],
Jalabert, Stone, and Alhassid found an expression for the conductance distribution
at intermediate temperatures not only for single-channel leads, but for multichannel
ones as well. Their derivation, based on random matrix theory, enabled them to
consider the case of time-reversal symmetry, although they were constrained to treat
only the case of independent channels. In addition, for simplicity, they treated only
the situation of symmetric leads. A similar work is found in Ref. [29], where Stone
and Bruus studied the effect of chaotic and regular dynamics in the distribution of
conductance peaks.

On the other hand, the authors in Ref. [25] performed their analysis exclusively
for the case of broken time-reversal symmetry and point-like leads, but took into
account a possible asymmetry between the leads. Since we shall extend their work,
we will display and comment on some of their results. For T < ag 1A they obtained
the following distribution

9(1 - gm) [1 + (2 - Qm)(a'2 - 1)]
2V1-gn [1+gm(@-12 ~’

where the asymmetry parameter a is given by

a:%(\/—%ﬂ/z—i). (2.14)

Notice that, according to Eq. (2.14), for a = 1 (symmetric leads), the most probable
value of g, is 1. However, for a > 1 the distribution begins shifting to lower values of
gm- For a > 1, the most probable value of g,, tends to zero. This is exactly what one
would expect to happen in a resonance tunneling experiment at zero temperature:
The conductance is maximum when the barriers are identical.

For the intermediate regime, when agp A < T < A, it is convenient to rescale
the distribution to obtain [25]

Ry (gm) =

(2.13)

Ri(z) = ———Vaj:;‘LARl (gm) = 56~ [Ko(z) + kK ()] , (2.15)

where
4T g,

\/aRaLA ’

z (2.16)
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and K,,(z) is the modified Bessel function of order n. Notice that the rescaling of g,
to z and of R; to R, turned the distribution into a temperature-independent function,
whose form depends only on the asymmetry between the leads. We also point out
that for both temperature regimes, one has an finite offset in the distribution, i.e.,

Rl(gm — 0) 7é 0.

2.5 Two-point leads

In this and the following sections the main goal will be to study the effect of extended
leads in the distribution of level widths and conductance peaks. We start by analyzing
the situation of two-point leads, where the level width is given by

arA
Ve = —;—(01 +vg) (2.17)

The amplitudes are defined as v; = V|, (r;)|?, = 1,2. When the points 1 and 2
are far apart (r = |r; — r2| > A), the amplitudes fluctuate independently and the
distribution of level widths is equal to the convolution of the distributions for the
isolated amplitudes [see Eq. (2.12)]. Consequently,

Py(ve) = (ﬁy% exp (—%) : (2.18)

Notice that the most probable value of v, is not zero, as for the one-point case, but
ayA/m. This fact by itself signals a strong qualitative change in the distribution.
What happens, then, when we move the points closer together, so that r =~ A? This
question can only be fully answered if we know the joint probability distribution

Qa(v1,v5;7) = (8(v1 = VI (r1)[2) 8(va = VIwhu(r2)[?) ) - (2.19)

However, a simple analysis can be made before one starts seeking the exact form of
Q2(v1,ve;7): Since there is no special reason for Q(0,0;7) to be singular if r # 0, we
should have Py(y; — 0) o v¢. On the other hand, Q2(0,0;0) is apparently singular
in order to Eq. (2.12) hold.

The exact calculation of Q2(vi,ve;7) can be performed by the supersymmetry
method (see Appendices A and B). The result depends on the symmetry of the
Hamiltonian; here we will consider only the case of broken time-reversal invariance
(unitary ensemble), which yields [35]

QQ('Ul,’Uz;’F) = 1——1_f5 exp (_zlj})22> IO (1—-3—']0?2—\/’01?}2) y (220)

where f = f(r) is the Friedel-like function

d
10 = | & o s om - )

14



Jo(2mr [ A) (d=2)
= (2.21)
(A\/2xrr)sin(2rr/X)  (d=3) ,

and Ip(x) and Jo(z) are Bessel functions of order zero. We mention that, by virtue
of Eq. (2.21), Q2(v1,vs;7) contains only one length scale, which is A. This is always
correct if r < I, where [ is the mean free path. For r > [, f(r) gains an factor of the
type e~/

The exact expression for the two-point distribution of level widths can be readily
calculated:

Py(v) = /Ooo du /Ooo dua Q2(v1, v2i7) 5(’Yk — (oA /m)(v1 + Uz))

_ U Yk : Tk f
= [akAf] exp (—akA[l — f2]> sinh (akA[l — fz]) . (2.22)

The limit 7 >> X (points placed far apart) can be easily extracted from Eq. (2.22) and
it agrees with Eq. (2.18). For the opposite limit, 7 = 0, when the points coincide,

one gets
m Yk
= - 2.2
Pan) (2akA)eXp( 2akA)’ (2:23)

which is the distribution for a point-like lead with a coupling constant twice as large,
as we would expect.

The large fluctuation tail of the distribution tends to an exponential function, just
as Eq. (2.12). The correlation between points, however, renormalizes the coupling
constant oy to ag[l + f]. Notice also the linear behavior at v, — 0, for any r # 0,
consistent with what we anticipated. The slope of the distribution at small widths
becomes steeper as the distance between points decreases, but the qualitative aspect
is rather independent of f and one can usually approximate P(yx) by Eq. (2.18).

We stress that the main effect of correlation within the lead is that the character-
istic number of channels of a lead is not quite accurately given by the cross section
divided by the electron wavelength. We can say that there is a crossover between
single and double-channel behavior driven by the distance between the points, i.e.,
by the parameter f.

In Fig. 2-2 we show some distributions of level widths for two-site leads with
different site separations obtained from our numerical simulation. One observes that
the correlation between sites is small, even for r = 1 (in lattice units) and at the low
energy portion of the spectrum (where A is larger than at the middle of the spectrum).
This effect, peculiar to the tight-binding model adopted here, can also be visualized
in Fig. 2-3, where we have plotted the density autocorrelator as a function of site
separation.

Given Eq. (2.22) we can proceed to evaluate Ry(g,,). In analogy to the point-like
case, an analytical treatment is viable only for the two temperature regimes T' <
arrA and ap A K T <K A; for T comparable to ag A, one has to compute the
distribution numerically and the dependence on the temperature cannot be rescaled

15



out of the distribution. For simplicity, we will concentrate on the analytical results.
We first present the expression we obtained for the resonance conductance distribution
in the T' < ag A regime:

0 —gm) [+ 1L+ (2— gm)(a® —1)]
Ry(gm) = 4f2\/1_:ﬂ{ [1+ gm(a2 — 1)2
(1= 14 (2 = gm)(dd = 1)]
2(1 + gm(af — )P
[1 = 21+ (2~ gm)(a® - 1)]}
2(1 4 gm(a® — 1)]? ’

(2.24)

where
ar = (ax fva? -1)/4/1— f%, (2.25)

and f is defined in Eq. (2.21). In Fig. 2-4 we show Rs(g,) for different values of
f and the asymmetry parameter a. Notice that the most probable value of g, is
maximum when the leads are symmetric, as we have argued in the previous section.

Clearly, by setting r = 0 in Eq. (2.24) we recover Eq. (2.13). In the opposite
limit, 7 > A, we can expand all terms to O(f?) and obtain

_ 39m0(1 — gm)
B(gm) = 41~ gm [1+ gm(a® —1)*
x {[1+8a*(a® = 1)] + 2gm(a® — 1)(1 — 4a?)

+om(a® — 1)} . (2.26)

The distribution of conductance peaks in the regime ag A < T < A can again
be expressed as a universal, temperature independent function if one uses the rescaling
shown in Egs. (2.15) and (2.16). After some straightforward manipulation we obtain

.’L‘2

= 1 L (Ve Ko(zy) + apKa(ap)] (227)

p=0

where 2o = z/[1 + f], z2 = z/[1 — f], 213 = z/V/1 - f?, ap = a2 = a, a1 = a,, and
as = a_. In Fig. 2-5 we have plotted R,(z) for different values of f and a. When we
set 7 = 0 in Eq. (2.27), we recover Eq. (2.15) with coupling constants twice as large.
On the other hand, in the limit r > A, one has, after an expansion to O(f?),

RQ(IL')

x2e—a1‘

Ro(z) = 5 [x(a2 + 1)Ky(z) + (2az + 2a®> — 1)K, (x)] . (2.28)

In both temperature regimes, the most notable difference between R3(gm) and
Ri(gmm) is in the small g,, behavior: Ry(gm — 0) is linear in g,, for any r # 0, in
contrast to R;(gm), which tends to a constant in the same limit. Correlations between
points within the leads do not affect the linear dependence.
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2.6 N-point leads

Some of the conclusions we have drawn for the two-point lead are straightforward
to extend to the N-point case. For instance, let us call Qy(vy,vs,...,un) the joint
probability distribution of the amplitudes v; = V|¢(r;)|*> at N points. Then, since
@n~(0,0,...,0) is nonsingular for any arrangement where points do not coincide (i.e.,
when no two points are completely correlated), we always have Py (v — 0) ’y,iv -1

Unfortunately, the supersymmetry technique becomes impractical to use in any
derivation where N > 2. We do not know of any other method suitable for this task
either. Therefore, in this section we will simply assume that the point fluctuations
within the leads are completely independent, which is certainly correct for small
enough values of v or g,,. We will then derive expressions for Py(vx) and Ry(gm)
and look at the numerical simulations to gain some insight about the general case,
when correlations can be present.

If the amplitudes v; fluctuate independently, we are allowed to convolute N dis-
tributions given by Eq. (2.12) to obtain the distribution of level widths for a N-point
lead. In this way, we find that

Puin) = 7 (o) # ™ e (-2 (2.29)

where v, = (oA /7) 237'\;1 vj, and, following our definition, (y;) = NayA/7. In the
limit N > 1 one can check that the distribution becomes Gaussian around -y, =~
oxAN/m, with a width proportional to 1/v/N,

i () () e

The results of our simulations for N =4, 9, and 16 are shown in Fig. 2-6 for
two different lead geometries and for extended eigenstates around the bottom of the
energy band. The deviation from Eq. (2.30) becomes substantial for large N when
the lead sites are close together. This indicates that the modest site-to-site correlation
(see Fig. 2-3) can add up to make the effective number of channels smaller than the
number of sites, particularly for small widths. As we move the sites farther apart,
correlations become negligible and the distributions start to agree with Eq. (2.30).

From Eq. (2.29), together with Egs. (2.6), (2.9), and (2.8), we can proceed to
evaluate Ry (gm). In the very low temperature regime, T < ag 1A, we obtain

_ (gm\V! T(N)O(1 — gm)
Bulgn) = ( 4 ) 2I'(N)v/1 = gm [1 + gm(a2 — 1)]2V¥

(2N)!a®V-R[(a® — 1)(1 — gm)]*
Z (2N — 2k)!(2N +2k)!

(2.31)

which contains all the essential features of R; and R,. In the other regime, where
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ap A KT < A, we obtain, after the appropriate rescaling,
z\2N-1 (2N)le%* ( K,

Ry(z) = (_) ) 2 olz)

2 I'(N) (N1)?

Y [(ar/aL)? + (ay/ag)/?K(z)
+,§ (N=DN+D)! } ‘

(2.32)

One can easily check that Eq. (2.31) becomes equivalent to Eqgs. (2.13) and (2.26)
for N =1 and N = 2, respectively. Similarly, Eq. (2.32) is reduced to Eq. (2.15) for
N =1, and to Eq. (2.28) for N = 2. We remark that both Eqs. (2.31) and (2.32)
yield the same limit Ry (g, — 0) o< gN~1, i.e., the distributions behave like a power
law for small peak heights.

The large N limit makes the distribution of conductance peaks narrower. For
instance, when N > 1, Eq. (2.32) tends to a Gaussian law, centered around z ~

o),
Ry (z) =~ \/Z_STW exp (—%) : (2.33)

Because (g,,) ~ O(N), but 8g,, ~ O(v/N), fluctuations in the height of resonance
peaks are suppressed for very large leads. This should be contrasted to the universal
fluctuations of the conductance as a whole, which obey dgm/{gm) ~ O(1). Further-
more, (gm) x (1/agr+1/ay)~!, which is the classical result (Ohm’s law).

2.7 Conclusions

We have considered the statistics of the widths of electronic states inside a quantum
dot coupled to a bulk reservoir through contact leads. It is well-known that in the
case of point-like contacts the distribution of widths obeys a universal exponential
law, which corresponds to Gaussian fluctuations of the wavefunction. We have shown
that the statistics of the widths is strongly influenced by the size of the contact area
between the leads and the dot. For two-point contacts we presented the exact ex-
pression for the distribution function of widths and found that it closely resembles
the result one obtains by assuming no correlation between the points. The correla-
tion effects appear only for large fluctuations, whose contribution to any observable
quantity is exponentially small. Following this observation, we suggested that the
N-point lead can be considered as a set of N points fluctuating independently. We
evaluated the distribution of widths analytically and compared the results with direct
measurements from numerical simulations. A good qualitative agreement was found.

The central region of the distribution tends to be Gaussian as IV increases. There-
fore, the fluctuations in the level width are suppressed for large leads and we can de-
scribe the dot in terms of the average parameters. In the region of very large widths,
the distribution does not follow a Gaussian law, but rather decays exponentially. For
small widths, the distribution behaves as a power law.

For the continuous system with extended leads we can expect a similar behavior.
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The distribution of widths is Gaussian around the average, which is proportional to
the effective number of channels Ny = A/A%"!, where A is the cross section of the
lead contact. The tail of the distribution for very large widths is exponential. In the
region of small widths the distribution behaves as

P(y) o - (2.34)

The effective number of channels N is equal to the number of independent “points”
in the lead, which increases for small v, as N oc Ny/7.

The relevance of these results to experiments appears in the determination of the
distribution of conductance peaks in the resonance regime. The main consequence of
the finite extension of the leads is found in the power law behavior of the distribution
at small peak heights. As the lead becomes very large, the distribution tends to a
Gaussian law. The possibility of asymmetry between the leads is taken into account in
our work. Finally, we point out that Egs. (2.24) and (2.27) can be used to describe the
statistics of four-probe dots where the constrictions are made very narrow (point-like
leads).
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1.2

Figure 2-1: Histogram of level widths for single-site leads at two regions of the en-
ergy band: middle (circles) and bottom (squares). The dashed line is the universal
prediction (exponential law). The level width is rescaled so that (yx) = 1. The error
bars are smaller than the dot size.

20



P,(v)

P.(1)

Figure 2-2: Histograms of level widths for two-site leads at two regions of the energy
band: middle (squares) and bottom (circles). The level width is rescaled so that
(k) = 2. r is the distance in lattice units between sites within the lead. The solid
and dashed curves are the predictions for f = 0.35 and f = 0, respectively. Error
bars are smaller than the dot size.

21



1.1

| T I | 1 1 1 1 1

-~ i
1
] N -
A H i
S o7}
Q. t
\' K B
= '
A [ ]
(=) -t
S 03[ ]
— L v i
e 0
Q L l?~>@ 4
v L 7 NS ie-B-pupue-

-0.1 1 | I NN S IO NN N NN B

0O 2 4 6 8 10
r (lattice units)

Figure 2-3: Density-density correlator as a function of site separation for two regions
of the energy band: middle (circles) and bottom (squares). The density is defined as
p(r) = |1, (r)|* and the average is performed over v (eigenstate) and grid location.
The error bars are typically of the same order as the dot sizes.
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Figure 2-4: Distribution of resonance conductance peaks in a dot with two-point
leads at very low temperatures (I' < a2A). The main plot shows the curves for
the symmetric case (a = 1) and different separation of lead sites. Notice the liner

behavior as g, — 0 for any f # 1. The insert shows the dependence with the
asymmetry parameter for a fixed distance between sites (f = 0.5).
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Figure 2-5: Distribution of resonance conductance peaks in a dot with two-point leads
at intermediate temperatures (o 2A < T < A). The conductance is expressed in
the rescaled form r = 4Tg,,/ /a;a;A. The main plot shows the curves at a = 1
(symmetric case) and variable distance between the lead sites. The insert shows the
dependence on the asymmetry parameter for a fixed f = 0.5.
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Figure 2-6: Histogram of level widths for N-site leads and for eigenstates at the
bottom of the energy band. The level width is rescaled so that {y;) = N. The
dashed line is the prediction for independent site fluctuations of the wavefunction.
The squares correspond to leads where sites were placed together (r = 1) and the
circles correspond to leads with » = 3. As an example, in the insert we show how a
N = 4 lead with r = 2 was implemented. For clarity, error bars are not shown, but
the typical size can be inferred by the scattering of the points.
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Chapter 3

Exact Dynamical Correlations of
the 1/r¢ Model

3.1 Introduction

The 1/r? system of interacting particles, introduced by Calogero [36] and Sutherland
[17, 18], and indeed even earlier by Dyson [37], within a relaxational framework in the
course of his discussion of the Brownian motion of Random Matrices, has continued to
be of great importance in theoretical physics. In the recent past, it has also generated
great interest in the context of a discrete version, i.e., a spin 1/2 model introduced
independently by Haldane [38] and Shastry [39], and in terms of its algebraic content
[40, 41, 42, 43, 44, 45, 46]; some generalizations have also appeared in the literature
[47, 48, 49]. Its interest derives from the combination of beautiful mathematical
structure and rich physical phenomena of quantum fluctuations in a low dimensional
system (quasi-long-range order, non-Fermi-Liquid behavior, etc.), as well as surprising
tractability.

In a recent development in an apparently completely different physical system,
namely that of electrons in a random medium, Simons et al. [12, 50] have succeeded
in computing a certain correlation function depending on two variables, say space
and time, and conjectured that this represents the density-density correlation func-
tion of the above 1/72 model at three appropriate values of the coupling constant
g =1, 2, and 4, corresponding to orthogonal, unitary, and symplectic ensembles,
respectively. The results are obtained due to a suggested equivalence of the prob-
lem to the evolution of energy eigenvalues of a disordered metallic grain subject to
an arbitrary perturbation [14, 15, 16] to that of the 1/72 many-body problem. The
mapping, performed on the level of the two-point, time-dependent, density-density
correlation functions, leads to an explicit exact result for the density-density corre-
lation of the 1/72 model for the above values of the coupling constant. The result,
astonishingly enough, is valid at all length and energy scales, not just in asymptotic
regions. This conjecture has been explicitly confirmed in a recent work by Narayan
and Shastry [51], where they established the correspondence between the evolution
of the distribution of eigenvalues of a random matrix subject to a random Gaussian
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perturbation, and a Fokker-Planck equation which is equivalent to the 1/r? model.
At the same time, Simons et al. [52] have established a direct connection between the
1/7? model and correlations in the spectra of random matrices through a continuous
matrix model.

The excitation spectrum of the 1/r? model is available in great detail from the
asymptotic Bethe ansatz (ABA) invented by Sutherland [17, 18, 53]. The picture that
arises is that of an underlying gas consisting of quasiparticles obeying Fermi statistics,
and interacting weakly with each other through a Hartree-Fock interaction leading to a
back flow. This picture indeed gives all the excited states of the model. The remaining
problem then, is that of an appropriate decomposition of the “bare” particles into
“quasiparticles”. The explicit knowledge of the correlation functions provides us with
an opportunity to describe the intermediate states in S(g,w) phenomenologically as
combinations of the “quasiparticles”, whose energies are available from the ABA. This
is analogous to quark spectroscopy in the theory of elementary particles, the ABA
quasiparticles and quasiholes are our quarks in the present scheme. We also provide
a nontrivial check on the conjecture by comparing the explicitly known functions of
the momentum g of the 1/72 model with those obtained by integrating the explicit
correlation functions.

The plan of this chapter is as follows. In Sec. 3.2, we define the 1/r? model, and
summarize the known information about its moments. The dynamical correlations
found in Refs. [12, 50] are summarized and their Fourier transforms given. The
small ¢ hydrodynamic limit of these correlators is calculated, and the saturation of
the spectrum by a sound like linear mode (i.e. w = sq) is demonstrated. Sec. 3.3
contains a summary of the results of the asymptotic Bethe ansatz for the 1/r2 model,
where we write down the dispersion of the effective quasiparticles and quasiholes.
In Section 3.4, we rework the expressions for the structure function for the three
ensembles into forms wherein the energy conserving § functions are shown to have a
natural interpretation in terms of multi quasiparticle-quasihole pairs. In Sec. 3.5, we
discuss the discrete 1/r% model, and display its first three relevant moments explicitly.
The similarity to the continuum 1/r% model in terms of the exhaustion of the structure
function by “spinons” at low ¢ is pointed out, and this is highlighted to be a unique
feature characterizing this family of models. In Sec. 3.6, we summarize our results.

3.2 Universal correlation functions applied to the
1/7? model

The Calogero-Sutherland system with periodic boundary conditions has a Hamilto-
nian describing spinless fermions confined to a ring and interacting through a 1/r?
pairwise potential [17, 18]:

HeoSga + 80T O 1)

i>j

For simplicity we have chosen the mass to be 1/2. The ring has length L and the
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number of particles is N. The statistics of the particles can be chosen arbitrarily
since the particles cannot get past each other owing to the singular nature of the
interaction at the origin; we declare them to be fermions for convenience (they are
indeed so at 8 = 2), and one might imagine the system to be that of fermions with
either repulsive (3 > 2) or attractive (§ < 2) interactions. Unless explicitly specified,
we will assume that the system is in the thermodynamic limit (L — oo and N — oo)
and has a finite O(1) density (d = N/L).

It was first argued in Ref. [12] that the time-dependent correlation functions
of this one-dimensional Hamiltonian are equivalent to certain universal correlation
functions [14, 15, 16] of the energy spectra of weakly disordered metallic grains when
B =1,2,or 4. For spectra subject to some arbitrary perturbation, X, exact analytical
expressions were derived for the two-point density correlation function,

k(E,X) = (p(E - E,X + X)p(E, X)) — ({p(E, X)) , (3.2)

where p(E, X) =Y, 4§ (E - Ei(X )) is the density of states of the system and (- - -)
denotes a statistical average which can be performed over a range of energy or over
X. It was shown that after the following rescaling in which the parameters become
dimensionless, ¢; = F;/A and z = X \/ ([0e:(X)/0X]?), Eq. (3.2) becomes universal,
depending only on the symmetry of the Dyson ensemble. In fact, the universality is
not specific to disordered metals but applies equally to all non-integrable or quantum
chaotic systems [14, 15, 16].
Remarkably, by performing the change of variables

r?=-2it, e=r, (3.3)
where t is the time coordinate and r is the spatial coordinate, Eq. (3.2) becomes
equivalent to the two-point particle density correlator of the ground state of the
Sutherland model. The coordinate r will be given in units of the mean interparticle
distance 1/d (although d = (p) = 1, we will continue to display the “d” dependence
in order to retain generality). The resulting correlation function, after the change of
variables, is

k(r,t) = (p(F — r,t + t)p(7,t)) — d*, (3.4)

with p(r,t) = ¥N, 8 (r — r;(t)). The expectation value (---) is to be taken on the
ground state of H.

Once we have an expression for k(r,t), we can calculate the dynamical structure
factor S(g,w) [54]. The explicit connection between k(r,t) and S(g,w) is made by
taking the space and time Fourier transforms of k(r, t),

1 )
S(q,w) = E;g/dr/dt k(r,t) e"iar—wt)
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S(g,w) has a representation in terms of the excited states of the system:

Sg.w) = 5 lpl0)F 8w~ B, + B (3.5)

where H|v) = E,|v), and

N
Pq = /dr p(r) e =Y e (3.6)
=1

In the following, we will present exact analytical expressions and discuss some of
the properties of S(g,w) for the three special values of 3.

3.2.1 The moments of S(q,w)

We begin by stating some important sum rules [54] concerning the function S(g,w).
Defining the moments of this function as

L@= [ dow Saw), (37)
it follows from the velocity independence of the interaction that

Ii(q) = q2 . (3.8)

This is the statement of particle conservation and is the familiar f-sum rule. Another
sum rule follows from the compressibility relation[54]:

lim () = —

g—0 s2

, (3.9)

where s? = 2(9P/dd) is the square of the sound velocity and P is the pressure.
However, since P = —(9F/JL) and for the Sutherland model the ground state energy
is known to be Ey = (7282/12)(N3/L?) [17, 18], it follows that Eq. (3.9) can also be

written as

i 1
o) =
Finally, we note that the connection between the 1/r? model in the static limit
and the distribution of eigenvalues of a random matrix was established by Sutherland
in his early papers [17, 18]. Consequently, the zeroth moment, Iy(g) [also called the
static form factor and usually denoted by S(q)] had been determined before for all
three values of § from random matrix theory (RMT) [55]. Therefore, from the results
of Ref. [17, 18] we anticipate the following expressions:

(3.10)

Ig(q) = i;[IQI + (2kr — la)0(lq — 2kp)]  (B=2), (3.11)
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B@) = {%[ AT R (312

2 — il i |ldtke| gl >2kr  (B=1) ,
and
1 _ ld
Ii(q) = {ﬁkﬂg [1 2ln|1 P ] , la| <4k (3.13)
1, lg| >4kr (B=4) .

For small ¢ we find the limiting behavior

0 g

At this point we should also mention that Forrester [56] has presented a formula
for the static S(r) [the inverse Fourier transform of Iy(g)] for all even values of § in
terms of generalized hypergeometric functions. More recently [57] he has shown that
one can rewrite his formula in an integral form which allows an asymptotic analysis
consisted with Eq. (3.14).

In terms of the three moments given above, we can calculate two characteristic
frequencies whose ¢ dependencies give us an idea of the dispersion relations of the
excited modes. This approach has been used before by Hohenberg and Brinkman [58]
in a different context (that of the isotropic Heisenberg spin chains). Here we name
the first frequency the “Feynman spectrum” [59],

L) ¢
q

To@) ~ 5@ (3.15)

£
2
S
Il
|

which has the small ¢ behavior
wr(q) =3 Bakr | (3.16)

and the second one we call the “hydrodynamical spectrum”,

wa(q) = Iljl((qg) 9 Bk . (3.17)

In Fig. 3-1 we have plotted these dispersion relations for the three values of 8 for
which we know the moments exactly. For the repulsive and noninteracting cases there
is a logarithmic dip at ¢ = 2kp, while for the attractive case the dispersion grows
monotonically. The appearance of a dip can be interpreted as a tendency towards
“crystallization” (i.e. the particles tend to arrange themselves in a lattice with spacing
1/d) as the strength of the repulsive interaction increases.
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3.2.2 Static correlation functions: real space

We note that the static density-density correlations are simply related to the Fourier
transforms of the moments Iy(g). Writing the density correlation function in the form

k(r,0) =d é(r) +d* C(r) , (3.18)
the dimensionless correlation function C(r) satisfies the relations lim,_,o C(r) = —1
and lim, ,,, C(r) — 0. It may be written as

o) == [~ 2 cos(gr)lala) — 1] . (3.19)

- E —00 2
The correlation function, in scaled variables, has the representation

C(#/d) = /_ °:o %gcos(wdf)[lo(QkF) _1. (3.20)

Explicit expressions are available for the various ensembles from Mehta [60] by noting
that C(r = 7/d) is nothing but the two-level cluster function —Y>(7), where 7 is the
separation in units of the average interparticle spacing 1/d.

3.2.3 Dynamical correlations

We now recapitulate the results from Ref. [12, 50] for the dynamical correlation
function and present explicit expressions for S(g,w). We note that S(g, w) is real and
positive; moreover, it vanishes for w < 0 and it depends only on the absolute value of

q.

Unitary Ensemble

We will first examine the simplest case when 3 = 2 and the system is non-interacting,
which corresponds to the unitary ensemble. It can be readily shown that

K (r, t) = g /1 “ /_ 11 dX exp[—ik2t(02 — 22)] coslkrr(A — A)] (3.21)

where A\ = k/kp, A\; = k1/kr, and kr = 7d (kr is the Fermi momentum). Taking the
Fourier transform in both space and time we get

1 oo 1 .
S@w) = gz [ [ AN OOT =N = /) S — A= lal /)
1 2 2
- = — 2k O(w — 2k
4kF,Q' 9(w+q F|qI) (w q° + F|Q|)
x0(2kp|q| + ¢*> — w) . (3.22)

In the Fig. 3-2 we have plotted the region of support corresponding to Eq. (3.22),
which is nothing but the particle-hole continuum (in this case all excitations are in
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the form of pairs). The tridimensional plot of S*(g,w) is shown in Fig. 3-3.

From Eq. (3.22) we can of course compute all the moments of S*(q,w) exactly.
The three moments I3, I, and I*, are plotted in Fig. 3-4 and we remark that they
are in agreement with the sum rules of Egs. (3.8,3.10) and the identity Eq. (3.11).

Orthogonal Ensemble

Secondly, we will consider the orthogonal (attractive) case, when 8 = 1. This value
of the coupling constant leads to a more complicated expression for the two-point
correlation function; after Ref. [12], we have

1 o oo (1 — )\2)()\1)\2 — )\)2
o _ 2
K(rt) = d /_1 dAfl d’\l/l dhz (A2 + A2+ A2 = 2\A hg — 1)2
x exp[—ikut(2A302 — X2 — A2 — A2 +1)/2]
X cos[krr (A1 A2 — A)] . (3.23)

Taking the Fourier transform of £°(r,t) in space and time yields

0 _ 2 00 [1 — (M2 — lgl/kr)?]
Slow) = 71 /1 d’\lfl e N+ X2+ /2 - Xexg = 1)
X6 + A5+ @ [kf — 1= AN — 2Mi dolgl/kp + 2w/k})
XH(/\l)\Q - |ql/kp + 1) 9(1 - /\1/\2 + IQ|/’€F) . (324)

22

The region of support of S°(g,w) is plotted in Fig. 3-5. and it shows a continuum
similar to the excitation of a single particle-hole pair in the non-interacting case.
However, as we will later discuss in detail, the excited states have a more complex
structure. The tridimensional plot of S°(g, w) obtained by numerically integrating Eq.
(3.24) and using a Gaussian regularization of the delta function is shown in Fig. 3-6.
The ridge along w = ¢(¢+ kr) indicates an algebraic (inverse square root) divergence.

The evaluation of I§ starting from Eq. (3.24) has been done analytically by Efetov
[11] and it can be readily generalized for any I?, n > 0. However, we have only been
able to evaluate numerically the moments with n < 0. The moments I?, I§, and I°,
are plotted in Fig. 3-7 and they obey exactly the sum rules of Egs. (3.8) and (3.10),
and the identity Eq. (3.12).

Symplectic Ensemble

Finally, we look at the repulsive case, when 8 = 4. In the context of RMT this corre-
sponds to the symplectic ensemble. We start with the correlation function originally
obtained in Ref. [50],

d? foo 1 1 (A2 = 1)(A = A1 )g)?
E(r,t) = — [ dx [ dX dA
(r.t) 2 1 ./—1 ! /:-1 2 (A + 23+ 22 — 22, — 1)2
X exp[—4ikEt(A] + A3 + A% — 2)2)2 — 1)]
x cos[2kpr(XA — A1 )g)] . (3.25)
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We take the Fourier transform of k*(r,t) to get

2

5 oy [(A\ude + |l /2kr)* — 1]
S0w) = g [ [ e G e T

x6(A2 + A2+ q2/4k% — 1 — A2X2 + A doq|/kp — w/4k%)
x0(\i Xz + |g/2kr — 1) . (3.26)

The region of support of S*(q,w) is shown in Fig. 3-8. The continuum reaches w =0
not only at ¢ = 0 and 2kp, but at ¢ = 4kr as well. The figure is similar to the one
obtained when we excite two particle-hole pairs in the non-interacting case; in fact,
the real structure of the excited states is more complicated than this simple picture,
as we will later demonstrate. In Fig. 3-9 we show the tridimensional plot of S*(gq,w)
with a Gaussian regularization and a numerical integration of Eq. (3.26). The ridges
along w = 2q(2kr — q) and w = q? — 4k% indicate an algebraic (inverse square root)
divergence.

As for the orthogonal ensemble, the analytical evaluation of I} can be done for
n > 0 by generalizing the method of Ref. [11] for n = 0. For n < 0 we have only
been able to proceed with a numerical evaluation. In Fig. 3-10 we have plotted the
moments I{, I§, and I®,. It is simple to check that the moments obtained in this way
also agree with Egs. (3.8), (3.10), and (3.13).

3.2.4 Spectrum saturation in the hydrodynamic limit

An important property of the Sutherland model is the saturation at ¢ — 0. As we
have pointed out before in Egs. (3.16) and (3.17), both the Feynman and hydrody-
namical spectra tend to the same value in this limit. In fact, this is also true for any
characteristic frequency defined as the ratio of any two moments. We shall prove it
for the orthogonal ensemble: In Eq. (3.24) we change variables to

A2 =1+,

which yields

In(q) = ( ) / dzl/ dzy 1 —(1+ 24 + 3122 — q/kFp)?]

2/[6)2 — .’IJ1.’E2(4 + 122 + 2$+)]

n

2 21+ zy + 1z
[—q—+ il e 2)+$1$2(4+$1$2+2x+)

k% kr
X 0(2+ x4 + 122 — q/kF) 0(q/kF — 4 — T172) , (3.27)

where £ = z; £ z,. This last expression can be much simplified in the limit ¢ — 0;
it becomes

o q—0 2(qkp)"+2 qa/kr q/kr—1z1 (q/kF — .’E+)
ID(q) — —_k‘}; /(; dx1/0 dz, (¢?2/k% — 22 + 22)?
(3.28)

32



Changing the integration variables to z. and performing the double integral we obtain

1
g (ke (3.29)
As a result,
/m
Ie, (q)]1
e aLOALLE — gkFp . (3.30)

The proof for the symplectic and unitary ensembles is quite analogous; one obtains
for the three values of 3

1
1n(@) =3 g (Bake)™"! (3:31)
This yields, for any integers n and m,
1/m
[-Il“’—m(q—)] — Bakp . (3.32)
In(q) Q‘+0

The saturation property can also be visualized in Figs. 3-2, 3-5, and 3-8: the fact
that the lower and upper branches of parabola have the same linear term as ¢ — 0
implies that all characteristic frequencies must have the same asymptotics.

3.3 Asymptotic Bethe ansatz

We now summarize the results of the asymptotic Bethe ansatz [53], which gives an
explicit expression for the “particle-hole” like excitations underlying the system. The
complete excitation spectrum for the 1/r? model can be described in remarkably
simple terms as follows: The total energy of a state of the system is expressible as

E=) p2, (3.33)

with the “pseudomomenta” p, satisfying the equation,

(8 -2)

n_—:kn
P t oL

> sgn(kn — k) - (3.34)

n#m

The total momentum of the state is
P:Z pn=z k. . (3.35)

The bare momenta are given by &, = 2nJ,/L, where the J,,’s are fermionic quantum
numbers J; < Jo < Js... < Jy. Note that at 3 = 2 the interaction is turned off and
we recover the free-fermion results. The important point is that the totality of states
for the N particle sector is obtained by allowing the integers J,, to take on all values
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consistent with Fermi statistics, not only for 3 = 2, but for all 8 € [1,4+00). The
summation in Eq. (3.34) is trivial to carry out and we find

(ﬂ—2)7r<n_N_+_1)_

n:‘kn
P T 2

(3.36)
We can now select an arbitrary state of the system by specifying that states {k;, ks, ...}
are occupied, i.e. by introducing the fermionic occupation numbers n(k;) = 0, 1, such
that

E =) c(kn) + 3 v(kn — km)n(ks)n (k) + [Z(ﬁ;—z)] , (3.37)

n n#m

with e(k) = k* and v(k) = m(8 — 2)|k|/2L. For future reference, the ground state is
represented by ng(k,) = 1 for |k,| < kr and ng(k,) = 0 otherwise, where kr = 7d.
We remark that the above expression of the energy takes the form of a renormal-
ized Hartree-Fock theory; a Hartree-Fock energy expectation value of the interacting
Hamiltonian in a determinantal state [] c,c |0) leads to precisely this type of expres-
sion. Note that the Fourier transform of the two-body interaction can be deduced
from the expansion

O = N

Therefore, Eq. (3.37) states that a Hartree-Fock expression with a renormalization of
the coupling constant §(8 —2) — 2(8 — 2) leads to the ezact spectrum of the model.

We now consider the excitation spectrum near the ground state, wherein we excite
a particle-hole pair in the free Fermi system and ask what the energy of the interacting
system is by including the Hartree-Fock back flow term. From this point onwards we
measure all momenta in units of kr and energies in units of the Fermi energy. Let us
suppose that one of the particles described by Eq. (3.37) has initially a momentum
k, with |k| < 1; we promote it to some state labeled by &k + ¢, with |k + g| > 1. The
energy cost in units of the Fermi energy is equal to

A(g,k) = elk+q)—ek)+2 > [wk+qg—k)—v(k—k)]

|k'l<1
(B-2)
2

= ¢* +2kq+ 2k +q| - K*~1), (3.38)

and the momentum of this state is simply q. This implies that we can associate a
generalized energy corresponding to a particle s (k) (i.e. |k| > 1) and a hole e.(k)
(i.e. |k| <1):

es(k) = K+ (8- 2)kl

e<(k) = ng + (g - 1) : (3.39)
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such that
A(g k) = ex(k+q) —e<(k) . (3.40)

Note that € (k) and e<(k) are continuous and have continuous derivatives across the
Fermi surface. These expressions for the particle and hole energies look different from
the results of Sutherland [53] but their equivalence may be readily checked. We have
chosen to label our states by the “bare” momenta “k,”, while Ref. [53] works with
the pseudomomenta “p,”; of course these are in one to one correspondence and so
the choice is a matter of convenience.

We will introduce in the usual way, particle operators Af(k) and hole operators
Bt (k) with the convention that the momenta corresponding to these are constrained
by |k| > kr for particles and |k| < kp for holes, with excitation energies

Eak) = e5(k)—p
Ep(k) = p—e(-k), (3.41)

where u = e (kp) is the “chemical potential”. The quasiparticle-quasihole excitation
created by the operator Af(k+q)B'(—k) then has energy E4(k+q)+Ep(—k), which of
course is equal to A(k, q). Having introduced the underlying fermionic quasiparticles
and quasiholes through Egs. (3.39), we would like to see if the excitations generated
by the bare density fluctuation operator p, can be expressed in terms of the latter.
One of our objectives then, is to express the excitations of the system probed by
the bare density fluctuation operator p, in terms of the quasiparticle and quasihole
operators. Recall that in Landau’s Fermi Liquid Theory [61] one expresses the bare
particles c(k) in a series involving quasiparticles and quasiholes of the form

c(k) = vz B (k) + > M[k,p,1) Bi(p)BI()Al(=k —p - 1) +..., (3.42)
(1)

where |k| < kr, and a similar expansion for particles, where z; is the quasiparticle
residue. The density fluctuation operator p, = ¥ cf(k + q)c(k) then has a develop-
ment in terms of 1,2, 3, ... pairs of (quasi) particle-hole excitations. In one dimension,
we expect 2z to vanish for arbitrary non-zero interactions, and hence the particle-hole
series is expected to be such that the single pair should not appear. The expansions
are somewhat non-unique, in view of the fact that we can add an arbitrary number of
“zero energy” and “zero-momentum” particle-hole excitations to any given scheme.

3.4 Quasiparticle content of the structure func-
tion

For the unitary case there is no interaction and consequently quasiparticles and quasi-
holes are the same as particles and holes: Eq. (3.38) at 3 = 2 exactly describes the
spectrum of Fig. 3-2. On the other hand, for the orthogonal and svmplectic cases
the simple creation of quasi particle-hole pairs cannot account for the whole excita-
tion spectrum. In order to see that in general (3 # 2), we begin by considering the

35



spectrum (g X w) for a particle-hole excitation (Eq. (3.38)), which is the familiar pair
spectrum renormalized by the interaction. For a fixed g, the maximum value of w
occurs when k = 1: wmax = ¢° + Blg|- The minimum value of w depends on g: for
lg| < 2 it occurs when k =1 — |g|; for |g| > 2 it occurs when k = —1. This results in
wmin = Blg|(2 — |g])/2 for ¢ < 2, and wmin = (|g| — 2)[lg| + (8 — 2)], for ¢ > 2. The
curves bound a continuum that does not agree with the hashed regions of either Figs.
3-5 or 3-8.

We can also promote two quasiparticles from the Fermi sea, instead of just one.
The result is that the upper limit for w is then given by |q|(|g| + B) and the lower
limits are Blq|(2— |q1)/2, B(lg| - 2)(4 — lq1)/2, and (|g| — 4)[lg| + 2(8 — 2)]/2 (for the
intervals |g| < 2, 2 < |q| < 4, and |q| > 4, respectively). Again, we note that the
continuum bound by these curves is not equal to the hashed region in Fig. 3-8.

Below we recast the expressions for the correlation functions in the various en-
sembles in terms of new variables, in order to reveal their exact quasiparticle content.

Orthogonal Ensemble: Change of Variables

We now turn to the expression Eq. (3.24) of the structure function. Firstly we change
variables and introduce

u = )\1)\2
z = )\1+)\2. (343)

With this change of variables, we find
(1+q) (1+u) 1
S°(q, w) = 2¢° duf dz——e—— [1— (u— q)?)6(E)/D, (3.44
(q,w) q max{1g—1} o m [ ( 9)°10(E)/ ( )
where
VD = 22+4¢—(1+u)?
E = VD+2w—2uq. (3.45)
In the expressions above and hereafter in this section we will set ¢ > 0 without loss
of generality. We change the integration variable u by defining k = u — ¢, in terms of
which the k integration is restricted to max{l — ¢, —1} < k < 1, and is immediately
recognizable as the momentum of a hole restricted to the Fermi surface with |k + g|

restricted to be a particle. The z integration can be conveniently transformed by
introducing a “rapidity” variable

z=24/(k+q)coshf, (3.46)

and recalling that for the orthogonal case e (k) = k2 — |k| and e<(k) = (k* — 1)/2
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[see Eq.(3.39)], so that

q° [—e<(k)] In/(k+9)
) A . do
$law) 2 Jikeot ak [w —q(k + q)]? /0

X (5>(k+q) —e<(k) —2(k+q) sinh20—w) : (3.47)
The 6 integration can be done simply, and gives the final result

o . ¢ [—e<(k)]
R i -l wpe e
Ow—Akg) +(k+g-1)%/2) 6(Akq) —w)

VA, q) —w \JA(k,q) +2(k +q) -

(3.48)

Bethe Quasi Particle-Hole Content: Orthogonal Ensemble

We can rewrite the energy conserving delta function in Eq. (3.47) as 0 (sg’)(k +q|6) —
e<(k) — w), where £ (k|9) = e, (k) — 2k sinh?§. One possible picture suggested then
has the excited state particle possessing a “hidden” gauge variable 6, which lies in
a limited range, as a hole would, endowed with energy but possessing no phys1ca1
momentum”. The particle say for k¥ > 1 has an energy 5(>)(k) which lies between &1 ==
and k2 — k. We can also view the excited particle state as a combination of a particle
and particle-hole pair, as follows. We write a schematic development for £ > 1

k)~ S Alp)Al(k-p+1)Bi(-1), (3.49)

Lk <p<k

The excitation energy of this complex is readily seen from Egs. (3.39) and (3.41) to
be Ea(p)+ Ea(k—p+1) +EB( 1), with 12% < p < k. The sum of these three terms

reproduces the variation in 5 (k|0) 1mp11ed by the rapidity variable. The density

fluctuation p, is then seen to be formally a two quasi particle-hole object: writing
c(k) ~ Bi(—k), we have

ck)elk—q)~ Y, Al(p)Al(k—p+1)B'(-1)Bi(g - k), (3.50)
Ltk <p<k

where it is understood here and elsewhere that when two momenta coincide (as they
would in, say, [Bf(~1)]?), then these should be separated by the smallest non-zero
wave number. The above scheme for the density fluctuation operator cf(k)c(k — q) is
indicated in Fig. 3-11. We may therefore regard the density fluctuation as being built
up from a particular set of (non-interacting) pair states consisting of annihilating two
particles at momenta k — ¢ and 1, and creating a pair with total momentum k + 1,
distributed over all possible relative momenta with appropriate form factors.
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Symplectic Ensemble: Change of Variables

We recall for the symplectic case, the Bethe energies ¢ (p) = p? + 2|p| and e.(p) =
2p% + 1 [Eq. (3.39)]. We now rewrite Eq. (3.26) using the same variables as in the
previous case [Eq. (3.43)]. We find the result breaks up naturally into two pieces S,
and Sy, with the second piece S, only arising for ¢ > 2:

S%(g,w) = Sa(g,w) +0(q — 2) Se(q,w) , (3.51)
with S ( )_ q2 /1 d /(H-u) dz 6 B Na 3 59
A AT max(0,1-¢/2) ! 2vu V2?2 —4u ( a)—D_a, (3.52)

and . @ [0 i (14u) dz S(E
aw) == [ e W T o b) (3.53)

where E, N and D are appropriately defined (see below). We write u = (1 + k)/2
in S, and u = (I — 1)/2 in S}, in terms of which Egs. (3.52) and (3.53) take a more

natural form

(3+k)/2 N

Sa(q,w dk k 1-— k+q) , (3.54
(q / nO )[ nO( ‘1] \/m\/-—_m“ ( )
and

az N” . (3.55)

dlno@)1—noll+q-2) [
b(q, w / no(D)[1 —no(l+q— /
e V22 +2(1-1)

In Eq. (3.54) we further introduce the rapidity variable 6 through z = 8(1 +
k)sinh29, so as to eliminate the square root in the integrand. The result can be
written compactly as follows

2

— In \/2/(1+k)
ki<t dk [5>(k + Q) 3] d9

Sa(g,w) =
(@) 2 Sk w—2q(L+E)R Jo
x6 (A(k,q) + 8(1+ k)sinh? 6 — w) . (3.56)
We can perform explicitly the rapidity integrals and find the final result
2
g [e>(k +q) — 3]
a 9 - 1 dk
So@w) = °f Jue, TRk, g — (k- D7+ P
6 (w — (k q)) (A(ka q) + (k — 1)2 — w) ) (357)

Vw = Ak, q)yJw — Ak, q) +8(1+k)

We next turn to the other piece for ¢ > 2. With o = (¢ — 2) and introducing the
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rapidity variable ¢ through z = 8(1 — I)sinh?(¢), Eq. (3.55) is expressible in the form

S ( ) — f dl [E>(l + a) — 3] Iny/2/(1-0) d¢
N A [w—2q(1-1)]2 Jo
xd (A(l,a) + 8(1 1) sinh® ¢ —w) f . (3.58)
Performing the rapidity integration we find
2 es(l+a)—3
Sp(g,w) g st dl £ ) =3

40 T w- A e) - 1+ 1)2+ 2
0w~ AL) O(Aa) + (12 —w)

* V= Ad,a) Jw— Al 0) +8(1 - 1)

(3.59)

Bethe Quasi Particle-Hole Content: Symplectic Ensemble

The energy conserving delta function in Eq. (3.56) can be rewritten using an effective
energy variable 2 (k|0) = e<(k) — 8(1 + k) sinh® @, which implies w = &5 (k + ¢) —
€2 (k|6). The energy €% (k|0) varies between the limits 2k? + 1 [i.e. e.(k)] and k% +
2k [i.e. e<(k) — (k—1)?]. It is thus evident that we may interpret €2 (k|6) as an
effective hole, i.e a composite object. One possible way to decompose it is to write
schematically for the bare annihilation operator a representation as a quasihole plus
a quasi particle-hole pair:

(k) ~ ¥ B'p—k-1)B-p)A(1). (3.60)

k+1
k<p<iti

The restriction on the range of p is such that we avoid double counting the pair and
have a natural ordering of the two quasiholes. The energy of the effective hole is then
Ep(—p) + Ep(p — k — 1) + E4(1), with the constraint k < p < &1, which from Egs.
(3.39) and (3.41) reproduces the range required by the rapidity variation. Therefore,
the operator p, is seen to be formally a two quasi particle-hole object,

c'(k+q)c(k) ~ Y. Bl(p—k—1)B(-p)AT(1)AN(k +q) . (3.61)

k+1
k<p<EHt

This scheme for the density fluctuation is illustrated in Fig. 3-11.

In the second piece of S* [Eq. (3.58)], once again the energy conserving delta func-
tion can be rewritten introducing an effective energy variable for the hole b (I|¢) =
e<(1)— 8(1—1) sinh® ¢, which implies w = 5 (I4+a)—¢e% (I|¢). The effective hole energy
€% (I|¢) varies between e (I) and e<(l) — (1 + I)?, corresponding to a predominantly
left moving object, and may be decomposed again into a hole and a particle-hole pair.
Schematically we have

()~ Y. B'(-pAl(-1)Bi(1+p-1).

Bl<p
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Using the quasienergies Eqs. (3.39) and (3.41) this complex has energy Ep(p) +
Ep(1+p—1)+ Ea(—1), with the physical constraint "Tl < p < [, which reproduces
the range implied by the variation of the rapidity. Owing to momentum conservation,
we must regard the creation operator c'(I + q) as At(l + ¢ — 2) times a particle-hole
pair with energy zero and momentum 2, i.e. Af(1)Bf(1). We may eliminate a ‘zero
pair’ AT(—1)Bf(1) and thus obtain the scheme for the density fluctuation operator
p(J)

dl+qel) ~ Y Af(l+q-2A0)BI(-p)B'1+p-1). (3.62)

El<p<i

The term S, then evidently may be regarded as a two quasi particle-hole object, and
is illustrated in Fig. 3-11.

Summarizing, in process (a), we may regard the density fluctuation as being built
up from a particular set of (non-interacting) pair states consisting of creating two
particles at momenta 1 and k + g, and destroying a pair with total momentum k + 1,
distributed over all possible relative momenta with appropriate form factors. Like-
wise, in process (b), we may regard the density fluctuation as being built up from a
particular set of (non-interacting) pair states consisting of creating two particles at
momenta 1 and [+q— 2, and destroying a pair with total momentum [— 1, distributed
over all possible relative momenta with appropriate form factors.

3.5 Spin 1/2 Heisenberg systems

In this section we will study the moments I,, of the 1/r? spin system. For comparison
purposes, we will also briefly review some well-known results for another standard 1/2
Heisenberg antiferromagnetic system, namely the Bethe chain [62]. The Heisenberg
spin chain model with a 1/r? interaction was introduced by Haldane [38] and Shastry
[39]. It is defined by the Hamiltonian

— —

H=J@Y —yo 2

i<j sin?[p(r; — r5)] 7

(3.63)

where ¢ = 7, r; = 0,1,...,L — 1 (L integer), and the spins are 1/2. In this case the
natural operators one can use to introduce a dynamical structure function S4UQ,w)
are the S7: we define a “charge operator” g; = (S? + 1/2) and use (3.5) to write

SUQ.w) = % S |(v1S0l0)?5(w — E, + Eo) | (3.64)
v#£0

with E, as the energy eigenvalues of the Hamiltonian and the lattice Fourier transform

L
&= e, (3.65)
J:
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where @ is the lattice momentum @ = (27x/L) X integer. N is the number of spin
deviations or the number of hard-core bosons. We set N = dL, so that d = 1 /2 for
half filling. The Fermi momentum is then kr = 7d, and we w1ll scale Q = 7dQ in
order to compare with the continuum model results.

We cannot calculate S¢(Q,w) directly, but we know some moments of this distri-
bution, just as we did for the continuum model. As in the continuum, we restrict
ourselves ton = 0,1, and —1.

3.5.1 Static correlation functions and the zeroth moment

We begin with the zeroth moment, or the static structure factor

I4Q) = /0 ” 54(Q,w) dw. (3.66)

There is a remarkable theorem by Mehta and Mehta [63] stating that the static
correlation function is identical to that of the repulsive (3 = 4) continuum model in
real space. This object was also calculated independently for half filling in Ref.[64],
and the result (in Q space) is for the half filled case:

19Q) = —%m ( _ '%) , (3.67)

in the scheme where we restrict |Q| < .
The correlation function Iy is also available from Ref. [63], for arbitrary densities
d< 1 . The density-density correlator can be written as

(ﬁOﬁr) = (j5r,0 + (1 - 61',0) d’? []- + D(r)] ) (368)

in a manner similar to Eq.(3.18). The function D is given [63] explicitly in the
thermodynamic limit as

o [?}{12(73:;:&)]2 N </027mi dtSi?t> (27rd) cos((227:~2)2— sin(2nrd) . (3.69)
Using the relation $? = p; — 1, we find
(8287) = i +d(1 = d)(8ro — 1) + (1 = b0) & D(r). (3.70)
Inverting the Fourier series, we have
IHQ)=1+d > exp(iQr) D(r). (3.71)

We may convert the sum over r to an integral, remembering that @ and Q+27 xinteger
are equivalent. We will work in the reduced zone scheme |Q| < =, for which two cases
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may be distinguished, case (A) d < 1 and case (B) 1 < d < 1. The correlations are
given for ¢) > 0, and may be obtained for negative ¢) by using the evenness in @) of
Iy. For case (A) d < § we find

Q) = 1+ 6(4rd - Q)AWQ) (3.72)
_ Q@ Q@L<
4@ = pe e Lt 27rd' (3.73)
and for case (B) 1 < d <1 we find
IHQ) =1+ AQ)+ 0(Q — 27 + 4nd) A(27 — Q). (3.74)

It can be checked for d = 1/2 that Eq. (3.74) is identical with Eq. (3.67). For
d < 1/4, the expression in Eq. (3.73) is identical to the symplectic case Eq. (3.13),
apart from a scale factor of d. Eq. (3.74) is in fact nothing but the Umklapp reduction
of the continuation of Eq. (3.73), i.e. @ is allowed to extend up to 4d, and the part
beyond 7 is declared to belong to @ — 27, after subtracting unity from the structure
function.

The correlation function, in scaled variables, is given by [compare Eq. (3.20)]

D(#/d) = /_ ll//dd 51-2‘—2 exp(iQn#) [I§(Qrd) — 1] . (3.75)

The theorem of Mehta and Mehta asserts the equality of the scaled correlation func-
tions for 3 = 2,4 for all integer r, i.e. for # = d x integer

D(r — #/d) = C(r — #/d). (3.76)

3.5.2 Other moments

As opposed to the case when particles are in the continuum, the moment I;(Q) is
not interaction independent for a system where the particles sit on a lattice: this
is a well-known effect of the lattice systems with interaction [40]. However, we can
work out an expression for the 1/7? spin chain, using the usual definition as a double
commutator. In the remaining part we will assume that d=1 /2 and write

L(Q) = ([1S%, H], 5%4]) - (3.77)
Calculating the commutator, we find

Q) = —Z )L = cos (Q(r: = )] (575

¥ z.—z,l@[l—cos(czr)]@éé:y (378)

740 S1
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Using Eq. (3.67), we rewrite this as

1ﬂ(Q)=%Zln(1-|kl/w)z[ ¢ ][1—cos(kr)]cos(kr). (3.79)

|k|<m r#0 Sin2(¢r)

Using the fact that, for |k| < 7 [38],

¢? _ m 2 ||
g;o I:W:l COS(k’I‘) = ?(1 — 1/L ) - 7l'|k| ( - '2—7?> y (380)
we find with [k] = (k — 2mrm) [m integer||[k]| < 7]
@ = 5 T (1= 1) [0+ s+ ie-ui -2
- %{[Q + kP +[g— k> — 2k2}]. (3.81)

After turning the sum to an integral, we can integrate the expression and find, for

Q| <,

1;’(@):‘%”2[1—(1—8—‘)2+2(1—%)21n (1-‘—3—')} : (3.82)

In the limit Q — 0, we see that I#(Q) — JQ?/4 but for larger @ there is substantial
departure from the pure quadratic behavior of the continuum models Eq. (3.8).

In the hydrodynamic limit the moment I_,(Q) can be obtained from the spin
susceptibility Xspin, Which is known explicitly [43]:

Q0 0%Ey - _ Xepin(@—0) 1
4 (Q) = [L (3M2)M=0] = 2P 7 = =7 (3.83)

where M = (NT - N 1)/L is the magnetization and the operators Nﬂ count the
number of up or down spins in the chain (notice that we have Ny + N, = L/2).

With these moments at hand, we can define characteristic frequencies for the
excitation spectrum, in the same way as we did before. The important point is that
all those frequencies will have the same value as Q) — 0:

Q) ao9 1(Q) eo9 | 1H(Q) ovg , [ (3.84)

Q)  I4(Q) 2,(Q) 2

This means that in the hydrodynamic limit the spectrum is exhausted by the exci-
tations with dispersion relation w = Jx|Q|/2 [38, 39]. Although this might be taken
as a common feature for continuum systems, this is not so in general, as we shall see
below.
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We notice that, by choosing appropriate energy scale (J — %), the 1/7? discrete
spin model moments map exactly onto the continuum symplectic ones for ¢ — 0.
The dimensionless moments are identical in this limit,

I4Q =ng/2) 8 =
k%

I (g = krq), (3.85)
where the factor of 1/2 arises from the different normalization in Egs. (3.5) and
(3.64). It would be very interesting to pursue the calculation of more moments at
q > 0 for both models to check whether the discrete one shares the same unusual
characteristics of the continuum (8 = 4) model excitation spectrum.

We now turn to the Bethe chain, which is defined by the Hamiltonian H =
JB Y S’; - Sit1. The literature about this model is very extensive; here, for the sake
of briefness, we only refer to contributions related to our discussion. For instance,
Hohenberg and Brinkman [58] have studied this model and found that it shows no
saturation at Q — 0. Let us describe a simple argument favoring this conclusion.
The moments I; and I_; for this model are known [58], but not I;:

I2Q) = I(2 In2 —1/2)(1 — cos Q) , (3.86)
and ]
B Q-0
I5@Q) = = 7 (3.87)

On the other hand, the spinon spectrum of the Bethe chain is known from Faddeev
and Takhtajan’s work [65]:

wsp(Q) = (1 Jg/2)sin |Q) (3.88)

(the same dispersion relation had been obtained long before by des Cloizeaux and
Pearson [66], but they concluded that the excitation had a three-fold degeneracy,
rather than four fold, as shown in Ref. [65]). Therefore, we could look for saturation
by the spinon, and hence form the ratio

i I7(Q)

1
lim [%p ORI ] ~ 1.08706 . (3.89)

Consequently, it is clear that the small @ behavior of S(Q,w) is not exhausted by the
spinons in the Bethe chain, unlike in the 1/r% model, where it is.

3.6 Conclusions

We have seen that the results of the calculation of Simons et al {12, 14, 15, 16, 50]
for the dynamical structure function have a representation in terms of the Bethe
quasiparticle and quasihole energies. The representation obtained in this work has
the character of two particle-hole pairs representing the bare density fluctuation. We
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should note, however, that this representation is far from unique, for one thing one
may add an arbitrary number of “zero pairs”. Also, for example, we could decompose
our two holes and a particle as three holes and two particles, by e.g. forcing the
momenta of two holes to coincide, and by suitably restricting the momenta. However,
it is not possible to decompose the results into those of a single particle-hole pair;
our representation in terms of two pairs appears to be minimal in some sense. The
striking feature which underlines the dynamical structure factors presented here is
the truncation at very low orders of series like Eq. (3.42). Therefore, the excited
states for systems with § = 1,2, and 4 will always involve a small number of quasi
particle-hole pairs.

We have also shown that the discrete model shares the property of saturation of
the Feynman sum rule by the lowest mode as ¢ — 0. The static structure function ob-
tained by a direct calculation [64] is shown to be consistent with the older calculation
of Mehta’s Ref. [63], provided that one interprets the weight outside the Brillouin
zone appropriately by umklapping it. The first moment of the discrete model is
obtained using the known result for the two-point static correlator, and shows inter-
esting structure and departure from the first moment of the continuum model, and
should provide a non trivial check on the structure function of the discrete model.
We stress that the saturation of the structure function by the sound modes at small
q is a general property characterizing this class of models.

As a final remark, we mention that by the time this work had been completed we
learned that Haldane and Zirnbauer [67] have employed the supersymmetry technique
to calculate exactly the dynamical structure factor of the 1/r2 spin 1/2 chain. They
obtained results which are essentially equivalent to ours. Very recently, Haldane
[68] has conjectured a generalization of the dynamical density correlations to include
the SU(n) spin chain and the Calogero-Sutherland model for integer values of the
coupling constant. Since then, at least two groups [69, 70] have been able to prove
that this conjecture is indeed correct.
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Figure 3-2: Region where S%(q,w) # 0 (8 = 2). The equations for the boundaries are
indicated.
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Figure 3-3: Tridimensional plot of S (q,w) (B = 2) for the unitary case. The vertice’
axis has a logarithmic scale.
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Figure 3-5: Region where S°(q,w) # 0 (8 = 1). The equations for the boundaries are
indicated.
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Figure 3-6: Tridimensional plot of S(q,w) for the orthogonal case (3 = 1). The delta
function of Eq. (3.24) has been regularized by a Gaussian. The vertical axis has a
logarithmic scale.
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Orthogonal Ensemble
(1+k)/2<p<k

O O X X
k-q 1+k-p p

Symplectic Ensemble

(a) k<p<(1+k)/2

O O X X
p 1+k-p k+q

(b) (k-1)/2<p<k

O O—X X

k-p-1 P k+Q-2

Figure 3-11: The two quasiparticle-quasihole pair scheme for the orthogonal and
symplectic cases. ’'x’ denotes particles and ‘)’ denotes holes, and the solid line
indicates the range —1 < k < 1, i.e. the Fermi sea (kr = 1). The symplectic
ensemble has two pieces: case (a) corresponding to S, and case (b) corresponding to
Sp.
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Chapter 4

Manifestation of Quantum Chaos
in Electronic Band Structures

4.1 Introduction

The great success of band-structure theory in providing a very accurate description
of electronic properties of many materials is a well-established fact. Using few ingre-
dients (such as crystal structure and atomic number), one can obtain a great variety
of material-dependent results (optical and transport properties, phonon spectrum,
etc.) in very good agreement with the available experimental data. However, the
implementation of a realistic band-structure calculation is not a straightforward task
and usually requires very complicated numerical algorithms. One is then led to ask
whether there is some universal (material-independent) behavior which may lay hid-
den in the apparent regularity of the bands. The universality should express some
common characteristic of the underlying physical systems, in this case crystals. For
instance, in the muffin-tin approzimation, the motion of a valence electron inside a
crystal can be pictured as that of a particle in a periodic billiard structure of smooth
walls, whose classical dynamics is very likely to be chaotic [20, 71]. If this simple
analogy is valid, then one should be able to find in the electronic spectra of real
crystals some of the universal signatures of quantum chaos [72, 73].

Quantum chaos occurs when a system exhibits chaotic dynamics in the classical
limit. The best way to observe chaos is to break all continuous symmetries, so that
the only constant of motion left is the total energy. In this case, we expect the energy
spectrum to show some chaotic behavior, as well as some regularities (the so-called
clean features). Chaos and discrete symmetries can coexist: one good example is the
Sinai billiard [19]. However, discrete symmetries imply the partition of the eigenstates
into classes and, consequently, the existence of degeneracies in the spectrum. As we
shall see below, lifting these degeneracies usually means removing part of the clean
features, resulting in an enhancement of the universalities.

In a crystalline material the translation invariance allows us to reduce the problem
to the study of the electron motion in a single unit cell with quasiperiodic boundary
conditions. Denoting the periodic part of the single-electron wave function as ug(7 ),
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the Schrédinger equation becomes

H ug(7) = E(k) ug(

il

) (4.1)

where k is the Bloch momentum and the reduced Hamiltonian is

h? -

H,;:—%(Vﬂ'k P+ V(7). (4.2)
The effective potential V(7" ) has all the discrete symmetries (rotation, inversion,
reflection, etc.) of the unit cell. The quasiperiodic boundary conditions provide a
torus geometry to the unit cell and the Bloch momenta act as Aharonov-Bohm fluxes
[74]. Notice that for £ = 0 (at the so-called T point) the Hamiltonian is real and time-
reversal (T ) symmetric. Any k # 0 internal to the Brillouin zone (i.e., which is not
equivalent to —k by umklapping) breaks T. The potential removes the translational
symmetry within the torus, making the problem chaotic.

Normally, one solves Eq. (4.1) for k varying along some special symmetry lines of
the Brillouin zone and most bands calculated in this way will be degenerate. When
we vary k away from the planes and lines of symmetry, all discrete symmetries of H;
are broken and all degeneracies are lifted, resulting in a “spaghetti” of bands (in this
work we do not consider spin-orbit coupling or strong magnetic fields and Kramers
degeneracy is always present). As an illustration, suppose we select a set of bands that
are degenerate at the I' point and then follow them as we move in k space. We will
notice that the bands split; eventually, some of them may come close together again,
but if we do not cross any symmetry line, they will always “repel” (anticross) each
other. Therefore, the Bloch momentum can be regarded as an external parameter
that drives the system out of the partial integrability of the symmetry points and
into a region where the spectrum is chaotic and bands are strongly correlated.

We expect the regions of the spectrum where chaos dominates to be short ranged,
since chaos and the consequent universality appear at very long time scales, trans-
lating into short energy scales. The clean features, on the other hand, are connected
to the classical periodic orbits (short time scale) [71], which do not probe large por-
tions of phase space: They will prevail in regions of the Brillouin zone close to the
symmetry points, but can also be visible elsewhere.

We should contrast this view of chaos in crystals whose unit cells are fairly simple
(few atoms per unit cell) with the more commonly discussed case of chaos in small
disordered metallic grains (quantum dots). When there is no order or symmetry,
but the system is small enough for individual energy levels to be distinguishable,
it is very natural to study the level repulsion characteristic of quantum chaos and
consider its implications to the thermodynamical properties of the system {75, 76].
One can, for example, explore how much disorder is necessary to switch the system
from nonchaotic to chaotic and how this crossover takes place [77]. Another idea
which so far has only been developed theoretically is the study of chaos in arrays of
identical disordered unit cells [20, 21]. The translational invariance in these systems
leads to the Hamiltonian of Eq. (4.2) and the same considerations we have just
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made for an elementary crystal should apply to the array of identical quantum dots.
The only difference in this case is that the unit cell has no discrete symmetry and
the spectrum is more likely to indicate strong chaotic dynamics. The clean features
which persist in the band structure of the supercrystal will disappear after ensemble
averaging.

The traditional diagnostic of quantum chaos derives from the original works of
Wigner, Dyson, and Mehta on the theory of random matrices [55], which was initially
designed for the study of statistical properties in nuclear physics. They have intro-
duced most of the necessary mathematical tools: level spacing distributions, cluster
functions, and several statistics, all focusing on level correlations. When a quantum
system is subjected to an external perturbation, there are alternative ways to char-
acterize chaoticity [13, 14, 15, 16, 72, 78, 79, 80, 81, 82]. The parametric correlation
functions [13, 14, 15, 16, 81, 82] obtained by this approach are directly related to the
transport properties of the system, hence bringing some important physical insight.

In this chapter, we show that an appropriate analysis of energy spectra obtained
by band-structure calculations indicates the unambiguous manifestation of quantum
chaos in crystalline materials. Here we consider Si as an example of a crystal that
can be viewed as a quantum chaotic system with a particularly simple (diatomic)
unit cell. Despite the fact that T is broken for an internal E, the space-inversion
symmetry of the Si crystal yields a false time-reversal violation [83] and the system
is described by the Gaussian orthogonal ensemble (GOE) in the entire Brillouin zone.
In contrast to Si, we also study the supercrystal formed by complex Al,Ga,_,As
cells. In these systems, chaos can be enhanced by increasing the amount of disorder
through changing the concentration z. The lack of inversion symmetry of the unit
cell causes T to be quickly broken outside the I' point and, therefore, the ensemble is
unitary (GUE).

4.2 The Silicon band structure and quantum chaos

In order to look for quantum chaos, we have to avoid doing the analysis of the spec-
trum at the T’ point or at any symmetry point of the Brillouin zone. The effect of
setting an internal k # 0 is not just to lift the degeneracies caused by the point
symmetries of the unit cell. The Bloch momentum also serves to help increase the
statistics by acting as a three-component external parameter. Once we have reached
a region in th_(; Brillouin zone where chaos is well developed and regularities are weak,
we can tune k to generate a large number of spectra and hence facilitate the analysis.

As we have argued in the Introduction, even crystals with fairly simple unit cells
should show quantum chaos. In order to verify this prediction, we have performed ab
initio electronic structure calculations of the Si energy bands. Our calculations were
based on the local-density-functional and pseudopotential approximations. Details of
the method are presented elsewhere [84]. A plane-wave cutoff of 15 Ry was used in
order to ensure a faithful description of the higher bands, which are most likely to
show chaotic behavior than the low-lying ones.

The typical band dispersion for Si is shown in Fig. 4-1. The momentum varies
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from the I' point to the boundary of the Brillouin zone, passing by the center of
mass (CM) of the irreducible part. Notice the band splitting for & # 0. If the bands
are truly uncorrelated, the distribution of band spacings € is Poisson-like [72, 73]:
P(e) oc e~ (hereafter we will always express energies in units of the mean band
spacing). If any correlation is present, the bands will tend to repel each other and
P(e = 0) — 0. In Fig. 4-1 we see that several sets of bands that are degenerate at
the I point remain quite close together and do not seem to interact very much. This
is caused by the presence of symmetry lines in the vicinity of the direction we have
chosen to plot the bands. Indeed, this “memory effect” is very strong in the band
structure of S7 and led us to concentrate our analysis at a small region around the
CM, which is reasonably far from the I" point and other symmetry points.

It is clear from Eq. (4.2) that Hj is neither invariant under T, nor under space
inversion (P), in spite of the fact that V(7 ) = V(—7) for Si. In this case, however,
Hp is invariant under the antiunitary combination TP and this is sufficient to lead to
GOE fluctuations, instead of GUE as one might naively expect [83].

The two most popular diagnostics of quantum chaos originally from random ma-
trix theory (RMT) are the nearest-neighbor level spacing distribution P(¢) and the
rigidity of the spectrum, the so-called Aj statistics. There is no expression for P(¢)
in closed form, but, as an excellent approximation, Wigner has proposed the surmise
P(e) « ePe~<* where § = 1 and ¢; = 7/4 for GOE, and 8 = 2 and ¢, = 4/x for
GUE. The Aj; statistics measures the variance of the number of levels found in an
interval of length L [55]:

As(L) = 2 <min / L2 B [N(E) — aE + b]2> , (4.3)

L\ ap JE-L/2

where N(E) is the number of energy levels below the energy E. The average indicated
in Eq. (4.3) is performed over E (i.e., over nonoverlaping intervals between E — L/2
and F + L/2), but in our study it is also taken over points in k space. When the
levels are completely uncorrelated (Poisson statistics), we have As(L) = &. In the
opposite limit of equally spaced levels, As(L) = % Sitting in between these two
limits are the curves drawn from RMT, which have the L >> 1 asymptotics [55]

As(L) ~ % In(L) — 0.00696  (GOE) , (4.4)

and 1
Az(L) =~ Zﬁln(L) 4+ 0.0590 (GUE) . (4.5)

In addition to these two quantities, RMT has also a prediction about the density-
density (two-point) correlation function [55], here defined as

R(w) = (p(Q + w)p()) — (p)*, (4.6)

where p(Q) = ¥, 6(Q — €,), and &, = E,. The function R(w) behaves differently
depending on the particular ensemble: For GOE, it is linear close to w =0, and then
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monotonically saturates to 1 at around w = 1, whereas for GUE it starts as quadratic
and then oscillates until it reaches saturation around the same values.

In Fig. 4-2 we compare the statistical properties of the Si spectrum with the
RMT predictions. The data was extracted from a set of 80 high-energy eigenvalues
corresponding to 343 k-points (a 7x 7 x 7 cube) around the CM. Notice the good
agreement with the GOE result, in contrast to GUE. The deviation between the data
points and the GOE curve for the Aj statistics at large L (Fig. 4-2c) is expected
because of the presence of clean features when we consider large portions of the
spectrum.

The Bloch momentum can be used as an external, continuous, parameter, allowing
us to evaluate “dynamical” universal correlation functions of the spectrum. For this

purpose, one needs a scaling parameter, /C,,,(0), which is related to the spectrum

response to k:

OE, (K) 6En(k)> , (4.7)

CI‘U(O) = < 6ku 6’(5,,

where the average is performed over many energy bands (the index n), as well as over
k points. Because in our study we dealt with correlation over small regions in k space,
it was a good approximation to assume isotropy, i.e., C,,(0) = C(0) for all u, v. After
performing the rescaling z = 1/C(0) k,, where p denotes some direction in k space,
we evaluated one of the simplest correlation function one can study [13, 14, 15, 16],
which is the autocorrelator of crystal velocities,

O€n(Z + ) O€n(Z)
o) = (Zelr D00} w

It is important to notice that in both Eq. (4.7) and (4.8) the bands E,(k) have to
be corrected for any possible drift. The way we have proceeded was to estimate the
local average drift @, = (9E,(k)/0k) and then subtract it from the crystal velocities.
We have found that c(z) agrees reasonably with the universal form introduced in Ref.
[14, 15, 16] for the pure GOE case (see Fig. 4-2d). The small, but visible, discrepancy
is understandable: We have used only seven points along each & direction and it is
difficult to perform a good estimate of C(0) and @, for such a short interval.

4.3 Quantum chaos in the Al,Ga;_,As alloy

In contrast to crystalline materials with simple unit cells, where the existence of
symmetries causes partial integrability and the regularities in the spectrum tend to
hide the underlying chaotic dynamics, disordered system are the ideal case to study.
Classically, the motion of an electrons inside a disordered grain is that of a particle
being repeatedly scattered by an irregular potential: The complete lack of symmetries
will give rise to a strong chaotic motion. As a result, electronic disordered systems
show very clear signatures of quantum chaos and the concept of universality is gen-
erally valid. The universal conductance fluctuations in mesoscopics systems [1] are a
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good example of a phenomenon related to the chaotic dynamics of the electron in the
sample.

If there is one disadvantage of disordered systems over pure crystalline materials,
it is the lack of Bloch momenta. From the theoretical view point, the natural way to
solve this problem is to impose quasiperiodic boundary conditions to the disordered
grain [21] and thus form a superlattice of identical complex unit cells. The band
structure of this supercrystal can then be explored much in the same way as we did
for Si.

In the analysis that follows we have chosen the widely studied Al,Ga,_As to
demonstrate that it is indeed a good example of a quantum chaotic system and
to illustrate the applicability of the parametric correlation functions to characterize
quantum chaos. Alloys are a good example of weakly disordered systems when their
components do not differ remarkably. If the sample is small enough (mesoscopic), the
average level spacing can be resolved experimentally [9] and it makes sense to address
the statistical properties of the spectrum. The absence of discrete symmetries in the
unit cell guarantees that there are no degeneracies in the spectrum, although some
regularities may occurs and they are usually connected to the nonuniversal features
carried by the isolated components of the alloy.

Our study of the Al,Ga;_,As supercrystals is based on a semiempirical tight-
binding method, with matrix elements taken from the sp®s* parametrization sug-
gested by Vogl et al. [85]. Several ensemble realizations of a 216-atom basic cluster
were independently generated and solved (the electron wave function was subjected
to quasiperiodic boundary conditions). For each realization, Al and Ga atoms were
randomly distributed in the group-III sublattice according to the aimed alloy com-
position. Alloy properties are calculated as ensemble averages for each composition.
This method has been successfully used in the study of gap properties of the random
Al,Ga,_,As alloy [86].

We begin by calculating the level spacing distribution of Al;Ga;_ As at the T’
point (hence the boundary conditions are periodic) for three different compositions,
namely z & 0.1, 0.3, and 0.5 (note that for 0 < z < 1 the spectrum is completely
nondegenerate). The results for the level spacing distribution are shown in Fig. 4-3.
For a given composition z, the averaging is done over high-energy levels and over 20
realizations. Notice that as the disorder increases, we move from a Poisson-like law to
a GOE-like, Wigner-Dyson, distribution (remember that at the I point there is no T
breaking). Another indication of the crossover between weakly to strongly correlated
energy levels can be seen in Fig. 4-4, where we have plotted the Aj; statistics for the
three alloy compositions.

Next we introduce phases to the boundary conditions to obtain the dispersion of
the bands with the Bloch momenta. In Fig. 4-5 we show a typical set of bands at the
high-energy part of the spectrum for a composition z ~ 0.5. As for the case of Si,
we restrict our analysis to the region surrounding the CM. The clean features now
are fewer and usually related to regularities found in the band structure of AlAs and
GaAs [87]; one can be seen in the upper part of Fig. 4-5.

Focusing on the high-energy bands and averaging over nine realizations, we obtain
the results shown in Fig. 4-6. Notice the excellent agreement with the GUE predic-
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tions. For any Bloch momentum outside the I' point, T is fully broken and since
the unit cell is not invariant under space inversion, we naively expect the statistics
to be GUE. In fact, this issue is more subtle. There is a continuous change from
GOE to GUE as we move away from the I' point [73] and the typical range of this
crossover will depend on the specific system under study. After the proper rescaling,
the crossover should be universal and at least two theoretical investigations based on
the supersymmetry technique have demonstrated this point [88, 34]. We have, as yet,
not performed an analysis of this crossover for the band structure of the Al,Ga;_,As
supercrystal. Nevertheless, we stress that our results show that at the CM the system
has already attained the GUE limit.

It is worth to remark on the good agreement between the data for c(z) and the
curve obtained in Ref. [14, 15, 16] through numerical simulations (see Fig. 4-6d). The
deviation at  ~ 1 happens because nonuniversal features dominate the correlation at
large distances. We mention that, in principle, we should be able to see the universal
behavior of the response function predicted in Ref. [21] by calculating suitable matrix
elements of chaotic eigenstates. We leave this subject for future investigation.

4.4 Conclusions

In summary, we have demonstrated that quantum chaos is present in the band struc-
tures of S7 and of the Al,Ga;_;As supercrystal. We have argued that this should
hold true for any crystal because valence electrons exhibit classical chaotic dynamics
at the level of the unit cell. The Bloch momentum can be viewed as an external
parameter which can be tuned to break the discrete symmetries of the unit cell and
revel the quantum chaos hidden in the regularity of the band structure. Any crystal
whose unit cell is invariant under space inversion should be described by the GOE
statistics. Violation of the inversion symmetry combined with a deviation from the
I point drives the system to GUE statistics. The parametric correlation functions
were shown to be a good diagnostic of quantum chaos, not only for system with com-
plex unit cells, like the supercrystal of Al,Ga;_;As, but also for the diatomic unit
cell case of Si. The important result of our work is that there exists universality in
band structures. The implications of this property to experiments may, however, be
limited. For instance, the optical properties of crystals are usually defined by few,
low-lying, bands close to the Fermi level, which do not show very strong quantum
chaos. One way to increase the complexity of low energy levels is to consider real
crystals with polyatomic unit cells.
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the irreducible part (CM). The scale is such that k£ = 1 at the CM.
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Figure 4-2: Statistical properties of 90 high-energy bands of Si around the CM point.
The solid and dashed lines are the GOE and GUE predictions, respectively. Figure
(a) is the band spacing distribution; (b) is the autocorrelator of density of states
(rescaled to (p) = 1); (c) is the Aj statistics; (d) is the crystal velocity correlation
function c(z). Error bars are of the order of the data point symbol size or smaller,
whenever not indicated. For all curves the average was taken over the bands and
k-points. The sets of points in (d) differ by the number of bands used in the estimate
of the local average drift, (9, (k )/0k). They correspond to: 7 (circles), 9 (triangles),
and 11 bands (diamonds).
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Figure 4-5: Typical band dispersion around the CM point for the supercrystal of
Al Gay_,As cells (x = 0.5). The region presented here is particularly free of strong
clean features, although a weak one can be seen at the top of the spectrum. The scale
of the momentum axis has arbitrary units and is centered at the CM.
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Figure 4-6: Statistical properties for the high-energy bands of the .4l,Ga,_;As su-
percrystal around the CM point at = 0.5. The circles indicate the data and the
solid and dashed lines the GUE and GOE predictions, respectively (error bars are
typically smaller than the circles). Figure (a) is the band spacing distribution; (b)
is the autocorrelator of density of states; (c) is the Aj statistics; (d) is the crystal
velocity correlation function c(z). For (a), (b) and (c) the average was taken over
bands and ensemble (9 realizations); for (d) the average was only over ensembles. The
data for c(z) was found to be insensitive to the way the average drift was estimated.
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Appendix A

Brief Introduction to the
Supersymmetry Method

In this appendix we will present the basic elements of the supersymmetry technique
employed in the derivation of Egs. (2.20), (3.21), (3.23), and (3.25). For simplicity,
we will take as an example the calculation of the average density of states of a random
matrix of the Gaussian unitary ensemble (GUE). Most results will be quoted without
proof; for a detailed explanation of the method the reader is recommended to the
review articles by Efetov [11] and the Heidelberg group [30]. Many subtle points, as
well as the nonlinear o model formulation and its recent applications {12, 14, 15, 16,
21, 25, 33, 35, 50, 88, 93, 94, 95] will not be discussed.

A.1 Basic supermathematics
We begin by defining a supervector ¢ as an array of commuting and anticommuting

variables,
S
= Al
Y ( X ) : (A1)

where S and x are N-component vectors obeying the relations

S,'Sj - Sij =0 (A2)
Xix; +xixi = 0, (A.3)
with i,7 = 1,...,N. Complex conjugation for commuting variables is defined in

the usual way, namely, (S;)* = S} and (S})* = S;. For anticommuting variables
the definition is slightly different: (x;)* = x; and (x})* = —x;. We remark that
conjugate variables, say S; and S}, or x; and xj, should be taken as independent

from each other.
Integration over commuting variables is also carried out in the conventional way.
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In particular, we mention the well-known Gaussian integrals

1

/ d[S] exp(~5'48) = — @ (A.4)
and 471}
/ d[S]S;S; exp(—STAS) = EE(T% : (A.5)

where d[S] = ¥, (27)~1dS}dS;, ST = (S*)7, with T standing for transpose, and A is
a N x N positively defined matrix. Similar relations can be derived for anticommuting
variables. If we define

1
/dx,; =0 and /XidXi = E , (A.6)
we obtain ‘
[ dixtexp(—xt4x) = det(4) (A7)
and
[ dixdxix; exp(=xt4x) = det(A)[A s (A8)

where d[x] = IIY,(27)dx}dx; and x' = (x*)T. We can now combine Egs. (A.4),
(A.5), (A.7), and (A.8) to cancel the determinant and get

[ diw) exp(—ui M) =1 (4.9)
and
[ il exo(—vtMy) = (471, (A.10)
where y = 1 (commuting) or 2 (anticommuting), d[¢] = d[S]d[x], and
A0
M = (QA). (A.11)

Equations (A.9) and (A.10) are the essence of the supersymmetry method. They
indicate that one can immediately ensemble average [A~!];; without having to worry
about weighting denominators.

What happens when M has a more generic form? In order to answer this question
we define a supermatrix F as a 2N x 2N matrix which takes any supervector into
another supervector, i.e.,

Y =F¢. (A.12)
It is then simple to show that F must be of the form
Fon  Fof
F = , Al
( Fro Fis ) (A-13)

where the N x N block matrices involve commuting (F, and ;) and anticommuting
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variables (Fy; and Fyp). The supertrace and superdeterminants of a supermatrix are
defined, respectively, as
Str(]-') = tI‘(.'Fff) - tl‘(fbb) (A14)

and
Sdet(F) = exp[Str(ln F)]

det(}'ff — ffbszlfbf)
det(]’bb)

. (A.15)

Following these definitions, it is not very difficult to write the equivalent of Egs. (A.9)
and (A.10) for supermatrices, namely,

[ i) exp(—y' Fy) = Sdet() , (A-16)

and

[ A1t exp(—4! F i) = Sdet(F)F uins - (A17)

We point out that F;, has to be a positive matrix for these integrals to be well-defined.

A.2 Green’s functions

We can use Egs. (A.9) and (A.10) to express retarded (R) and advanced (A) one-
point Green’s functions of a Schrodinger operator in terms of an integration over
supervectors. Let us choose Ay = Fi(e — H + i), where H is a N x N random
Hamiltonian and € and +y are real numbers (y > 0). We then have

RA _ 1
Gy (e) = [g——_ H+i y
= Fi [ dy]SiS; exp(~u' Auy) (A.18)

where we have dropped the notation of Eq. (A.11) and used A explicitly.

In practice, it turns out to be very convenient to rewrite Eq. (A.18) in terms of
a generating function Z(J, J*), where J and J* are N-component complex vectors
which couple only to the commuting variables in 9. In other words,

[82z(J, J*)
R,A ’
el =g [ A.
0 ’ [ 0J;dJ; ] S0 (4.19)
with the definition

Z(J,J") = /d[¢] exp(—t Az + JTPTy + 4t BJ) (A.20)

where P, is a two-component vector that projects the supervector ¢ onto the subspace
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of commuting (bosonic) variables, i.e., in our notation,

B - ( ! ) | (A.21)

In order to generate the n-th power of the one-point Green’s function Gﬁ’A(e)
all we need to do to is to differentiate the generating function n times with respect
to the variables J; and J;. The situation becomes more complicated if we want to
calculate products of Green’s functions with different arguments. In this case one has
to introduce more components into the supervector ¥ and therefore increase the size
of the matrix M and of the vectors J and J*.

A.3 Ensemble average and the Hubbard-
Stratonovich transformation

Let us concentrate on the calculation of the ensemble average of single retarded
Green’s function. GUE statistics means that we assume that time-reversal symme-
try is fully broken and that different elements of the hermitian matrix H fluctuate
independently according to a common Gaussian distribution. Hence.

/\2
<Hij> =0 and <H,'ijl) = N(Su(sj'k . (A22)
These two moments completely define the probability distribution of H.

We can evaluate <G{}(s)> by first averaging the generating function and then
taking derivatives with respect to the source terms J and J*. Proceeding in this way,
we have

(Z(J7 J*)> = /d[d)] exp[_LO (QP, d)*a J’ J*)] <exp(—i¢TH1/))>

= [dwlexp Lo, 9", 1, T) - L9, (A23)
where
Lo($, 9" J,J) = —wMe+in)y — J'By —¢ipJ (A.24)
and
/\2
L") = —5% Str (4, (A.25)

with A = YN, ’l/)ﬂ/);r . As a short remark, we mention that for any calculation with real
orthogonal matrices the form of the supervector chosen in Eq. (A.1) is not suitable.
To ensemble average Z(J, J*) over GOE matrices one has to include not just the
vectors S and X in 1, but also their complex conjugated counterparts S* and X*.
We have been able to perform the ensemble average of Z(J, J*) quite easily, but

73



now we have gained an interacting quartic term (L;), making the evaluation of the
integration over the supervector impossible to be carried out. The same problem
occurs in the replica method [89] and the usual solution adopted is the introduction
of a 2n x 2n () matrix which decouples the interaction term L; through a Hubbard-
Stratonovich transformation. The supersymmetry method follows the same approach,
with the basic difference that its () matrix displays the same symmetry properties of
the 2 x 2 supermatrix A and therefore involves only two real commuting variables
(a,b) and two anticommuting variables (7, n*). We can then write

Q= ( ’: ’;}) . (A.26)

(The factor 7 in front of a is introduced to guarantee convergence.) Explicitly, the
Hubbard-Stratonovich transformation reads

d[Q] exp _Ngpr (@) + AStr(AQ)| = exp L. (4%)] , (A.27)
2 2N

with the differential defined as d[@Q] = da db dn dn*. After a minor manipulation, we
can rewrite Eq. (A.23) in the following way,

20,0 = [dQlew[-5 si(@?)] [ divlexsliv'g @
+J'PTy + 9T RJ] (A.28)

where

GHQ) = e+ iy +iAQ . (A.29)

The integration over the supervector 9 is carried out using Eq. (A.16) and the
transformations ¥ — ¢ + 1GP,J and ¥ — ¢! +iJTPTG. As a result, we get

(2(3,7%) = [ diQlexpl-F (@, ,")] (A.30)

with
F(Q,J,J) = {gsu (@?) - NStr [ In(=iGg™)] + z'J*P,,TgP,,J} . (A.31)
(Since G~ is diagonal with respect to the N-components, in the above expression we
have already taken the normal trace.) Notice the substantial simplification achieved:
The original 2N variables {1;} have been replaced by only two commuting and two

anticommuting variables. Nevertheless, the evaluation of (Z(J, J*)) is still a nontrivial
problem, since the integration over @ in Eq. (A.30) cannot be done exactly.
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A.4 The saddle-point approximation

The usual procedure to evaluate the integral over @ is to take the limit NV >> 1 and
use the saddle-point approximation. Setting J = 0 and J* = 0 in Eq. (A.31), we
obtain the following equation for the stationary condition

)

5Q{ ~Str (Q7) - Str[lng-l(Q)]} —0, (A.32)

Q=Qo
which yields
QoG 1 (Qo) +ir=0. (A.33)

Taking v = 0, one finds that the only nontrivial solution of this equation is
ale/y) 0 ) A
= , .34
QO ( 0 q ( £ / /\) ( )

where g(z) = —iz/2+4/1 — 22/4. The choice of sign has to be such that Sdet(e+iy—
iA@) # 0, which in this case means '+’. The elements ag and by of (¢ are not real, but
one can check that this fact does not influence the convergence of the integral in Eq.
(A.30). The saddle-point Qo always has a very simple structure for a supersymmetry
theory of a one-point Green’s function. However, it turns out that for two-point
functions the stationary condition leads to a manifold of solutions which has to be
carefully parametrized in order to keep the original symmetries of the matrix A.
Expanding the ) matrix around g, namely, @ = Qg + 6Q, where

[ tba n*
5Q = ( i ) , (A.35)
we arrive at
F(Q,J,J*) ~ [1 +q(e/3)?] Stx (6Q?) - —J*P QoP,J . (A.36)

[We are allowed to neglect any contribution of the source terms of order higher than
O(1) in 6Q.] After performing the remaining Gaussian integration over 6Q, we get

(Z(J,J*) zexp[ (E){)‘)JTJ] . (A.37)

The final formula for the ensemble averaged one-point Green’s function in the saddle-
point approximation is

(Ghe)) = 25/\2 (e—ivz—ez) . (A.38)

From this expression we can immediately find that the average level density of the
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Hamiltonian H is equal to

(ole)) = -% > (GHe)) = 271_1/\2 VIR =2 (A.39)

which is the celebrated Wigner’s semi-circle law. The interpretation of the parameter
A is now transparent: A = 4\/N is the average level spacing.
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Appendix B

The Calculation of Q5(vy,vy;7)

B.1 Preliminary remarks

The joint distribution of level widths @, [Eq. (2.19)] for the unitary ensemble was first
obtained by Prigodin [35], although in his work he does not present the calculation.
The purpose of this appendix is to provide a schematic explanation of the steps
involved in the derivation without working out all the mathematical details. For a
complete justification of the supersymmetry method and the nonlinear o model the
reader is advised to consult Ref. [11].

Any distribution can be determined once we know all its moments. Specifically for
the case of Q,, the idea is the following [91] (we will simplify the notation by dropping
the index 2 and not writing explicitly the parameter r): Let us call Q(s1, s7) the two-
dimensional Laplace transform of Q(v,v2), namely,

o0 (o ¢]
Q(Sl, 82) =/(; d’Ul/(; d’U2 e~ ST o2 Q(’Ul,’Ug) . (Bl)
Expanding the exponential in a Taylor series we obtain
oo snsm o0 o0
Qorys) = X (-1 /0 du, /0 duy o™ Q(u1, up)
n,m=0 s
oo msnsm " m
= }:0(—1)""' n—l'—n% (viv3") - (B.2)
n,m= b

Once we know an expression for (v{'v*), we can obtain Q(s;, s3) and then calculate
Q(s1, s2) through the inverse transform formula

1 c1+100 ca+i00 "
Q(v1,v9) = (2m8)2 Jey—ico dsl/c G52 €T Q(s1,59) (B.3)
c1—1 2—1

where the real numbers ¢; and c, are larger than the real parts of all poles in Q(s1, s5).

The problem therefore is reduced to the evaluation of (vPvZ*). This calculation
can be done with the nonperturbative supersymmetry method introduced by Efetov
[92] to study electronic states in disordered metals.
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B.2 Green’s functions

The first step towards the evaluation of (v}v3*) is to express the amplitudes v; 5 in
terms of retarded and advanced one-point Green’s functions,

N 2

G}EZ,A(T’ ,r) — Z E l(pk(r)|

k=1 — &g + ZFk ’ (B4)

where ¢, and @k(r) are eigenvalues and eigenfunctions of the N x N single-particle
Hamiltonian H, namely, Hyy(r) = expi(r). For a closed system (v ~ Ty, < A, where
A is the mean level spacing), it has been shown [90, 91] that

o) = L M M [ ot et r])]

(B.5)

where NV = 1/AV is the density of states, V is the system volume, and v;5 =
Vlgi(r1,2)|?, with g the closest eigenvalue to E.

B.3 The supersymmetry formulation

The next step is to express the product of powers of Green’s functions in terms
of integrals over supervectors. We can basically follow the procedure described in
Appendix A, making only two modifications: The first one is to use twice as many
components in the supervectors, since now we are dealing with the product of two
distinct Green’s functions. The second one is that now we need to work in the space
representation. Therefore, let us call S, and x, N-component vectors of commuting
and anticommuting variables, respectively. The index p will be associated with the
retarded (1) and advanced (2) parts. The space dependence of the Green’s functions
can be made explicit by using the complete eigenbasis {¢k(r)} to switch from vectors
to fields, namely,

N
Su(r) = Surp(r) (B.6)
k=1
and
N
Xu(r) = D Xukpr(r) - (B.7)
k=1
The superfields are then defined as
_ [ Sulr)
Pu(r) = ( XZ(T) ) . (B.8)

The generating function of products of Green’s functions is written as the func-
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tional integral
20T, Ty I3,0) = [ DD exp {= L, o, 7, w] = Lol Jo. J3, 0]} 5 (BI)
where
L, o, 0] = =i [ dr {$l(r)[E +w/2 - H) + vl (r)
—iJ}(r) Pl (r) — i (r) Poi ()} (B.10)
and
Lolths, o, J3,0] = i [ dr {ul(r)[E - w/2 - H(r) —irlua(r)
+iJ3(r) P o (r) + i3 (r) Poo(r) } (B.11)

[The operator P, projects v,,(r) onto the subspace of commuting variables.| We then
have

[G§+w/2(r1, rl)]" [G‘é_w/g(f‘z,m)]m =

g)ym—n " m , ,
= ('fz‘m' {[Dl] [D2] Z(JlaJ17J21J2)}J1,_]i-="]2’];:0, (B12)

where the differential operators have the form

d 4]

Dv= sre 50,0

(B.13)

The notation becomes much simpler if we combine both advanced and retarded
fields into a single field:

¥(r) = ( m ) and J(r) = ( j;gg ) . (B.14)
The result is
Z(J, J*w) = / DU exp {~L[¥, J, J*, ]} , (B.15)
where
LY, J,J" 0] = —i / dr {UH(r)AY2 [E — H(r) + A(iy + w/2)] AYV20(r)
—iJ (r) Py (r) — i%H (r) P, (r)} (B.16)
and
A:((l) _01). | (B.17)

We proceed further by evaluating the ensemble average of the generating function.
'The Hamiltonian is divided into two contributions: H(r) = Hy(r)+U(r), where Hy(r)

79



is fixed (typically, it contains the kinetic term) and U(r) is Gaussian correlated with

the first two moments

o(r—r')
2Nt

The term U(r) represents the disordered part of the background potential and 7

can be interpreted as the average time between collisions. Separating the factor in
Z(J, J*) which depends on U(r) we obtain

<exp{—i/dr [\IIT(T)U(T)A\II(T)]}> = exp{47r_A1/.T /dr [\I/T(T)A\I’(T)r}.
(B.19)

({U(r)) =0 and (U(r)U(r)) =

(B.18)

The quartic term can be decoupled into a quadratic one through a Hubbard-
Stratonovich transformation. Let us we introduce a 4 x 4 Q(r) supermatrix with the
same symmetries of ¥(r)A¥T(r), i.e.,

11 12
Q= ( 821 822 ) ) (B-ZO)

where the submatrices (also supermatrices) are of the form

Qn:(ml WT) ’ Q12=(ic f*) :
m b ¢ d
Q" = ( Zz . ) , Q¥ = ( ’Z; Zz ) . (B.21)

(Hereafter we will drop the explicit dependence on the position in order to make the
notation more compact.) The Greek letters indicate anticommuting variables; a1, az,
b,, and b, are real numbers, whereas ¢ and d are complex. The factors of ¢ present
in Eq. (B.21) were included for convergence purposes. The supertrace of a generic
supermatrix M of the form shown in Eq. (B.20) is conventionally broken into two
parts: Str(M) = Str(M?'!)+Str(M??). Therefore, we can write the following identity,

/ DQexp {‘ / dr [%Str(QQ) - 2—17—‘1:1‘QA\11]} =
- {'?m—j\f? / dr (‘I’TA‘I’Y} ) (B.22)

which yields

(Z(J, ", w)) = /DQexp{—/dr [%Str(@z)]}
x / DU exp {~Lo[¥, J, J*,w]} , (B.23)
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with
Lo[¥,J,J*w] = —i / dr [UTAV2 (B — Hy + A(iy +w/2) +iQ/27) AV?¥
—iJ'Pf W — 0P| (B.24)

{We have used the fact that Str(QUAY') = —W1QAY and Str[(¥¥1)?] = —(TAP)?}.
Performing the integration over the superfields we obtain

(2(3,7",)) = [ DQexp {~FIQ]} , (B.25)
where the “free energy” is given by
FlQ] = / dr {%[—Str(Q?) — Str [In (—ig™")]| - z‘JTP,TA-WgA—l/?P,,J}
(B.26)
and .
G= (B.27)

E— Ho+ A(iy+w/2) +iQ/27

The integral in Eq. (B.25) cannot be evaluated exactly. For EpT > 1 (EF is the Fermi
energy), we can apply the saddle-point approximation and find that the stationary
condition

PRIl g (B.28)
0Q Q=Qo
yields the equation
TN 1 1
00— — = B.2
2T o 2Ttr [iE—iH0+A(-’y+iw/2)+Q0/2'r 0, (B-29)

where the trace is to be taken over an eigenbasis of Hy. One finds that in the limit
w,y — 0 the stationary condition can be written as

Q=1. (B.30)

This equation has a manifold of solutions. The manifold can be parametrized in
several different ways. For a generic form, one can write

Qo =T7'AT, (B.31)

where 7' is a superunitary matrix. Expanding Eq. (B.26) to second order around Q,
one finds that the effective “free energy” becomes

FlQo] = / dr{%/Str [D (VQo)* + (=7 + iw/2)AQy| —z'JfP,TA—‘t/ngA—l/zP,,J} ,
(B.32)
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where D = v%/7 is the diffusion constant. One notices that we have obtained a
nonlinear ¢ model in terms of the supermatrix ¢Qy. This is still a difficult problem to
solve, therefore we are led to yet another approximation: Assuming that the system is
small, i.e., D/L? > w, A, where L is a typical linear dimension of the system, we can
neglect any space dependence in (Jg. This is the so-called zero-mode approximation,
where “free energy” is reduced to
F[Qo] ~ —W—(’y—;—AZWﬂStr(AQO) —i / dr [I'PTATY?G AT 2R J] . (B.33)
We will not discuss how the integration over the manifold of )y can be imple-
mented, since this is a rather long (but standard) subject [11]. Instead, we will move
to the next step, which is the calculation of the functional derivatives of the average
generating function. After Eqs. (B.23) and (B.33) we have

20, 7w) = (exp i [ dr (HGH+ 1O~ TG h — HGER)])
0
(B.34)

where (- -)g, = [ d(Qo) exp{—F[Qo]}. It is simple to check that each pair of deriva-
tives (62/6J;6J;) will bring down a factor proportional to Gff. Indeed, using Egs.
(B.12) and (B.34) one finds that

(G supalrir)]” [Ghupalrar)] " = ,pg; Cpm ([(r|Gas Ira))?
[(7”1|gz;2|7’2>]"_p[<rz|gbl|"’1)]"_1"[(T2|gb2|7"2)]m_"+p>q0 ,  (B.35)

where the combinatorial coefficient is equal to

— n!m!
G = pl(m —n+p)![(n—p)!|? (5.3

and po = max{0,n — m}. Using Eq. (B.31) the supermatrix elements of Eq. (B.35)
can be broken into two parts, namely,

1
(ruldlr) = <T“ E — Hy +1Q/27 T">
= a(ry,r) +iB(ru,r.)Qo , (B.37)

where a(r,,,) and B(r,, ) are, respectively, the real and imaginary parts of k(ru, ) =
(ru|[E — Ho+1/27]7}|r,). These functions can be evaluated with the assumption that
the background potential is flat, i.e., Hy = p?/2m — EF, where p is the linear momen-
tum operator. Thus, for a two-dimensional system we have

V/ exp[—ip - (1, — 1))

k(ruw ) 2(E—p*/2m+ Ep +1i/27)
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1
~ —KJ()(]CFT) , (B38)

with Jo(z) as the zeroth order Bessel function. In derivating this last equation we
have assumed that the distance r = |r, — r,| is much smaller than the mean free
path | = 7 /v, resulting that a(r,,r,) = 0 and B(r,,7,) = —(1/A)f(r). For a three-
dimensional system, these relations would still hold, but f(r) would be a function
different from Jy(kpr). Going back to Eq. (B.35) we can now write

R n A m 1 =i\ & n,m /1Al11p
[GE+w/2(7”1a7"1)] [GE—U)/Z(T2’T2)] _—‘(‘&> Zcp’ \[ o)

 nlm)!
n:m: P=Po

x [f(r)QBQRIPIQRI" "), - (B39)

At this point one has to evaluate the integration over the saddle-point manifold.
The result, expressed in terms of the moments of the distribution, turns out to be

(vivgy = nlm! ) Cp™ [f(r)Q]n—p
P=pPo
n!m!

- S L+ FE . (BAD)

2w J)z1<1 2

One can now go back to Eq. (B.2) and compute the Laplace transform Q(sy, s3):

Qsis) = 5 f dz io(—lrms’;sﬁl+f(r>z]"[1+f(r)/z]m

271 z|<l Z nm=
_ L}‘ dz
2mi Jlzj<1 {1 + s1[1 + f(r)2]H{z + s2[z + f(7)]}

1
T [+ )1+ 52) — s182f ()] (B.41)

Finally, we calculate the inverse transform [see Eq. (B.3)],

1 c1+i00 c2+100 dsy ev2%?
UV, %) = ds 0131/
Qvr, v2) (2mi)? /cl—ioo e ca—ico [(1+81)(1 + 82) — s152f(r)?]

where I(z) is the modified Bessel function of zeroth order.
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