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Efficient Localization in a Dispersive Waveguide: 

Applications in Terrestrial Continental Shelves and on 

Europa 

Abstract 

by 

Sunwoong Lee 
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requirements for the degree of 
Doctor of Philosophy in Mechanical Engineering 

Methods are developed for passive source localization and environmental parame­
ter estimation in seismo-acoustic waveguides by exploiting the dispersive behavior of 
guided wave propagation. The methods developed are applied to the terrestrial conti­
nental shelf environment and the Jovian icy satellite Europa. The thesis is composed 
of two parts. First, a method is derived for instantaneous source-range estimation in 
a horizontally-stratified ocean waveguide from passive beam-time intensity data ob­
tained after conventional plane-wave beamforming of acoustic array measurements. 
The method is advantageous over existing source localization methods, since (1) no 
knowledge of the environment is required except that the received field should not be 
dominated by purely waterborne propagation, (2) range can be estimated in real time 
with little computational effort beyond plane-wave beamforming, and (3) array gain 
is fully exploited. Second, source range estimation and environmental parameter in­
version using passive echo-sounding techniques are discussed and applied to Europa. 
We show that Europa's interior structure may be determined by seismo-acoustic echo 
sounding techniques by exploiting natural ice fracturing events or impacts as sources 
of opportunity. A single passive seismic sensor on Europa's surface may then be used 
to estimate the thickness of its ice shell and the depth of its subsurface ocean. To 
further understand the seismo-acoustic characteristics of natural sources on Europa, 
a fracture mechanics model is developed for the initiation and propagation of a crack 
through a porous ice layer of finite thickness under gravitational overburden. It is 
found that surface cracks generated in response to a tidally induced stress field may 
penetrate through the entire outer brittle layer if a subsurface ocean is present on 
Europa. While Europa's ice is likely highly porous and fractured, our current cacula­
tions show that porosity-induced scattering loss of ice-penetrating radar waves should 
not be significant. 

Thesis Supervisor: Nicholas C. Makris 
Title: Associate Professor of Mechanical and Ocean Engineering 
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Chapter 1 

Introd uction 

Sonar systems have long been employed as the most important means of charting, 

ranging, navigating, and communicating in ocean waveguides [10]. Passive and active 

sonar systems have been extensively used in Navy surface ships, submarines, and 

marine fishery ships to detect, localize, and identify noise sources, targets, and fish 

schools using array beamforming in continental shelves, deep ocean basins, and ice­

covered Arctic Ocean [134]. Localization of sources or targets in waveguides is one 

of the most important goals in these applications. The depth and composition of 

oceans and sub-ocean layers are widely mapped using echo-sounding techniques that 

measure time-of-flight and reflection amplitude of seismo-acoustic waves using ray­

tracing [86]. Deep interior structure of the Earth is estimated using seismo-acoustic 

waves emanating from natural earthquakes, and using worldwide seismic stations 

around the globe that measure travel times of multiple reflections from seismo-acoustic 

interfaces [2]. Localization of sources in these applications is also important since 

accurate source location is required for estimating environmental parameters. 

In free-space, where there is no dispersion, only the bearing of a source can be 

estimated using array beamforming. In waveguides, however, multi-modal dispersion 

allows passive localization of a source in range. On the other hand, this same effect 

degrades the bearing estimation of a receiving line array when standard free-space 

planew~ve beamforming is employed. Therefore, both range and bearing have to be 

estimated simultaneously to properly account for multi-modal wave propagation in a 
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waveguide. 

The thesis is composed of two parts. First, we discuss efficient source localization 

techniques in terrestrial shallow-water waveguides typical of continental shelves. In 

shallow-water, acoustic waves form normal modes that are trapped in a waveguide 

and propagate efficiently over long-range with different frequency-dependent group 

velocities and elevation angles. This dispersive multi-modal wave propagation behav­

ior is of crucial importance in shallow-water acoustics and enables passive localization 

of the source. Receiver line arrays towed by surface ships or submarines are typically 

employed for source localization. 

The array invariant method is derived in Chap. 2 for instantaneous source-range 

estimation in a horizontally-stratified ocean waveguide from passive beam-time in­

tensity data obtained after conventional plane-wave beamforming of acoustic array 

measurements. The method has advantages over existing source localization methods 

such as matched field processing or the waveguide invariant. First, no knowledge of 

the environment is required except that the received field should not be dominated 

by purely waterborne propagation. Second, range can be estimated in real time with 

little computational effort beyond plane-wave beamforming. Third, array gain is fully 

exploited. The method is applied to data from the Main Acoustic Clutter Experiment 

of 2003 for source ranges between 1 to 8 km, where it is shown that simple, accurate, 

and computationally efficient source range estimates can be made. In Chap. 3, the 

array invariant method is further developed to instantaneously and simultaneously 

localize multiple broadband noise sources in a horizontally stratified ocean waveguide. 

It is shown that the cross-correlation of instantaneous beam-time intensity asymptot­

ically reaches the array invariant. Both range and bearing of the source can then be 

determined instantaneously without knowledge of the environmental parameters. It 

is shown that multiple uncorrelated noise sources can be simultanesouly localized in 

a horizontally stratified ocean waveguide without ambiguity using this method. 

Second, source range estimation and environmental parameter inversion using 

echo-sounding techniques with a single receiver is discussed, and applied to Jupiter's 

moon Europa in Chap. 4. Europa is covered with an ice shell, the thickness of which 
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is poorly constrained. It is hypothesized that Europa possesses a liquid ocean below 

the ice shell, however, there is no conclusive evidence to support this, and the depth 

of the potential ocean is unknown. The surface of Europa is believed to fracture 

in response to tidal forcing due to Jupiter providing natural acoustic sources. We 

show that the seismo-acoustic waves emanating from the fractures and numerous 

multiple reflections from the environmental interfaces may enable us to probe its 

interior structure using ocean-acoustic echo-sounding techniques with a single passive 

seismic sensor on Europa's surface. The multitude of natural source events at various 

ranges over the operational period of a surface sensor will enable us to efficiently 

estimate environmental parameters such as ice shell thickness and subsurface ocean 

depth. Quantitative analysis is presented with full-field seismo-acoustic modeling 

of the Europan environment. This includes models for Europan ambient noise and 

conditions on signal-to-noise ratio necessary for the proposed technique to be feasible. 

The possibility of determining Europa's ice layer thickness by surface wave and modal 

analysis with a single seismic sensor is also investigated. In Chap. 5, a fracture 

mechanics model is developed for the initiation and propagation of a crack through 

a porous ice layer of finite thickness under gravitational overburden. It is found that 

surface cracks generated in response to a tidally induced stress field may penetrate 

through the entire outer brittle layer if a subsurface ocean is present on Europa. 

Such penetration is found to be very unlikely in the absence of an ocean. A cycloidal 

crack would then form as a sequence of near instantaneous discrete failures, each 

extending roughly the brittle layer thickness in range, linked with a much lower 

apparent propagation speed set by the moving tidal stress field. The implications of 

this porous ice fracture model for ice-penetrating radar scattering loss and seismic 

activity are quantified. 
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Chapter 2 

The array invariant 

It has long been known that multi-modal dispersion in a shallow water waveguide 

degrades the performance of bearing estimates by conventional plane-wave beam­

forming. This is due to the advent of spurious effects unique to the waveguide en­

vironment such as multiple peaks and beam spreading in the beamformer output 

[24, 131, 137, 82]. Attempts, on the other hand, have been made to localize sources 

submerged in ocean waveguides by exploiting multi-modal interference using methods 

such as matched field processing (MFP) [19, 7, 119]. Apart from being computation­

ally expensive, MFP techniques require accurate knowledge of the wave propagation 

environment. They are susceptible to large systematic errors from mismatch when 

adequate environmental information is not available [36, 124]. 

The range of a source in a horizontally stratified ocean waveguide can sometimes 

also be estimated by the much simpler waveguide invariant method [22, 18, 32, 69], 

which employs only incoherent processing of acoustic intensity data as a function of 

range and bandwidth. The waveguide invariant method, however, requires knowledge 

of certain "invariant" parameters, which unfortunately often vary significantly with 

ocean sound speed structure. It also requires a sufficiently large number of waveg­

uide modes to significantly contribute to the measured field because these cause the 

interference structure necessary to produce a unique solution. Sufficiently dense sam­

pling of the intensity data in source-receiver range is also necessary to provide an 

unambiguous solution. When the application involves single-sensor measurements, 
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joint ambiguity in source-receiver range and velocity is an inherent limitation of the 

waveguide invariant method. This ambiguity can disappear when spatial sensor ar­

rays of sufficient horizontal aperture are used. None of the usual benefits of increased 

signal-to-noise ratio at the array output appear, however, because only incoherent 

processing of the spatial samples can be performed. 

Here we show that instantaneous source range estimation is possible in a horizon­

tally stratified ocean waveguide by a computationally inexpensive method that has 

significant advantages over the waveguide invariant because it requires neither a priori 

knowledge of environmental parameters nor multiple modes in the received field, and 

fully exploits the coherent gain possible with receivers of finite spatial aperture [72]. 

Since the new approach takes advantage of invariant properties of passive beam-time 

intensity data obtained after conventional plane-wave beamforming of underwater 

acoustic array measurements, we call it the array invariant method. We show that 

maximum beam-time intensity migrates along an angle that is invariant to environ­

mental parameters but follows a known and unique dependence on source-receiver 

range. Horizontal source localization is also achieved when the receiving array has 

sufficient horizontal aperture to resolve source bearing. The formulation introduced 

here is specifically for broadband transient source signatures. A more general but 

involved formulation that can treat continuous broadband noise signatures is possible 

[73]. 

The array invariant method is derived in Sec. 2.1. Illustrative examples are pre­

sented in Sec. 2.2. In Sec. 2.3, source localization by the array invariant method is 

experimentally demonstrated using data from the Main Acoustic Clutter 2003 Experi­

ment. Comparisons between the array invariant method and other acoustic techniques 

for source range estimation in the ocean, such as the waveguide invariant method and 

MFP, are presented in Sec. 2.4. 
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Figure 2-1: The geometry of the coordinate system for a horizontal line array (a), or 
a vertical line array (b). The horizontal line array is aligned parallel to the y-axis. 
The vertical line array is located along the z-axis. A source is located at (xo, Yo, zo). 

2.1 Derivation of the array invariant 

Analytic expressions are derived for the migration of peak intensity through a beam­

time intensity image generated from acoustic array measurements made in an ideal 

waveguide. It is then shown that the expressions are approximately valid for typical 

horizontally stratified ocean waveguides, where they can be used for instantaneous 

source localization. 

2.1.1 Beam-time migration for horizontal arrays in stratified 

waveguides 

The measurement and coordinate geometry of Fig. 2-1 (a) shows a horizontal line 

array parallel to the y-axis, with array center at (0,0, z), and source at (xo, Yo, zo). 

We define r = xix + yiy , and r = Irl, where ix and iy are unit vectors in the x 

and y directions, respectively. The wavenumber vector k is decomposed into kx = 
-ksin¢cosO, ky = -ksin¢sinO, and kz = -kcos¢, where k = Ikl, and elevation 

angle ¢ and bearing ° are shown in Fig. 2-2. 

The pressure P at frequency f due to a source at (ro, zo) can be expressed using 
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Figure 2-2: Definition of the elevation angle t/> and the bearing (J of plane waves. The 
angles are defined in the "coming from" direction. 

normal mode theory as 

where Q(f) is the source spectrum, p is the density, krn is the horizontal wavenumber 

of the nth mode, and Un is the mode shape of the nth mode which satisfies 

tx) um(z)U~(z) d _ ~ 
Jo p(z) z - umn · 

Using the far-field approximation 

where () ° is source bearing, the beamformed pressure PB can be expressed as a function 

of array scan angle (J, 

where s = sin(J, v = ky/21r, Sn = sint/>nsin(Jo, and sin¢n = krn/k. For evanescent 
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modes, ¢n = 7r/2-i¢~, where ¢~ = In[krn/k+{(krn/k)2-1}{1/2)]. The beam pattern 

B(s) is the spatial Fourier transform of the array taper function T(v) [64, 16]. This 

far-field formulation is valid when r 0 » L2 / A, where L is the array aperture, and 

A = 27r/k. 

The time-domain expression for the beamformed pressure PB(S, t) is obtained by 

taking the inverse Fourier transform of Eq. (2.2), 

where Re{-} represents the real part. The complex beamformed pressure PB+(s, t) 

can then be approximated using the method of stationary phase [34, 89, 82,110] when 

krnro » 1, as given in Eq. (A.10) in Appendix A. The stationary phase approxima­

tion for Eq. (2.3) simplifies to Eq. (A.12) if the relative phase shifts between the 

different frequency components of the source spectrum are negligible, which occurs 

when Q(f) = IQ(f)l, such as in an impulsive or Gaussian signal. This is the simpli­

fying approximation that limits the present formulation to the domain of transient 

signals, which is clearest for introducing the concepts. A more general formulation 

for continuous broadband noise is possible [73]. The complex beamformed pressure 

in Eq. (2.3) can then be approximated as 

where j is the frequency component within the source band that satisfies 

ro t = _ 
vgn(f) , 

(2.5) 

Vgn is the group velocity of the nth mode, and Un, krn' B, Sn, Vgn , ¢n are the corre­

sponding values of Un, krn' B, Sn, Vgn , ¢n at f = j. The function Fn(j) in Eq. (2.4) 

is given in Eq. (A.13) of Appendix A. The bearing of peak beamformed pressure for 
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Figure 2-3: Group velocity Vgn and modal elevation angle sin 4>n as a function of 
frequency in an ideal waveguide, The water depth and the sound speed are 100 m 
and 1500 mis, respectively, and the boundaries are assumed to be pressure release, 
The vertical lines at 30, 40, and 50 Hz will be referred to in Fig. 2-5 

the nth mode at time t is specified by 

(2.6) 

which is the zero of the argument of the beam pattern B{s - sn) in Eq. (2.4), Equa­

tions (2.5) and (2.6) enable the temporal migration of the maximum beamformer 

output angle to be determined in any horizontally stratified ocean waveguide. These 

equations are significant because they lead directly to source localization in an ocean 

waveguide by the new array invariant method. 

2.1.2 Array invariant for horizontal arrays in ideal waveg­

uides 

Here we show that the bearing of peak beamformed pressure sn{t), given in Eq. (2.6) 

for any given mode at any time, is an observable from which source range can be 
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estimated. This is done by first noting that group velocity and modal elevation angle 

are related by 

[ ]-1 _ ~~Vk2 _ k2 _ ~ dk ~ _ [. ]-1 
Vgn - 27r df zn - 27r df krn - C SIn rPn (2.7) 

for an ideal isovelocity waveguide with pressure-release or rigid boundaries since the 

vertical wavenumber of the nth mode kzn is not a function of f. This is illustrated in 

Fig. 2-3. Then Eqs. (2.5) and (2.7) can be used to express Eq. (2.6) as 

(2.8) 

which shows that the sn (t) merge to a single beamformer migration line s( t) for all 

mode numbers if the source bandwidth is sufficiently large. For fixed source bearing, 

the beamformer migration line changes only as a function of source range as can be 

seen in Eq. (2.8) and as illustrated in Fig. 2-4. 

If the bandwidth of the source signal is not sufficiently large, sn (t) may appear 

as discrete line segments along the trajectory described by the right-hand side of 

Eq. (2.8). This is due to the discrete nature of the waveguide modes. An example is 

shown in Fig. 2-5 (a) for a source signal in the 30 to 40-Hz band. For a given frequency 

band, the length of an sn (t) segment is greater for higher order modes. This is because 

they exhibit more dispersion than lower order modes, as can be deduced from Fig. 2-

3 by noting that the change in group velocity across the band increases with mode 

number. 

For a given mode and sn{t) segment, the sn{t) will migrate to a different part of 

the s(t) curve when the frequency band of the source signal changes. This is because 

both the group velocity and elevation angle of the given mode change as a function 

of frequency. This is illustrated in Fig. 2-4 (b) where the source frequency is now in 

the 40 to 50-Hz band. Comparison of Figs. 2-5 (a) and (b) shows that the sn(t) for a 

given mode migrates to an earlier segment with greater scan angle because both group 

velocity Vgn and elevation angle rPn for that mode have increased with the positive 

shift in the bandwidth. This migration is constrained to occur within the s{ t) curve 

39 



0.9 

0.8 

0.7 

U 0.6 Q) 

.e 
() 0.5 ---.... 0 

I 0.4 

0.3 

0.2 - ro = 2 km 

- ro = 5 km 
0.1 

r = 10km 
0 

0 
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 

s = sin e 

Figure 2-4: The beam-time migration lines sn(t) as a function of reduced travel time 
t - r 0/ c and array scan angle e for various source ranges over the full 0 to 80-Hz 
frequency band shown in Fig. 2-3. The sound speed cis 1500 m/s and source bearing 
eo is 7r /2. It can be seen that all the sn(t) merge to a single beamformer migration 
line s( t) . 

given by Eq. (2.8), which completely determines the peak beam-time migration in an 

ideal waveguide. If the source signal occupies the entire 30 to 50-Hz band, the sn(t) 

for individual modes overlap to form the continuous s(t), as shown in Fig. 2-5 (c). 

We define an array invariant Xh for a horizontal linear receiver array as 

(2.9) 

For fixed source bearing, Eq. (2 .9) is independent of source frequency band, mode 

number, source depth, receiver depth, and waveguide depth. Also, Eq. (2.9) is valid 

for both pressure release and rigid boundary ideal waveguides. 

Source range can now be estimated using 

(2 .10) 
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Figure 2-5: (a): The beam-time migration lines sn(t) for modes in the 30 to 40-Hz 
band shown in Fig. 2-3 as a function of reduced travel time t - r 0/ c and array scan 
angle e for a source at r 0 = 5 km and eo = 7f /2. The beam-time migration lines 
sn (t) appear as discrete line segments. The beginning and end of each sn (t) segment 
is marked by mode number n. (b): The same as (a), but for modes in the 40 to 
50-Hz band. As group velocity and elevation angle of a given mode changes, sn(t) 
for that mode migrates to a different location in the beam-time plot. This migration 
is constrained to occur within the s( t) curve given by Eq. (2.8). (c): The same as 
(a), but for modes in the 30 to 50-Hz band. As the frequency band of the source 
increases, sn(t) for the individual modes overlap to form the continuous s(t). 

based on direct measurements of the array invariant Xh and source bearing eo obtained 

from beam-time intensity data. Since Eq. (2.10) is a unique one-to-one mapping of 

f 0 from Xh for fixed eo, range inversion using the array invariant does not suffer from 

ambiguity, as is common in MFP. 

The array invariant method differs significantly from the waveguide invariant 

method in that the array invariant does not rely on modal interference. Applica­

tion of the waveguide invariant is not possible, for example, if there is only one 

mode propagating in a waveguide. The array invariant, however, is still applicable 

if the solitary mode causes sufficient dispersion in the source band, as can be seen 

in Eq. (2.8) and Fig. 2-4. In most practical applications, the combined dispersion of 

multiple modes is needed for robust source localization as will be shown in Sec. 2.2. 
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2.1.3 Array invariant for horizontal arrays in stratified waveg­

uides 

For general horizontally stratified waveguides, the relationship between group velocity 

and horizontal wavenumber is 

which leads to the relation 

Vgn = 1 + ~ cos A. (Z)dk.m(z) 
211" I.fJn df 

c(z) sin ¢n(z) 
(2.11) 

between group velocity and modal elevation angle. By substituting Eq. (2.11) into 

Eq. (2.6), the peak beam-time migration line sn(t) for a given mode can be written 

explicitly as 

Sn ( z, t) = sin ¢n (z, t) sin (} 0 = (r 0) sin (} 0 {1 + c( z) cos ¢n (z) [dkz'lf (z ) ] _}. (2.12) 
c Z t 21T d f=f 

The second term in the bracket in Eq. (2.12) is the correction term for the beam­

former migration when there is variation in sound speed structure versus depth. This 

correction term for the nth mode is negligible when 

1 [dkzn(z)] , - ,-I 
21T df f=i« c(Z) cos ¢n{Z) , (2.13) 

as can be seen in Eq. (2.12). It will be shown in Sec. 2.2 that most of the modes 

propagating in shallow-water waveguides satisfy Eq. (2.13) since change of the vertical 

wavenumber versus frequency is typically negligible for frequencies not near modal 

cut-off. We refer to modes that do not satisfy Eq. (2.13) as waterborne modes. 

This terminology for waterborne modes is similar to that used by Ref. [146]. While 

Eq. (2.13) is not satisfied near modal cut-off frequencies, modal contribution near 

cut-off are negligible since the corresponding modal amplitudes decay rapidly as r 0 
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increases [130]. 

as 

Equation (2.12) is then independent of mode number, and can be approximated 

_( ) To. () 
S z, t ~ -(-) SIn 0' 

c z t 
(2.14) 

where the departure from Eq. (2.8) is that sound speed at the receiver depends on 

receiver depth. 

An array invariant for a general horizontally stratified waveguide is then defined 

as 

(2.15) 

where source range can again be estimated from Eq. (2.10) but with c(z) substituted 

for c. The sound speed dependence of Eq. (2.15) is not an impediment since the sound 

speed at receiver depth can be readily measured by Expendable Bathythermographs 

(XBT). If such measurements are not available, c(z) = 1490 mls can be used for 

range estimation, which leads to only 3% error for the typical range of sound speeds, 

roughly 1440 to 1540 mis, encountered in continental shelf waveguides [134]. 

An array invariant can also be defined in another way. In practical shallow-water 

waveguides, the maximum extent of the exact beam-time migration line sn(z, t) along 

the beam-time migration line for non-waterborne mode s(z, t) is limited by the time 

of the latest modal arrival, which is bounded by the minimum group velocity at the 

Airy phase. This maximum extent is typically sufficiently small that ds(z, t)ldt can 

be expanded around t = Tolc(z), and only the zeroth order term 

ds(z, t) c(z). () 
Xl= d ~---Sln 0 

t To 
(2.16) 

need be retained. Equation {2.16} defines an array invariant Xl that is more convenient 

for practical use, and is a good approximation unless the seafloor is impenetrable. It 

will be used for source range estimation in Sec. 2.2 and Sec. 2.3. 
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2.1.4 Array invariant for vertical arrays in stratified waveg­

uides 

The array invariant method can also be used to instantaneously estimate source range 

from vertical line array measurements. The sound speed across the aperture of the 

array is taken to be approximately constant. The geometry is shown in Fig. 2-1 (b). 

The beamformed pressure of the vertical array as a function of array scan angle cP is 

(2.17) 

where Sv = cos cp, sv,n = cos CPn. Here N; and N;; are the plane-wave amplitudes 

of the nth mode that satisfy un{z) = N;eikznz + N;;e-ikznz at the receiver depths 

Z spanned by the array. For evanescent modes, sv,n does not lie in real space since 

cos CPn = i sinh ¢~. The time-domain complex beamformed pressure is approximated 

as 

by the stationary phase method, where N;, N;; ,sv,n are the corresponding values of 

N;, N;;, sv,n at the frequencies 1 that satisfy Eq. (2.5). 

For an ideal waveguide, group velocity and elevation angle are related by Vgn = 
cv'l - cos2 CPn, which can be obtained from Eq. (2.7). The beam-time migration line 

for a vertical array in an ideal waveguide then obeys 

(2.18) 

and the migration lines sv,n(t) for all the modes merge to a single line sv(t). The signs 

specify whether the migration is vertically up or down. This is due to the symmetry 
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of up and down-going plane-wave components of the modes when the sound speed 

across the array aperture is constant. 

An array invariant X v for vertical arrays can be defined as 

d [ -2] -1/2 c Xv = -d 1 - sv(t) = -, 
t To 

(2.19) 

using Eq. (2.18). Source range can then be estimated as fo = c/Xv, after measuring Xv 

from the migration of sv(t) in the given beam-time intensity data set. Linearization 

of dsv(t)/dt using a Taylor series expansion is not appropriate for vertical arrays since 

the zeroth order term of dsv( t) / dt at t = T 0/ c is not finite. 

The array invariant approach for vertical arrays can be applied in a general hori­

zontally stratified waveguide when the sound speed c( z) is constant across the aperture 

of the array. Using Eq. (2.11) and relation (2.13), the beam-time migration line in 

this scenario is 

±sv,n(z, t) == ±sv(z, t) ~ ± 1 _ ( (To) )2, 
C z t 

from which the array invariant becomes 

_ d [ -2 ]-1/2 c(z) 
Xv = -d 1 - sv(z, t) ~ --, 

t To 

so that source range can be estimated as fo = c(z)/Xv. 

(2.20) 

(2.21) 

Equations (2.20) and (2.21) are also good approximations if the sound speed is 

not constant along the array aperture in general horizontally stratified waveguides so 

long as the variation of kzn(z) along the aperture of an array satisfies 

(2.22) 

where Zc is the center depth of an array. The worst case would then occur at either 

end of the array for waves propagating parallel to the z-axis. Equation (2.22), with 

the approximation l/c(z) = l/(c(zc) + Llc(z)) ~ c-1(zc)(1-Llc(z)/c(zc)) where Llc(z) 

is the sound speed difference at Zc and depths z spanned by the array, leads to a more 
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practical condition 
C{Zc) 

l~c{z)1 < 2L/{)..{zc)/2) (2.23) 

for the sound speed variation along the array aperture for source range estimation 

using Eq. (2.21), where )..{zc) = k{zc)/21r and L is the array aperture. For a typical 

vertical array aperture of L = 64)..{zc)/2 and c{zc) = 1490 mis, Eq. (2.23) requires 

that the relatively benign condition l~c{z)1 < 11m/s must be satisfied for Eqs. (2.20) 

and (2.21) to be good approximations. 

2.1.5 Array invariant for planar arrays in stratified waveg­

uides 

The beam-time migration line for planar receiver arrays is obtained by further de­

composing un{z) in Eq. (2.2) into up and down-going wave components, as was done 

in Eq. (2.17). It is given as a 3-D parametric line in the t, s, and Sv domain, the path 

of which is given by Eqs. (2.8) and (2.18) as a function of t. Both Xh and Xv can be 

estimated from the given beam-time intensity data set by observing the projection of 

the beam-time migration onto sand Sv domain. 
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Figure 2-6: The Pekeris waveguide with sand bottom, where Cw, Pw, and Q:w are the 
sound speed, density, and attenuation of the water column, and Cb, Pb, and Q:b are 
those of the sea-bottom. 

2.2 Illustrative examples by simulation 

2.2.1 Horizontal array 

Instantaneous source range estimation by the array invariant method is illustrated 

by a number of examples involving typical continental shelf environments and array 

configurations. The first example employs a horizontal receiving array in a Pekeris 

waveguide. The environmental parameters are shown in Fig. 2-6. The detection 

geometry is defined by z = 30 m, Zo = 50 m, r 0 = 5 km, and eo = 60°. The source 

signal is impulsive in the time-domain and bandlimited to 390 to 440 Hz by a Tukey 

filter [52]. The source level is 219 dB re 1j..tPa at 1 m. The array aperture L is 94.5 m, 

and is tapered by a Hann window. The source, receiver, and geoacoustic parameters of 

the seabed are chosen for consistency with the field experiment described in Sec. 2.3. 

The acoustic field from the impulsive source is measured as a time-series on each 

hydrophone sensor of the horizontal array. The hydrophone time-series data are 

converted to beam-time data by standard time-domain beamforming. Only the beam­

time sound pressure level Lbt(s, t) = 20 log IPB(s, t)/lj..tPal, which forms a 2-D image 

as shown in Fig. 2-7 (a), is necessary for range estimation by the array invariant 

method. 
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Figure 2-7: (a): Beam-time image Lbt(s,t) with true source range ro = 5km and 
bearing ()o = 60° in the Pekeris sand waveguide. The dotted and dashed vertical 
lines are at sin ()o and sin eo, respectively, where eo is the scan angle of the array 
corresponding to the global maximum of the Lbt(s, t) data. The black solid line is the 
linear least squares fit Sl(t) of peak intensity angle versus time using Eq. (2.26). (b): 
The black solid line is the same S l ( t) as shown in Fig. 2-7 (a), and the black dashed 
line is the linear least squares fit Sh(t) using Eq. (2.28). The two least squares fits are 
nearly identical to each other. 

The source range estimate 

A c(z). ()A 
ro = --A- sIn 0 

Xl 
(2.24) 

is then a function of the estimates eo and Xl based on the Lbt(s, t) data. As noted 

in Sec. 2.1.3 the assumption c(z) = 1490 mls is employed if no local sound speed 

measurements are available. 

The source bearing estimate () 0 is taken as the scan angle that corresponds to the 

global maximum of the beam-time sound pressure level data Lbt(s, t). This is typically 

a good approximation in any continental shelf environment because (1) the global 

maximum is dominated by contributions from the earliest arrivals corresponding to 

the lowest order modes, which typically suffer the least attenuation and dispersion, 

and (2) these modes typically satisfy sin <Pn ~ 1 so that the global maximum occurs 

at sin <Pn sin ()o ~ sin ()o, as can be seen from Eq. (2.6). The location of the global 

maximum is found by an automated exhaustive search through the Lbt(s, t) data, 
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leading to the estimate Bo = 59.8°, which is consistent with the value obtained by 

inspection of Fig. 2-7 (a), and is within a fraction of a degree of the true bearing. . 

The array invariant Xl is estimated from the data by first finding 

Smax(t) = arg max Lbt ( s, t) 
s 

by an automated peak detection algorithm. A least squares estimate of Xl is then 

found under the linear approximation 

(2.25) 

from Eq. (2.16), where dl is a constant intercept. By this approach, the array invariant 

estimate Xl would explicitly be the first element of the vector 

(2.26) 

where 81 = [smax(tl ), smax(t2), ... , Smax(tN )]T, T = [(tt, t2, ... , tN)T IT], tj = 

tl + (j -l)Llts, Llts is the sample spacing in time, and 1 is an 1 x N matrix given by 

1 = [1, 1, ... ,1]. Other methods of estimation could be used such as the maximum 

likelihood or the Radon transform method. If the received field undergoes circular 

complex Gaussian fluctuations due to transmission through a random waveguide, or 

due to a random source, the least squares estimate of the log transformed beam-time 

intensity data is approximately the maximum likelihood estimator [77, 78]. 

The linear least squares fit Sl(t) of Eq. (2.25) is overlain on the Lbt(S, t) data in 

Fig. 2-7 (a). The slope of the fitted line is the array invariant estimate, Xl = -0.244. 

The corresponding source range estimate is then To ~ 5.3 km, from Eq. (2.24), which 

is within 6% of the true range r 0 = 5 km. 

A slightly more accurate source range estimate can be obtained from 

(2.27) 
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Figure 2-8: (a): Vertical wavenumber kzn versus frequency for modes in the Pekeris 
sand waveguide of Fig. 2-6. Each horizontal line corresponds to a specific mode. 
Higher order modes have higher wavenumbers. (b): Frequency derivatives of kzn . 
This figure shows that kzn is effectively a constant function of frequency so that 
relation (2.13) is satisfied for the Pekeris waveguide except near mode cut-off. 

where a least squares estimate of Xh is found under the approximation Sh1(t) -

Xht + dh from Eq. (2.15), with 

(2.28) 

Sh = [S~~(tl)' S~~(t2)' "', S~~(tN )]T, and dh as a constant intercept. The result­

ing least squares fit is shown in Fig. 2-7 (b), where Xh = 0.355. The estimate of source 

range is then To ~ 4.9 km, from Eq. (2.27), which is within 2% of the true range. 

In these examples, we do not use knowledge of the environment to estimate source 

range. This is necessary to show that the array invariant method can be used for 

range estimation simply by use of Eqs. (2.24), (2.27), and incoherent beam-time data 

Lbt(S, t). 

The array invariant method works because relation (2.13) is satisfied in the given 

Pekeris waveguide environment as can be seen in Fig. 2-8, where the vertical wavenum­

ber of the 27 propagating modes and their frequency derivatives are plotted. The 

vertical wavenumbers are nearly constant except near modal cutoff frequencies. Rela­

tion (2.13) is then satisfied for all modes except near cutoff, as can be seen in Fig. 2-8 

(b). The components near cutoff, however, do not contribute to the acoustic pressure 
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Figure 2-9: (a): Beam-time image Lbt(S, t) identical to that in Fig. 2-7. The black 
solid line is the exact beam-time migration line Sn(z, t) given in Eq. (2.12), for modes 
up to n = 23. The last 4 modes with mode cut-off in the 390 to 440 Hz band, as 
shown in Fig. 2-8, are neglected. The gray solid line is the beam-time migration line 
for non-waterborne modes s(z, t) from Eq. (2.14). (b): The black and gray solid lines 
are the detailed shapes of the same sn(z, t) and s(z, t) shown in Fig. 2-9 (a). The two 
least squares fits Sl(t) and Sh(t) in Fig. 2-7, overlain as gray dashed and dotted lines, 
show good agreement with the exact beam-time migration line sn(z, t). 

as noted in Sec. 2.1.3, and can be neglected. 

The array invariant method also works because the exact beam-time migration line 

sn(z, t) is well approximated by the least squares fits. The exact beam-time migration 

line sn(z, t), calculated using Eq. (2.12), is shown in Fig. 2-9 (a) as a black line. The 

temporal extent of sn(z, t) is limited by the time of the latest modal arrival in the 

source band, as discussed in Sec. 2.1.3. The detailed shape of sn(z, t) is plotted in 

Fig. 2-9 (b), which shows that sn(z, t) can be well approximated by the least squares 

fits given in Eqs. (2.26) and (2.28). 

2.2.2 Vertical array 

Here we show that source range can be instantaneously estimated using the array 

invariant for vertical arrays with a Pekeris waveguide example. The environmental 

parameters are shown in Fig. 2-6. The detection geometry is defined by Zc = 50 m, 

Zo = 50 m, and r 0 = 5 km. The source signal is impulsive in the time-domain and 
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Figure 2-10: (a): Beam-time image Lbt(sv, t) for ro = 5 km in the Pekeris sand 
waveguide. The black solid line is the linear least squares fit sv(t) of peak intensity 
versus time calculated using Eq. (2.30) . The gray solid line is the beam-time migration 
line for non-waterborne modes, sv(z , t) , in Eq. (2.18). (b) : The black solid line is the 
exact beam-time migration line sv,n(z, t). The gray solid and dashed lines are sv(z, t) 
and sv(t) in Fig. 2-10 (a), respectively. It can be seen that the exact beam-time 
migration line sv,n (z , t) can be well approximated by the least squares fit Sv (t). 

bandlimited in 390 to 440 Hz by a Thkey filter. The source level is 219 dB re 1 f.lPa 

at 1 m. The array aperture L is 94.5 m, and is tapered by a Hann window. 

The acoustic field from the impulsive source is measured as a time-series on each 

element of the vertical array. The time-series data are converted to beam-time data by 

standard time-domain beamforming. The beam-time sound pressure level Lbt(sv, t) = 

20 log IPB(sv, t)/1f.lPal is shown in Fig. 2-10 (a). The Lbt(sv, t) data is symmetric with 

respect to array broadside, where Sv = 0, since each mode is composed of an up and a 

down-going plane wave component with equal amplitude in the water column. Only 

Lbt(Sv > 0, t) is shown in Fig. 2-10 (a). Resolution of lower order modes is significantly 

better for the vertical array than the horizontal array since equivalent plane waves 

are incident near broadside in the former [147]. 

Source range can be estimated from 

" c(z) 
ro = - ,,-, 

Xv 
(2.29) 
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Figure 2-11: The same as Fig. 2-9 (a), but for the 150-m deep Pekeris sand waveguide. 
The exact beam-time migration line sn(z, t) is plotted for the first 36 modes of the 41 
propagating modes. It can be seen by comparison of Fig. 2-9 (a) and Fig. 2-11 that 
the exact beam-time migration line sn (z, t) in a Pekeris waveguide is invariant over 
the waveguide depth. 

where a least squares estimate of Xv is found with the approximation [1 - s~(t)]-1/2 = 

Xvt + dv from Eq. (2.21), by 

(2.30) 

where Sv = [(1- S~ax(tl))-1/2, (1- S~ax(t2))-1/2, "', (1- S~ax(tN))-1/2]T, and dv 

is a constant intercept. Since the beam-time intensity is symmetric with respect to 

the Sv = 0 axis, smax(t) can be found either from 

Smax(t) = argmaxLbt(sv, t), 
sv>o 

or from 

Smax(t) = argmaxLbt(sv, t). 
sv<o 

The resulting least square fit is overlain in Fig. 2-10 (a) as a black line, where Xv = 

0.312. The corresponding source range estimate is then f 0 ~ 4.8 km, from Eq. (2.29), 

which is within 4% of the true range r 0 = 5 km. 
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Figure 2-12: Horizontally stratified waveguide with linear sound speed gradient. The 
sound speed is constant up to 40-m depth, and linearly decreases to l490-m/s at 
100-m depth. The density and attenuation of the water column are the same as 
those in Fig. 2-6, but the geoacoustic parameters of the sea-bottom are assumed to 
be different. 

2.2.3 Environmental invariance 

Here we illustrate the environmental invariance of the range estimation equations 

(2.24) and (2.27) with some examples. We first note that the array invariants Xl 

and Xh are effectively identical for the 100-m deep Pekeris waveguide of Fig. 2-9, and 

for the l50-m deep Pekeris waveguide of Fig. 2-11. This is because the migration 

of sn (z, t) in response to the given change in waveguide depth occurs only within 

s(z, t), as discussed in Sec. 2.1. From this example, it can also be deduced that 

the same invariance holds over frequency. This is because the dispersion relation in a 

Pekeris waveguide with water depth H effectively depends only on the nondimensional 

parameter H f Icw for fixed Pbl Pw and cblcw, as shown in Fig. 28 of Ref. [106] and 

Fig. 4-10 of Ref. [34]. 

The next example illustrates that array invariants are insensitive to the detailed 

sound speed profile of the water column and the geoacoustic parameters of the sea­

bottom. Figure 2-12 shows an ocean waveguide with a sound speed gradient in the 

water column. The sound speed changes linearly from 1500-m/s at z =40 m to 1490-

mls at z =100 m. The sea-bottom is assumed to be a consolidated sand bottom with 
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Figure 2-13: Beam-time image Lbt(s, t) for To = 5km and Bo = 60° in the environment 
shown in Fig. 2-12. The exact beam-time migration line sn(z, t) is plotted for the 
first 27 modes of the 31 propagating modes. The exact beam-time migration line 
sn(z, t) is nearly identical to that of the Pekeris waveguide shown in Fig. 2-9, and it 
effectively spans the entire s(z, t) line. 

geoacoustic parameters given in Fig. 2-12. The true source range and bearing with 

respect to the receiver array are identical to those in Sec. 2.2.1. 

The vast majority of modes satisfy relation (2.13), and the exact beam-time mi­

gration line sn(z, t) effectively span the entire s(z, t) line shown in Fig. 2-13. Only the 

negligible portion of the line sn(z, t) at its temporal inception arises from waterborne 

modes that violate relation (2.13), as can be seen from Figs. 2-14 and 2-15. Source 

range can then be estimated following the same procedure in Sec. 2.2.1, by estimating 

Xl or Xh and using Eqs. (2.26) or (2.28). 
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Figure 2-14: Mode shape of the first 10 modes at 390 and 440 Hz, for the environment 
shown in Fig. 2-12. Only the first 3 modes are waterborne since they are trapped in 
the refract-bottom-refiect sound speed channel between z = 40 m and 100 m shown 
in Fig. 2-12. 
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Figure 2-15: Vertical wavenumber kzn of the first 10 modes in the environment 
shown in Fig. 2-12. The solid lines represent Re{kzn}, and the dashed lines rep­
resent Im{kzn}. Only the first 3 modes are waterborne, and exhibit rapid change of 
kzn versus frequency. 
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Figure 2-16: The source position and the two receiver ship tracks on May 7, 2003. 
The source to receiver distance varied from 1 km to 6 km. The depth contour of the 
sea-bottom in meters is also shown in the figure. The arrows show the heading of the 
receiver ship along the tracks. The origin of the coordinates in Figs. 2-16 and 2-17 is 
at 38.955°N and 73.154°W. 

2.3 Experimental demonstration of the array in-

variant 

We demonstrate the performance of the array invariant method at range estimation 

with field data acquired during the Main Acoustic Clutter Experiment (MAE) of 2003 

conducted in the New Jersey Strataform area. Water depth typically varied from 70 

to 80 m, and source range from 1 to 8 km for the data considered. 

2.3.1 Source, receiver geometry and environmental parame-

ters 

The MAE was conducted in the New Jersey Strataform area to identify the causes of 

acoustic clutter in continental shelf environments [79, 111]. Broadband source signals 

were transmitted from R/V Endeavor. A horizontal linear receiver array was towed 

along linear tracks by R/V Oceanus. The positions of the source and the tracks 

used in the present analysis are shown in Figs. 2-16 and 2-17. The positions of both 
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Figure 2-17: The source position and the two receiver ship tracks on May 1, 2003. 
The source to receiver distance varied from 4 km to 8 km. 

research vessels were accurately measured by GPS. 

Bathymetry is also plotted in Figs. 2-16 and 2-17. The seafloor has extremely 

benign slope, typically less than 10
, as can be seen in Fig. 4 of Ref. [111]. The seabed 

is mostly composed of sand with geoacoustic parameters given in Fig. 2-6 [79, 111]. 

Two or three XBT's were deployed per track from R/V Oceanus. The sound speed 

profiles measured by the XBT's are shown in Fig. 2-18. 

The receiver was a horizontal line array with aperture L = 94.5m for the frequency 

band of the present analysis. Receiver array depth typically varied from 35 to 45 

m for the tracks considered here. The source was a 7 -element vertical line array 

with a 10-m aperture with center depth at 38.1 m. As will be shown later in this 

section, this vertical source array significantly suppressed the amplitudes of the higher 

order modes by generating a narrow vertical beam of sound with roughly 60 3-dB 

beamwidth. The source transmitted I-second duration linear frequency modulated 

(LFM) signals in the 390 to 440-Hz band every 50 seconds, roughly 100 transmissions 

per track [79]. The signal measured by the receiving array was tapered by a Hann 
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Figure 2-18: Sound speed profiles measured by XBT's during the MAE 2003. Two 
XBT's were deployed for tracks 141a_1 and 141d_1 (Figs. (a) and (b)), and three 
XBT's were deployed for tracks 84_1 and 85_4 (Figs. (c) and (d)). The Greenwich 
Mean Time of the deployment are shown in the parentheses. 

window, beamformed, and then matched-filtered with a replica signal. As shown in 

Appendix A, the array invariant derived for impulsive sources can also be applied to 

non-impulsive sources if the received field is phase conjugated by matched-filtering. 

A more general formulation that can treat arbitrary broadband signals that are not 

necessarily impulsive is possible [73]. 
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2.3.2 Instantaneous range estimation by the array invariant 

method 

We show that source range can be instantaneously and accurately estimated using the 

array invariant method from field data. The measured beam-time sound pressure level 

data Lbt(s, t), obtained after time-domain beamforming and matched filtering of the 

acoustic field received on the horizontal array for a source transmissions from !rack 

141d_1, is imaged in Fig. 2-19 (a). The range and bearing of the source with respect to 

receiver coordinates are ro = 3.6km and (Jo = -650 by GPS measurement. The linear 

least squares fit of the beam-time migration line Sl(t), calculated using Eq. (2.26), is 

overlain on Fig. 2-19 (a). The slope of the fitted line is the array invariant estimate, 

Xl = 0.339. The source range ro is then estimated as To = -c(z)sinOolXI ~ 4.1 km 

from Eq. (2.24). This is within 14% of the true range, which is sufficient for many 

practical applications. 

A corresponding simulation is shown in Fig. 2-19 (b). The simulated Sn(Z, t), 

overlain in Fig. 2-19 (b), shows good agreement with the least squares fit of the beam­

time migration line Sl(t) in Fig. 2-19 (a). Figure 2-20 shows that vertical wavenumber 

is effectively a constant function of frequency so that relation (2.13) is satisfied for 

the MAE waveguide, which implies that the array invariant method should work well 

as shown in the example in Fig. 2-19. 

We show that source range can be consistently and robustly estimated using the 

array invariant method with experimental field data. Source range was estimated 

241 times for ranges between 1 to 8 km over the period of 6 hours using MAE 

data. High correlation was found between source range estimates using the array 

invariant method and ranges measured by GPS. The range estimates To using the 

array invariant method are shown in Fig. 2-21 along with the GPS measured ranges 

ro for tracks 141a_1, 141d_1, 84_1, and 85_4. Only ping transmissions that have 20° < 

IBol < 750 were used in range estimation since the array invariant for a horizontal 

array is insensitive to r 0 at broadside incidence, and since the endfire resolution of a 

horizontal linear array is significantly worse than the near-broadside resolution. 
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Figure 2-19: (a): The beam-time sound pressure level image Lbt(s, t) measured during 
the MAE 2003. The dotted vertical line is at sin eo, and the dashed vertical line is at 
sin eo, where eo = -650 and eo = -680

• The slanted line is the linear least squares fit 
of peak beam-time migration. The receiver depth is 39.7 m. (b): Simulation of the 
measurement shown in Fig. (a) using the sound speed profile in Fig. 2-18 (b) XBT3. 
The positions of sin eo and sin eo are nearly identical. The slant line is sn(z, t) up to 
the 20th mode. 

Figure 2-22 shows range estimates f 0 versus GPS measured ranges r 0 for all four 

tracks. The solid line in Fig. 2-22 is the linear regression of f 0 with respect to r o' The 

regression coefficient and the correlation coefficient of 0.946 and 0.835, respectively, 

are high and indicate that the data have significantly supported the array invariant 

range estimation model. 

The root mean square (RMS) error of all range estimates determined by the 

array invariant method is 25% of the source range. The accuracy of this particular 

experimental configuration shows that the array invariant is of extreme practical 

value. 

Even greater accuracy can be achieved for similar measurement scenarios if the 

source is omnidirectional. The vertical linear source array used in this experiment 

significantly degraded performance by suppressing higher order modes, especially at 

long ranges. This is not typical of mobile sources that are detected and tracked 

in operational systems. Comparison of simulations in Fig. 2-9 and Fig. 2-19 (b) 

shows that the amplitudes of the higher order modes are significantly reduced by 

the beampattern of the source. This is especially noticeable since r 0 = 5 km in 
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Figure 2-20: Vertical wavenumbers kzn at z = 39.7 m calculated using the sound 
speed profile in Fig. 2-18 (b) XBT3. This figure shows that relation (2.13) is satisfied 
for the MAE waveguide so that the array invariant method should be applicable. This 
is because the vertical wavenumber is effectively a constant function of frequency. 

Fig. 2-9, whereas To = 3.6km in Fig. 2-19 (b). This also appears in the experimental 

measurement in Fig. 2-19 (a) where peak amplitude decays rapidly with increasing 

arrival time. 

The length of the receiver array used in the MAE was roughly 64,\/2, half the 

length of many standard arrays. Using a more typical 128,\/2 aperture array would 

increase the range resolution by a factor of 2, since the range resolution of the array 

invariant method is roughly proportional to receiving array beamwidth. 

Uncertainties in array position, tilt, and shape can also introduce range estimation 

error. Our numerical simulations show that a 1 degree tilt in both the horizontal and 

vertical, which was typical in the MAE [79, 111], can cause roughly a 10% error in 

the current source range estimates. 
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Figure 2-21: Experimental range estimates using the array invariant method. The 
solid lines show To measured by GPS. The cross marks show fo estimated by the 
array invariant method. (a) Track 141a_1: 66 range estimates are shown, and 3 noise­
corrupted data are ignored. The RMS error erms is 0.6 km. (b) Track 141d_1: 58 
range estimates are shown, and 4 noise-corrupted data is ignored. The RMS error 
erms is 0.6 km. (c) Track 84_1: 61 range estimates are shown, and 8 noise-corrupted 
data are ignored. The RMS error erms is 1.4 km. (d) Track 85_4: 56 range estimates 
are shown, and 6 noise-corrupted data are ignored. The RMS error erms is 1.7 km. 
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Figure 2-22: Experimental range estimates using the array invariant method. The 
range estimates fo versus GPS measured ranges To for tracks 141a_1, 141d_1, 84_1, 
and 85_4 plotted in logarithmic scale. The solid line is the linear regression f 0 = 
a + bro , where the regression coefficient b = 0.946 and the intercept a = 161 m. The 
correlation coefficient is 0.835. 
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Figure 2-23: Incoherent acoustic intensity measured over the array aperture during 
the MAE 2003. Figure (a) is one of the measurements from Track 141a_l, and Fig. (b) 
is the incoherent intensity of the same data shown in Fig. 2-19 from Track 141d_1. 
The receiver array has 64 channels, the number of which are shown on top of the 
figures. The range from each channel to the source is shown at the bottom of the 
figures. The black lines are the interference patterns for f3mn = 1 (-) f3mn = 2 
(- - -), f3mn = 3 (- . - .), and f3mn = 4 ( ... ), respectively, calculated using Eq. (2.31). 
Variation of f3mn from 1 by more than a factor of 2 can be observed. 

2.4 Comparison of the array invariant method to 

other range estimation techniques 

It has been suggested that the interference pattern of incoherent acoustic intensity 

measured as a function of range and frequency can be used for source localization 

in shallow-water waveguides by the waveguide invariant method, provided that the 

values of the invariant parameters are known accurately [22, 18]. The waveguide 

invariant parameter f3mn between two propagating modes m and n is defined as 

-1 - 1 
Vpm - Vpn 

f3mn = - -1 -1 . 
Vgm - Vgn 

(2.31 ) 

For an ideal waveguide with perfectly reflecting boundaries or for a waveguide with an 

n 2-linear sound speed profile, the waveguide invariant parameters are approximately 

equal to 1 and -3, respectively. Equation (2.31) shows that the waveguide invariant 

requires multiple modes in its fundamental definition, whereas the array invariant 
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Figure 2-24: (a) Track 141a_1: The waveguide invariant parameters f3mn calculated 
using the sound speed profile in Fig. 2-18 (a) XBT2 at f = 415 Hz. (b) Track 141d_1: 
The waveguide invariant parameters f3mn calculated using the sound speed profile in 
Fig. 2-18 (b) XBT3 at f = 415 Hz. It can be seen that roughly a factor of 2 change 
in f3mn has occurred in less than two hours. 

does not require multiple modes as discussed in Sec. 2.1.2. 

Range estimation using the waveguide invariant can lead to large errors if the 

distribution of f3mn is not known a priori since uncertainty in r 0 is proportional to 

uncertainly in f3mn. Incoherent intensity interference patterns measured during the 

Main Acoustic Clutter Experiment and corresponding waveguide invariant parameters 

are provided in Figs. 2-23 and 2-24, respectively, where it can be seen that f3mn can 

vary from 1 by more than a factor of 2. This variation of f3mn will lead to more than a 

factor of 2 error in range estimates if f3mn = 1 is assumed without a priori knowledge 

of the waveguide invariant parameters. The waveguide invariant parameters also can 

suffer from large temporal and spatial variation. This is demonstrated in Fig. 2-24, 

where roughly a factor of 2 change in f3mn is shown to have occurred in less than two 

hours. 

Range estimation using MFP techniques also requires accurate knowledge of the 

environmental parameters. For example, Fig. 9 in Ref. [36] shows that a very common 
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uncertainty of only ±6-m/s sound speed mismatch in the water column results in 

intolerable MFP ambiguity in a lOO-m deep shallow-water waveguide with a source 

at 5-km range. 

The array invariant, waveguide invariant, and MFP techniques for passive source 

range estimation all fit into a similar category. This is because they all work even 

when the source is in the far-field of the receiver since they all rely on the waveguide 

effects such as modal dispersion or interference. While near-field techniques for source 

localization, such as focusing or triangulation, may have better range resolution than 

any of these far-field waveguide techniques, they require an extended aperture or 

combination of widely separated apertures, which limits their practicality. 
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2.5 Summary 

An array invariant method has been introduced for instantaneous source range es­

timation in an ocean waveguide. The method exploits the dispersive behavior of 

guided wave propagation. It has been shown that the array invariant method does 

not require a priori knowledge of the environmental parameters, nor does it require 

extensive computations. The ability to make simple and accurate range estimates by 

the array invariant method has been demonstrated with data from the Main Acoustic 

Clutter Experiment of 2003. 
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Chapter 3 

Simulataneous localization of 

multiple broadband noise sources 

in an ocean waveguide using the 

array invariant 

The array invariant method has been introduced in Chap. 2 for range estimation of 

an impulsive source in an ocean waveguide from passive beam-time intensity data 

received on arrays with horizontal or vertical aperture. The array invariant method 

exploits dispersion of acoustic waves inherent in waveguide propagation, and conse­

quent spreading of acoustic waves in time and array scan angle when conventional 

plane-wave beamforming is applied to data received on an array. The array invariant 

method has significant advantages over existing source localization methods because 

it does not require a priori knowledge of the wave propagation environment, and the 

range estimates can be made with little computational effort. 

Here we show that the array invariant method can be extended for range and bear­

ing estimation of a broadband random noise source that is not necesarily impulsive 

in the time domain, while maintaining the advantages of the array invariant method 

for impulsive source localization. It is shown that the array invariant method can 
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be used not only for a single source localization, but for simultaneous localization of 

multiple noise sources in an ocean waveguide without ambiguity. 

Localization of multiple sources using the array invariant method has advantages 

over the conventional triangulation method using two arrays. First, the array invari­

ant method does not require two arrays with sufficient spatial separation, which is a 

significant advantage when the localization is made from a mobile platform. Second, 

the array invariant method does not suffer from the ghost source problem typical 

in the triangulation method when there are multiple sources present [60]. The array 

invariant method is also advantageous over MFP, where unambiguous source range es­

timation is nearly impossible even with accurate environmental knowledge when there 

are unknown number of multiple, spatially stationary sources in an ocean waveguide 

[25, 49]. 

The array invariant method for broadband noise source localization is derived in 

Sec. 3.1. Illustrative examples for localization of a single source and multiple sources 

in range and bearing are provided in Sec. 3.2.1 and Sec. 3.2.2, respectively. 

72 



Sea Surface 

----------~--------------~~Y 
Water Column 

Sea Bottom 

z 

\ 
• " Source 

(xo, Yo, zo) 

Horizontal line array 

Figure 3-1: The geometry of the coordinate system. The horizontal line array is 
aligned parallel to the y-axis, and the source is at (xo, Yo, zo). 

3.1 Theory 

The measurement and coordinate geometry is shown in Fig. 1, where a horizontal line 

array parallel to the y axis is centered at (0,0, z) and a source is located at (xo, Yo, zo). 

The pressure Po measured by the sensor at the center of the array can be expressed 

as a sum of normal modes as 

where r = xZx + YZy, ro = xozx + YoZy, Zx and Zy are the unit vectors in the x and 

y directions, T = Irl, To = Irol, Q(f) is the source spectrum, p is the density, krn is 

the horizontal wavenumber, and Un is the mode shape of the nth mode. We assume 

that the source emitts broadband random noise that is not necesarily impulsive in 

the time domain. 

When the source is in the far-field of the receiver array, the beamformed pressure 

PB measured by the array after standard time-delay beamforming is given by 

where s = sin 0, 0 is the array scan angle, Sn = sin cPn sin 00 , 00 is the bearing of the 

source measured from the x axis, sin cPn = krn/ k, k is the wavenumber, and B( s) is 
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the array beam pattern. 

It has been shown in Chap. 2 that the array invariant method derived specifically 

for an impulsive source in the time domain can be applied to any broadband signals 

as long as the received pressure field is phase conjugated by the source spectrum. 

Here we achieve the phase conjugation by cross-correlating the beamformed pressure 

PB with the single sensor measurement Po. The cross-correlated intensity field I Bo of 

Po and PB is then 

(3.3) 

where Emn is the complex envelope of the cross-correlated intensity field between the 

mth and the nth mode given by 

(3.4) 

and Wmn = (krm - krn ) - 27r/'T/ro. In Eq. 3.3, the source phase conjugation in IBo is 

achieved by the cross correlation of Po and PB, and so I Bo depends only on the power 

spectrum of the source IQ(/)12 but not on the detailed shape of the source signal in 

the time domain. This cross-correlation of Po and PB, however, also causes unwanted 

correlation between modes, as can be seen in Eq. 3.4. 

We now analyze the structure of Emn in Eq. 3.4 as a function of delay time 'T and 

the array scan angle s. First, when m = n, 

() 27r 1000 I ()12{ ( ) ()}2B(s - sm) -i27rfr Emm S, 'T = ( ( ) )2 Q / Um Zo Um Z ked/ 
p Zo 0 rmro 

(3.5) 

is identical to the auto-correlation of the mth mode, except the beampattern B(s-sm) 

inside the integral. If the change of the beampattern B(s - sm) is relatively slow as 

a function of frequency, Emm is confined only near T ~ 0, and the width of Emm in 
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T domain is inversely proportional to the bandwidth of the source power spectrum 

IQ(f)12. 

Second, when m =f n, Emn has a stationary phase point at frequency f = j that 

satisfies 

[
a'l/lmn] = [akrm _ akrn _ 27rT] = o. 
af !=j at af To !=j 

(3.6) 

We define the delay time Tmn to be the time that satisfies Eq. 3.6, 

_ _ ( -) To [a krm a krn] ( -1 ( -) -1 ( -)) 
Tmn = Tmn f = 27r 8t - at !=j = To Vgm f - Vgn f . (3.7) 

From the equation above, it can be seen that T mn is the travel time difference between 

the mth mode and the nth mode at f = j. At this stationary phase point T = Tmn , 

the peak of Emn (s, T) in the s domain occurs at the array scan angle 

(3.8) 

which makes the argument of the beampattern B in Eq. 3.4 to be zero. Equation 3.8 

shows that the array scan angle where the peak of Emn occurs depends only on the 

elevation angle ¢m of the mth mode and the source bearing ()o, however, this elevation 

angle depends on the travel time difference T mn between the mth and the nth mode. 

To explicitly state this dependence, we define 

(3.9) 

We now analyze migration of smn in Eq. 3.9 as a function of mode numbers m 

and n, and the delay time Tmn in the beam-time domain. This is done by dividing 

the beam-time domain into two sub-domains where Tmn > 0 and Tmn < O. It is shown 

that the migration of smn when T mn > 0 reveals the source range To, and the migration 

of smn when T mn < 0 reveals the source bearing ()o. 
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3.1.1 Case I: Tmn > 0 

The case where f mn > 0 occurs when the group velocity of the nth mode in Po is 

faster than that of the mth mode in PB, as can be seen from Eq. 3.7. We first analyze 

the structure of Emn for fmn > 0 in an ideal waveguide with rigid or pressure-release 

boundaries. We show that the spread of Emn in the sand T domain is bounded by 

the beamformer migration line for an impulsive source, defined in Eq. 2.8, from which 

estimates of the array invariant Xh and the source range r 0 can be obtained. We then 

show that the analysis in an ideal waveguide is approximately valid in a horizontally 

stratified waveguide, and the source range can be obtained using the same method 

as in the ideal waveguide case without a priori knowledge of the environment. 

Ideal waveguide 

In an ideal waveguide, the group velocity of the nth mode Vgn is related to the elevation 

angle of the mode cPn by 

Vgn = csincPn (3.10) 

for all frequencies f. Then the travel time difference between two different modes in 

Eq. 3.7 can be expressed as 

_ ( 1 1) To sin ¢n - sin ¢m 
Tmn = To Vgm - Vgn = ~ sin¢msin¢n ' (3.11) 

which can be rewritten as 

. ;. To sin cPn 
sln 'f'm = -, 

cfmn sin cPn + To 
(3.12) 

where Vgm = vgm(j), Vgn = vgn(j), sin ¢m = sin cPm(/), and sin ¢n = sin cPn(j). Using 

Eq. 3.12, smn in Eq. 3.9 can be expressed as 

To sin cPn . () 
Smn = - sln o' 

cfmn sin cPn + To 
(3.13) 

If sin ¢n is approximately constant within the frequency band of the source, the 
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derivative of s~~ in Eq. 3.13 with respect to T mn yields 

a--1 • A-. 
smn "-I C SIn 'Yn _ e 

a- - - . II = Xh, 
T mn rosin ¢n sin 00 roSIn U 0 

(3.14) 

where Xh is the array invariant for a horizontal line array in an ideal waveguide, as 

defined in Eq. 2.9. This is satisfied when (1) the source frequency is much higher 

than the cut-off frequency of the nth mode so that sin ~n is nearly constant and is 

close to 1, or (2) the frequency band of the source is sufficiently narrow so that the 

change of sin ~n within the mode is essentially negligible. 

Among the two cases where sin ~n is approximately constant, the first case is of 

primary interest. If sin ~n ~ 1 within the frequency band of the source, Eq. 3.13 turns 

into 
_ r 0 • II rosin 00 

Smn ~ _ SIn Uo = (_ / ). 
CT mn + roc T mn + roc 

(3.15) 

If sin ¢n ~ 1, the group velocity Vgn is approximately equal to the sound speed c, as 

can be seen in Eq. 3.10. The term 7"mn + role = t in the denominator of Eq. 3.15 is 

then approximately equal to the travel time of the mth mode, since r 0/ c ~ r 0/ Vgn is 

the travel time of the nth mode, and 7" mn is the travel time difference between the 

mth and the nth mode. Equation 3.15 is then equivalent to Eq. 2.8 where 

-() r 0 • 0 
S t = ct SIn 0 (3.16) 

is the beamformer migration line for an impulsive source in an ideal waveguide, except 

that Eq. 3.15 is expressed in terms of the reduced travel time 7" mn rather than the 

total travel time t. It can also be seen in Eq. 3.15 that smn{7"mn ~ 0) ~ sin 00 , so that 

smn emerges from the true source bearing sin 00 when T mn is sufficiently close to zero. 

An example of the distribution of the beamformer migration lines for cross­

correlated modes smn in the S and T domain are shown in Fig. 3-2, for a source 

in the frequency band from 90 to 100 Hz, located at ro = 20 km and 00 = 7r/2. Each 

line segment in Fig. 3-2 shows beam-time migration of smn for specific mode number 

m and n overlain on the line segment. The thick gray line in the T > 0 domain of 
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Figure 3-2: The beamformer migration lines smn of all the cross-correlated modes m 
and n for a source at r 0 = 20 km and eo = 7r /2 , as a function of array scan angle s 
and delay time T. The source is assumed to generate broadband signal from 90 to 100 
Hz. The migration lines smn are plotted in black solid lines with corresponding mode 
numbers marked next to the lines. The thick gray line in T > 0 is the beamformer 
migration line for an impulsive source in Eq. 3.16, in terms of the reduced travel 
time T = t - r 0/ c. The thick gray line in T < 0 is at the sine of the source bearing 
sin eo = 1. It can be seen that the beamformer migration lines smn are bounded by 
these two thick gray lines. 
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Fig. 3-2 is the beamformer migration line for an impulsive source in Eq. 3.16 in terms 

of the reduced travel time T = t - T 0/ c. It can be seen that 8mn aligns with this 

thick gray line when n = 1, since the elevation angle of the 1st order mode is close 

to 7r /2, or sin ¢1 is close to 1, satisfying Eq. 3.15. As mode number n increases for 

fixed mode number m, the travel time difference T mn between the mth and the nth 

mode decreases, and the beamformer migration lines 8mn move closer to the T = 0 

axis, as can be seen in Fig. 3-2. Therefore, the beamformer migration line 8m 1 is the 

bounding line for all the migration lines 8mn for T > O. By detecting this bounding 

line in the cross-correlated intensity field, one can estimate the array invariant Xh 

and obtain the source range To' In Sec. 3.2, we will present a method to detect this 

bounding line and to estimate the source range. 

Horizontally stratified waveguide 

The group velocity of the nth mode in a horizontally stratified waveguide can be 

expressed as 

where 

c( Z ) sin ¢n (z ) 
Vgn = 1 + Dn (z) , 

D ( ) = c(z) A. ( ) dkzn(z) 
n Z 27r cos \f'n Z df 

(3.17) 

(3.18) 

is the correction term for the beamformer migration as shown in Eq. 2.11. Using 

Eq. 3.17, Eq. 3.7 can be expressed as 

[ 
1 1 ] To [1 + Dm(z) 1 + Dn(Z)] 

- To Vgm - Vgn = c(z) sin ¢m(Z) - sin ¢n(Z) 

To sin ¢n(z)[l + Dm(z)] - sin ¢m(z)[l + Dn(z)] 
- c(z) sin ¢m(Z) sin ¢n(Z) 

(3.19) 

Now, let us assume that there is at least one mode whose cut-off frequency is 

much lower than the frequency band of the source so that sin ¢n ~ 1, cos ¢n ~ 0, and 
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Dn(Z) ~ 0 within the source frequency band. Then fmn in Eq. 3.19 simplifies to 

_ To 1 + Dm(z) - sin ~m(z) 
Tmn ~ c(z) sin ~m(z) , (3.20) 

which leads to 

(3.21) 

By substituting Eq. 3.21 into Eq. 3.9, we obtain 

_ To sin 00 [ - ( ] 

Smn = () _ 1 + Dm z) . 
c Z Tmn + To 

(3.22) 

It can be seen from comparison of Eqs. 3.15 and 3.22 that Dm(z) in Eq. 3.22 is 

the correction term for smn when there is variation in sound speed structure versus 

depth. This correction term is negligible for non-waterborne modes in typical shallow­

water environments at frequencies higher than modal cut-off frequencies as shown in 

Chap. 2. Equation 3.22 then turns into the equation for an ideal waveguide in Eq. 3.15, 

and the array invariant Xh can be obtained from Eq. 3.22 as 

(3.23) 

In a horizontally stratified ocean waveguide, the extent of smn in the T-domain 

is finite as is the beam-time migration line for an impulsive source, since the group 

velocities of the modes are bounded by the minimum group velocity at the Airy 

phase. Equation 3.22 can then be expanded using the Taylor series at f mn = 0, and 

the linearized array invariant Xl can be defined as 

Xl = 8smn l ~ _ c{z) sin eo , 
8fmn - -0 To Tmn-

(3.24) 

which is convenient for practical use. 
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3.1.2 Case II: Tmn < 0 

The case where f mn < 0 occurs when the group velocity of the mth mode in PB is 

faster than the group velocity of the nth mode in Po. It is shown that the migraion 

of smn in this case is bounded by the bearing of the source. The bearing of the source 

can then be estimated from this bounding line. 

Ideal waveguide 

We first assume that there is at least one mode that satisfies sin ¢m ~ 1. Then the 

group velocity of this mode satisfies Vgm ~ c as can be seen from Eq. 3.10. The travel 

time difference between two different modes is then 

T. -T --- "'-J_ 1---_ ( 1 1) To ( 1) 
mn - 0 Vgm Vgn - c sin ¢n . 

(3.25) 

The migraion of smn is, from Eq. 3.9, 

(3.26) 

Equations 3.25 and 3.26 show that the location of smn in the T-domain is deter­

mined by the elevation angle of the nth mode sin ¢n, however, the location of smn 

in the s-domain is independent of sin ¢n, and is always at the bearing of the source 

sin ()o' This is shown in Fig. 3-2, where the migration of the first order mode Sin 

aligns with sin ()o marked by the thick gray line in the T < 0 domain. 

As mode number m increases, smn migrates to ISmnl < I sin ()ol in the s-domain, 

as shown in Fig. 3-2, since the elevation angle of the mth mode sin ¢m decreases. 

Therefore, the bearing of the source sin ()o is the bounding line for smn in the T < 0 

domain. 
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Horizontally stratified waveguide 

We again assume that there is a mode that satisfies sin ¢m ~ 1. Then Eq. 3.25 for an 

ideal waveguide changes to 

(3.27) 

The migration of smn, however, is still given by 

(3.28) 

Equations 3.27 and 3.28 shows that the correction term Dm{z) can change the travel 

time difference Tmn , and therefore the location of smn in the T-domain, but not the 

location of smn in the s-domain. Then the migration of smn in the T < 0 domain is 

still bounded by the source bearing sin 8o , as was the case in an ideal waveguide. 
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Figure 3-3: The Pekeris waveguide with sand bottom, where Cw , Pw, and aware the 
sound speed, density, and attenuation of the water column, and Cb, Pb, and ab are 
those of the sea-bottom. 

Horizontal 
Line 

Array 

Source 

Figure 3-4: Top view of the geometry for the single source localization example. The 
source is at 60° from the broadside of the horizontal receiving array, and at 5-km 
range. 

3.2 Illustrative Examples 

Here we demonstrate that the array invariant method developed in Sec. 3.1 can be 

used to localize multiple broadband noise sources in an ocean waveguide with exam­

ples. We first show that a noise source can be localized in range and bearing without 

ambiguity using the array invariant method. We then show that the same approach 

can be used to simultaneously localize multiple noise sources in range and bearing. 
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3.2.1 Single noise source 

We first consider the case of a noise source in a IOO-m deep Pekeris waveguide en­

vironment with sand bottom shown in Fig. 3-3. The source is located at r 0 = 5 km 

and ()o = 600 as shown in Fig. 3-4. The source and the receiving array depths are 50 

m and 30 m, respectively. The aperture of the receiving array is 150 m. The source 

power spectral density is assumed to be 0 dB re 1 J.LPa2 /Hz within the 390 to 440-Hz 

frequency band. 

The cross-correlated intensity field IBo(s, r) in Eq. 3.3 is shown in Fig. 3-5 (a). 

Two black solid lines are overlain on Fig. 3-5. One line in the r > 0 domain is the 

beamformer migration line 8(r) for ain impulsive source in an ideal waveguide, and 

the other line in the r < 0 domain marks the source bearing sin ()o' These two lines 

show that the cross correlated intensity field is bounded by these lines except that 

the field is smeared by the beampattern of the horizontal receiving line array. The 

cross correlated beam-time migration lines 8mn(r) for IBo(s, r) in Fig. 3-5 (a) are 

shown in Fig. 3-5 (b), which shows that all the cross-correlated beam-time migration 

lines are indeed bounded by the beamformer migration line Eq. 3.16 when r > 0, 

and by the source bearing sin () 0 when r < O. Given these two bounding lines in 

the cross-correlated intensity field, we can estimate both source range and bearing 

without ambiguity. 

In order to identify these two bounding lines from Fig. 3-5 (a), we apply an image 

transform technique similar to the Radon transform [29] to the cross-correlated beam­

time image. In this transform, a given image is integrated along a semi-infinite line 

starting from (s,O) and having an angle CPr from the positive r-axis in the clockwise 

direction. More specifically, this transform is defined as 

(3.29) 

where I(s, CPr) is the instantaneous acoustic intensity in Fig. 3-5(a) integrated along 

the straight line starting from (s,O) and having a slope tan CPr in the rs-plane. The 
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Figure 3-5: (a) The cross-correlated intensity field IBo(s, T) for the source-receiver 
geometry shown in Fig. 3-4 in the sand-bottom Pekeris waveguide environment in 
Fig. 3-3. The black solid line overlain in the T > 0 domain is the beamformer 
migration line in Eq. 3.16 in terms of the reduced travel time. The black solid line 
in the T < 0 domain is at sin Bo. (b) The cross-correlated beam-time migration lines 
smn for the first 23 modes of the 27 propagating modes. The thick gray lines in the 
T > 0 and T < 0 domain are the same as the black solid lines overlain in Fig. 3-5 (a). 
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Figure 3-6: The transformed intensity image In(s, cPr) of the cross-correlated intensity 
image in Fig. 3-5 (a). The black dashed lines will be referred to in Figs. 3-7 and 3-8. 

transformed image normalized by the maximum value, 

'L ( ~) = I ( S, CPr) 
n S, "f/r 'T ' 

.Lmax 
(3.30) 

where Imax = maxs ,4>r I(s, CPr), is shown in Fig. 3-6. Now we show that both the 

range and bearing of the source can be extracted from the transformed intensity field 

First, the bearing of the source can be estimated from the value of s where the 

maximum of In(s, CPr = 1800
) occurs. From Eqs. 3.29 and 3.30, 

is the integral of the acoustic intensity for specific s along -00 < T < O. From Fig. 3-5, 

one can see that In (s, CPr = 1800
) should reach the maximum near the source bearing 
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Figure 3-7: Transect of In(s, <Pr) along the black dashed line following <Pr = 180° in 
Fig. 3-6. The peak location of this transect, marked by the vertical dashed line, is the 
estimate of the source bearing So. The solid dashed line is at the true source bearing 
So = sin 60°. 

sin 00, since (1) 180(s, 7) spreads out longest in the 7-domain when S = sin 00, and (2) 

the cross-correlated beam-time migration lines smn are concentrated near s = sin 00 , 

A transect of In(s, <Pr) in Fig. 3-6 along the line where <Pr = 180° is shown in Fig. 3-7, 

where the source bearing estimate 

So = sin 80 = argmaxIn(s, <Pr = 180°) 
8 

is seen to occur at So = 0.853 or 80 = 58.5°. This is within 3% of the true source 

bearing 00 = 60°. 

Second, once the bearing of the source has been estimated, the range of the source 
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can be estimated using 

where 

c(z) sin 80 c(z) sin 80 

= Xl " , 
tan cPr 

~r = argmaxIn(s = So, cPr1 < cPr < cPr2), 
rPr 

(3.31) 

cPr1 = 270° and cPr2 = 360° for So > 0, and cPr1 = 0° and cPr2 = 90° for So < o. The 

transformed intensity In (s = So, cPr) is the integral of the cross-correlated intensity 

IBo(r, s) in Fig. 3-5 (a) along the semi-infinite line that starts from (r, s) = (0, so) 

with slope tan cPr in the rs-plane. This integral should reach the maximum when 

tan cPr = Xl, since the path of the integral is the longest when the integral is performed 

along the beamformer migration line for an ideal waveguide in Eq. 3.16, marked by 

the thick gray line in Fig. 3-5 (b). It should reach the maximum there also because the 

cross-correlated beam-time migration lines smn are concentrated near the beamformer 

migration line for an ideal waveguide, as can be seen in Fig. 3-5 (b). A transect of 

In (s = So, 270° < cPr < 360°) is shown in Fig. 3-8, where the peak of In is seen to 

occur at cPr = 346.7°. The range of the source is then estimated to be fo = 5.4 km 

using Eq. 3.31 which is within 10% of the true source bearing. 

3.2.2 Multiple uncorrelated noise sources 

The approach used for localization of a single source can also be used for localization 

of multiple uncorrelated random noise sources in an ocean waveguide in both range 

and bearing. Here we consider the case where there are 3 uncorrelated noise sources 

81, 82 , and 83 , as shown in Fig. 3-9. The source 81 is at range T1 = 8.2km and bearing 

(h = 45°. The other two sources 82 and 83 are at the same bearing (}2 = (}3 = 60°, 

and their ranges are T2 = 3 km and T3 = 10 km, respectively. We assume that 

these three sources have the same source power spectrum of 0 dB re 1 JLPa/ JHz in 

the 390 to 440 Hz frequency band, but they are uncorrelated with each other so that 

(Qi(f)Qj(f)) = (IQiI2(!)) 8ij , where Qi(!) is the source spectrum of 8i, and 8ij is the 

88 



0.8~--~------~------~------~~~---' 

0.7 

0.6 

0.5 

0.3 

280 300 cp (D~~~ 
r 

340 360 

Figure 3-8: Transect of In(s, cPr) for s = So and 270° < cPr < 360°, marked by the 
black dashed line in Fig. 3-6. The peak of the transect, marked by the vertical dashed 
line, occurs at cPr = 346.7°, which can be inverted for the source range of 5.4 km using 
Eq.3.31. 
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Figure 3-9: Top view of the geometry for the multiple source localization example. 
All 3 sources are at 30-m depth, and the receiver array depth is 50 m. The receiver 
array aperture is 150 m. 

Kronecker delta. The source and receiver array depths, the receiver array aperture, 

and the wave propagation environments are identical to those in Sec. 3.2.1. 

The cross-correlated intensity field I Bo( s, T) for this multiple source scenario is 

shown in Fig. 3-10. The cross-correlated intensity in Fig. 3-10 exhibits two distict 

intensity fields when T < 0, one at the bearing of 81, and the other at the bearing of 

82 and 83 • When T > 0, the field for 82 and 83 splits into two distinct fields, since 

their ranges from the receiver array are different. The cross-correlated intensity field 

for 81 when T > 0 shows the same pattern as that of the single source scenario in 

Sec. 3.2.1. 

We now apply the image transform method in Eqs. 3.29 and 3.30 to Fig. 3-10. 

The transformed image of Fig. 3-10 near CPr = 1800 is shown in Fig. 3-11, where it 

can be seen that there are two peaks in In due to two distinct source bearings. The 

transect of In in Fig. 3-11 along CPr = 180° is shown in Fig. 3-12. From this image, 

we can estimate two bearings of the source to be 81 = 44.5° and 82 = 58.8°, which 

are within 2% of the true source bearings. The two sources 82 and 83 cannot be 

distinguished in this transect along CPr = 1800
, since the bearings of the two sources 

are identical. 
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Figure 3-10: The cross-correlated intensity field IBo(s, T) for the source-receiver ge­
ometry shown in Fig. 3-9. The two black solid lines overlain in the T < 0 domain 
marks sin 81 and sin 82 , respectively. The three black solid lines in the T > 0 domain 
are the beamformer migration lines in Eq. 3.16 for sources 81, 82 , and 83 , in terms 
of the reduced travel time. 

Once the bearings of the sources are estimated, the range of the sources r i can 

be estimated from Tn ( 8i, <Pr) for each estimated source bearing 8i. The transformed 

image Tn(s, <Pr) for 3100 < <Pr < 3600 is shown in Fig.3-13, where three distinct peaks 

in Tn due to three sources in the waveguide can be observed. 

Transect of Fig. 3-13 along 81 = sin 81 is shown in Fig. 3-14. From the angle <Pr 

where the peak of Tn (81, <Pr) occurs, we can estimate the source range to be Tl = 9 km 

using Eq. 3.31, which is within 10% of the true source range rl' The ranges of the 

other two sources 82 and 83 can be estimated from Tn(8 = 82, <Pr) shown in Fig. 3-15, 

where it can be seen that there are two distinct peaks due to 82 and 83 located at 

different <Pr. The estimated source range of 82 from this figure is T2 = 3 km, which 

is the same as the true source range of 82 • The estimated source range of 83 is 

T3 = 11 km. This is within 10% of the true source range. 
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Figure 3-11: The transformed intensity image 'In (s, CPr) of the cross-correlated inten­
sity image in Fig. 3-10 near CPr = 180°. Two peaks along the CPr = 180° radial, marked 
by the black dashed line, due to two different source bearings are seen. 
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Figure 3-12: Transect of Ln(8, ¢r) in Fig. 3-10 along the black dashed line following 
¢r = 180°. The locations of the two peaks in this transect, marked by the vertical 
dashed line, are the estimate of the source bearings 81 = 44.5° and 82 = 58.3°. The 
solid dashed lines are at the true source bearings 81 = sin 45° and 82 = sin 60° . 
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Figure 3-13: The transformed intensity image In (s, cPr) of the cross-correlated inten­
sity image in Fig. 3-10 for 3100 < CPr < 3600

• Two dashed vertical lines are at 81 and 
82, respectively. A peak along 81 and two peaks along 82 correspond to 8t, 82, and 
8 3 , respectively. 
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Figure 3-14: Transect of In(s, ¢r) in Fig. 3-13 along 81. The peak of this transect is 
at ¢r = 353.3°, which corresponds to the estimated range of r1 = 9 km. 
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Figure 3-15: Transect of In(s, ¢r) in Fig. 3-13 along 82. The first peak at ¢r = 337° 
is due to 8 2 , corresponds to to the estimated range of r2 = 3 km. The second peak 
due to 83 is at ¢r = 353.3°. The source range of 83 is estimated to be r3 = 11 km. 

95 



3.3 Summary 

The array invariant method introduced in Chap. 2 for the localization of an impulsive 

source in an ocean waveguide has been extended to localization of a broadband noise 

source in range and bearing. It has been demonstrated that the array invariant 

method, which exploits waveguide dispersion, can be used to simultaneously localize 

multiple noise sources in an ocean waveguide without requiring a priori knowledge 

of the wave propagation environment. 
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Chapter 4 

Probing Europa's interior with 

natural sound sources 

Our goal is to show how Europa's interior structure may be revealed by relatively 

simple and robust seismo-acoustic echo-sounding techniques using natural sources of 

opportunity. Echo sounding is the traditional and most widely used tool to chart the 

depth and composition of terrestrial oceans and sub-ocean layers [86]. It employs an 

active acoustic source and passive receiver to measure the arrival time and amplitude 

of reflections from the layers to be charted. Our Europan strategy differs from the 

terrestrial one in that the primary source of sound is not controlled. Rather, it is 

proposed to arise from ice cracking events and impacts hypothesized to occur regu­

larly on Europa's surface. A single passive geophone on Europa's surface may then 

be used to estimate (1) its range from a natural source event by analysis of direct 

compressional and shear wave arrivals in the ice, and (2) the thickness of the ice shell 

and depth of the ocean by travel time analysis of specular reflections from the cor­

responding internal strata. The technique, however, requires the ice-crack or impact 

event of opportunity to be sufficiently energetic for its reflections to stand above the 

ambient noise generated by other more distant or less energetic events. 

To help quantitatively explore the issues involved in echo-sounding, and other 

seismo-acoustic techniques for probing Europa's interior, our analysis proceeds to­

gether with the development of a full-field seismo-acoustic model for Europa. This 
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includes analysis of ice-cracking and impact source events, seismo-acoustic propa­

gation in Europa's stratified environment, and Europan ambient noise. Here we 

follow the common convention of referring to both compressional and shear wave 

disturbances in solids, such as Europa's outer ice shell and interior mantle, as "seis­

mic waves," and compressional waves in fluids, such as Europa's potential ocean, as 

"acoustic waves." By this convention, waves that propagate from ice to water or 

vice-versa, for example, are referred to as "seismo-acoustic waves." 

Our interest in this problem stems from the significant amount of evidence col­

lected by the Galileo Probe in the past decade to support the possibility that an ocean 

of liquid water may lie beneath Europa's exterior icy surface. Induced magnetic field 

measurements Khurana et al. [62] suggest the existence of a conducting layer beneath 

the ice surface that is at least a few kilometers thick and likely corresponds to a liquid 

ocean of salty water . Various researchers have argued that many of the morphological 

features that characterize Europa's icy surface can best be explained by the presence 

of an ocean of liquid water below [105]. This is put in context by the conclusion 

of Anderson et al. [4] that the total thickness of ice and potentially liquid water on 

Europa's surface is between 80 to 170 km, based on gravity data. Together these 

observations provide compelling but inconclusive evidence for a subsurface Europan 

ocean leaving the thickness of the outer ice shell and the depth of the potential ocean 

poorly constrained. 

A variety of techniques have been proposed to measure the thickness of Europa's 

outer ice shell. They involve measurement of crater morphology [118], tidal grav­

ity [46, 4, 145], laser altimetry [26], ice-penetrating radar reflections [23, 90], and 

ice-bourne seismic wave interference and dispersion [68]. All but the last have the 

advantage of being achievable by either fly-by or orbital rather than landing missions. 

While each may indicate the presence of an ocean, none are sensitive to its thickness 

[26]. 

Only two techniques are currently available to remotely determine the thickness 

of a deep ocean layer on Europa. The first involves extensive magnetometer mea­

surements by a low flying orbiter [62, 66, 65]. These measurements, however, cannot 
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determine the location of the ocean layer or its structure. The other is the echo­

sounding technique under discussion, the primary advantage of which is its ability to 

determine the absolute interior structure of both the ice and potential ocean layers. 

A potential disadvantage is that it requires a landing mission. 

The first Europan landing mission will likely carry only a single triaxial geophone 

capable of measuring seismo-acoustic displacements in three spatial dimensions at a 

single point on Europa's surface. Besides echo-sounding, listening for audible signs 

of life, and potentially inferring and categorizing dynamical processes of the ice by 

their acoustic signatures, an initial task for this sensor could be to determine the 

overall level of seismo-acoustic activity on Europa by time series and spectral analysis. 

Correlations could be made of ambient noise versus environmental stress level to 

determine whether noise levels respond directly to orbital eccentricities. Such an 

analysis was conducted for the Earth's Arctic Ocean where roughly two meters of 

nearly continuous pack ice cover an ocean that is typically between 0.1 rv 5 km in 

depth. These terrestrial results show a near perfect correlation between underwater 

noise level and environmental stresses and moments applied to the ice sheet from 

wind, current, and drift [80, 81]. Additionaly, in the Antarctic, both the flexural 

motion of ice shelves and the level of seismicity due to tidally induced ice-fracturing 

events are correlated with the sea tide [115]. 

For Europa, Hoppa et al. [56] show that environmental stresses due to tidal forces 

vary significantly over the period of its eccentric 3.5 day orbital period and that 

these stresses may lead to the near daily formation of cycloidal arcs similar to those 

observed to extend over hundreds of kilometers on Europa's surface. Based on the 

maximum tidal surface stress expected by Hoppa et al. and basic concepts from 

fracture mechanics, we show that a given cycloidal arc is likely to be formed as a 

sequence of hundreds of discrete and temporally disjoint cracking events. 

A combination of factors, such as the interplay of diurnal stresses with inhomo­

geneities in the outer ice shell or its potential asynchronous rotation due to an ocean 

layer below [75], may lead to "Big Bang" cracking events. These events would be 

statistically less frequent but much more energetic than those primarily caused by 
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diurnal stresses in pure ice. Echo returns from Big Bang events would be more likely 

to stand above the ambient noise and so make echo sounding for Europa's interior 

structure more practical. We determine the tensile stresses and crack depths neces­

sary to generate Big Bang events. We also show that even small impactors, in the 1 

rv 10 m radius range, fall into the Big Bang category, and that Big Bang events will 

radiate spectral energy peaking in the roughly 1 to 10 Hz range. This is significant 

because the corresponding seismo-acoustic wavelengths in ice and water will range 

from hundreds to thousands of meters. Such long wavelength disturbances suffer 

minimal attenuation from mechanical relaxation mechanisms in ice and water and 

are relatively insensitive to shadowing by similarly sized anomalies in the ice or on 

the seafloor that could severely limit remote sensing techniques that rely on shorter 

wavelengths. 
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4.1 Modeling Europa as a Stratified Seismo-Acoustic 

Medium 

We begin our analysis by establishing models for Europa as a stratified medium for 

seismo-acoustic wave propagation. These models specify compressional wave speed 

cP' shear wave speed Cs , compressional wave attenuation G p , shear wave attenuation 

G s and density p as a function of depth on Europa. 

There are two canonical models of Europa's interior structure. The first is the 

rigid ice shell model, where heat transport is achieved by conduction throughout a 

completely brittle and elastic ice-shell [99, 47]. The second is the convective ice shell 

model, where heat is transported primarily by convection of warm ice at the base 

that can become buoyant enough to rise toward the surface [105, 85, 31]. 

Linearized internal temperature profiles for these two models are shown in Fig. 4-

l(a). The resulting temperature profiles are used to construct compressional and 

shear wave speed profiles in the ice by the methods described in Appendix B. The 

rigid ice shell model is characterized by an almost linear temperature change from 

the top of the ice shell to the ice-water interface, whereas the convective ice shell 

model leads to a strong temperature gradient on top and bottom of the ice shell, and 

a mild temperature gradient in the middle. In the latter, temperature is assumed to 

increase with depth from an average surface value of 100 K [100, 126] to 250 K in the 

upper thermal boundary layer, which is assumed to comprise the upper 20% of the 

ice shell, remain constant for the bulk of ice shell before finally increasing to 260 K 

in the lower thermal boundary layer, which is assumed to comprise the lower 10% of 

the ice shell. 

The sound speed of sea water is mainly a function of temperature, pressure, and 

salinity. Several regression equations are available to estimate sound speed from these 

variables. Here we employ one valid under high pressure [21] to estimate the sound 

speed profile in a subsurface Europan ocean. This ocean is assumed to have a salinity 

of roughly 3.5%, similar to terrestrial oceans [62], and a temperature of roughly 273 

K, the melting temperature of ice in the terrestrial environment. 
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Figure 4-1: Temperature, compressional wave speed, and shear wave speed profiles 
for 20km thick rigid and convective ice shell models. The solid and dashed lines 
represent the rigid and convective ice shell models, respectively. 

The mantle beneath the ocean is assumed to be comprised of a 2-km of sediment 

layer overlying a basalt halfspace. The sediment is taken to have sound speed and 

density similar to water as in terrestrial oceans. 

In our subsequent simulations and analysis, we consider four Europan sound speed 

profiles based upon 5-km rigid, 20-km rigid, 20-km convecting and 50-km convecting 

ice shell models. The assumed compressional and shear wave speed profiles through 

the ice, water and mantle are shown in Fig. 4-1(b) and (c) for both 20-km models. 

Assumed seismo-acoustic parameters of the medium common to all models are shown 

in Table 4.1. 

Attenuation increases significantly with frequency in terrestrial sea ice, water and 

sediment. The attenuation values shown in Table 4.1, given in standard decibel units 

per wavelength, are valid in the roughly 1rv4 Hz range of the spectral peak of a 
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Table 4.1: Seismo-acoustic parameters 
Material cp (m/s) Cs (m/s) a p (dB/,\) as (dB/,\) p (kg/m3

) 

Ice See Appendix B See Appendix B 0.24 0.72 930 
Water See Ref. [21] 0.01 1000 

Sediment 1575 80 1.00 1.50 1050 
Basalt 5250 2500 0.10 0.20 2700 

hypothesized Big-Bang ice-quake event used in the simulations to follow. Ice atten­

uation values are extrapolated to below 200 Hz from the linear trend observed in 

Arctic Ocean ice [84]. Attenuation due to volumetric absorption in a potential Eu­

ropan ocean is taken to be similar to that in terrestrial seawater, which is relatively 

insignificant in the low frequency range of interest in the present study [134]. At­

tenuations in the sediment and basalt assumed for the mantle also follow terrestrial 

analogs which are far more significant than that found in seawater. 

A schematic of Europa as a stratified seismo-acoustic medium is given in Fig. 4-2 

for a convective ice shell. In the rigid ice shell, the upper thermal boundary layer 

would continue to the ice-ocean interface, eliminating the other two ice layers shown. 

4.2 Source Mechanisms and Characteristics 

Our primary interest is in source events that are both energetic enough and frequent 

enough for the proposed echo-sounding technique to be feasible within the period of a 

roughly week to month long Europan landing mission. Source events of opportunity 

must have sufficient energy for their echo returns from the ice-water and water-mantle 

interfaces to stand above the accumulated ambient noise of other more distant or 

weaker sources. We proceed by first estimating the seismo-acoustic energy spectrum 

of ice-cracking sources and then impact sources. 

4.2.1 Ice-Cracking 

Surface cracking events are expected to occur in the brittle, elastic layer of Europa's 

outer ice shell in response to tensile stresses arising from a diverse set of mechanisms. 
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Figure 4-2: Schematic diagram of the full Europa model for a convective ice shell. 
In the wave speed profile, cp , Cs are compressional and shear wave speeds in elastic 
media, Cw is the acoustic wave speed in the ocean, a is the sound speed gradient in 
the ocean. Hand Hw are the thicknesses of the ice shell and subsurface ocean. a 
and p are the attenuation and density of the media. 

We show that the source time dependence and energy spectrum can be estimated 

from crack depth. Expected crack depths can in turn be estimated from the imposed 

tensile stress. 

The maximum depth h of a surface crack is estimated to occur where tensile 

stress a is balanced by the pressure due to the gravitational overburden of the ice 

shell [27, 141, 142, 93], 

(4.1) 

where 9 = 1.3 m/s2 is the gravitational acceleration on Europa's surface. 

Europa's roughly 3.5 day eccentric Jovian orbit is expected to lead to a significant 

diurnally varying tidal stress, with maximum values ranging from 40 kPa [56] to 100 
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kPa [75] if a sub-surface ocean of at least a few kilometers thickness is present. Over 

much longer time scales of roughly 10 Myr, the nonsynchronous rotation of an outer 

ice shell decoupled from the mantle by a subsurface ocean could lead to maximum 

tensile stresses as large as 8 MPa [75]. 

The flexural strength of terrestrial sea ice was measured as a function of brine 

volume [140]. Based on this work, we estimate a brine volume of 23% is necessary to 

crack terrestrial ice with the applied surface stress of 40 kPa computed for Europa 

by Ref. [56]. This is higher than the terrestrial value which usually varies between 

1 % to 15%. The flexural strength of ice on Europa's surface is expected to be higher 

than that on Earth due to Europa's much lower surface temperature. However, by 

assuming that flexural strength is proportional to Young's modulus and considering 

Appendix B, the flexural strength will only increase by roughly 20% which still puts 

the brine volume estimated to be roughly 23% on Europa's surface. 

The most frequent type of cracking events, expected to occur daily with the diurnal 

tide, should then penetrate to roughly 50-m depths, based on the maximum tensile 

stress given by Ref. [56], or to 150-m depths based upon the analysis of Leith and 

McKinnon. Less frequent events due to asynchronous rotation can penetrate to depths 

well beyond 1 km [75]. The interplay between short term diurnal stresses, local ice 

inhomogeneities and even small asynchronous rotations [42], could lead to a reasonable 

frequency of local Big-bang cracking events, here defined as those exceeding 150-m 

depths, over the roughly month long period of a first Europan landing mission. 

A detailed derivation of the seismo-acoustic energy spectrum for a tensile crack 

as a function of depth h is provided in Appendix D.1 where the crack geometry is 

shown in Fig. 4-3. In this derivation it is conservatively assumed that cracks do not 

exceed a Ininimum length of h [2,35]. The crack width Do can be determined by 

Do 
(J = Ee ~ E-. 

h 
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Figure 4-3: The geometry of surface tensile cracks. A crack with depth h propagates 
until the opening length is h. Do is the opening width of a crack. The volume within 
the dotted line is the regime where the tensile stress is released by the crack. 

With the gravitational overburden assumption, we expect 

(4.3) 

where E = 10GPa is Young's modulus for pure ice, as given in Appendix B. The pure 

ice assumption leads to a conservative estimate of the crack opening width. Note, 

however, that the choice of Young's modulus does not change the relative energy 

levels between the cracks of various depths, and the signal-to-noise ratio analysis in 

this paper remains valid. 

The crack is also assumed to open as a linear function of time over a period equal 

to the maximum crack width over the crack propagation speed, as shown in Fig. D-1. 

The crack propagation speed is taken to be 

(4.4) 

following standard models of fracture mechanics [2] and experimental measurements 

of cracks on ice at terrestrial temperatures [71, 127]. The opening time of the crack 
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Figure 4-4: The radiated seismo-acoustic energy spectrum t(f) defined by Eqs. D.9 
and D.4l as a function of crack depth h. The amplitude of the spectrum is pro­
portional to h6 , and the peak frequency and bandwidth are inversely proportional to 
h. 

is then directly proportional to the crack depth h. 

The source energy spectrum for a general crack of depth h is given in Fig. 4-4, 

from which it can be seen that the frequency of the peak and 3-dB bandwidth are 

inversely proportional to crack depth h while the peak energy spectral density grows 

with a dramatic h6 proportionality. This is illustrated in Fig. 4-5, where source energy 

spectral levels are given for various crack depths and it is clear that Big-bang events, 

with depths exceeding l50-m depths, will be at least 36 times more energetic than 

the nominal 50-m deep cracks expected solely from diurnal tides. 

From Eq. 4.3, the opening widths of the cracks will be 0.3 mm and 8 mm for 

50-m and 250-m cracks, respectively. Such small-scale surface motions and feature 

changes will not be readily observable from orbit, but could easily be detected by 

seismo-acoustic sensors. 
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Figure 4-5: The radiated energy level LE from surface cracks for various crack depths 
h, as defined in Eq. D.42. 
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Figure 4-6: The radiated energy level Le for various radii r m of impactors, as defined 
in Eq. D.56. Solid lines represent energy levels of rock impactors with density p = 
3 g/cm3 and impact velocity v = 20 km/s. Energy levels of iron meteors with p = 
7 g/cm3 and v = 30 km/s, and those of comets with p = 1 g/cm3 and v = 8 km/s are 
also shown as errorbars in the figure. 

4.2.2 Impacts 

The rate of small impacts on Europa, for impactors in the 1",10 m radius range, 

is poorly constrained. A recent model predicts a rate of 0.2 to 16 for such impacts 

per year over the entire satellite [11] (Personal communication with E. B. Bierhaus). 

To determine the source energy spectrum for impacts as a function of impactor size, 

composition and speed, we make use of the impact-explosion analogy discussed in 

Ref. [88]. A derivation of the radiated energy spectrum using underground explosion 

phenomenology is given in Appendix D.2. 

The radiated energy spectral levels for impactors of various radii are shown in 

Fig. 4-6, assuming a nominal rock meteor with 3 g/cm3 density and 20 km/s impact 

velocity. This energy level will vary within ±10 dB depending on the seismic efficiency 
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discussed in Appendix D.2. 

Small impacts, then may provide another source of Big-bang events that have 

energies well above those expected solely from tensile cracks driven by diurnal tides 

and may be frequent enough to be used as sources of opportunity for echo-sounding. 
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4.3 Seismo-Acoustic Wave Propagation on Europa 

The radiated field from tensile cracks typically have directionality, but here we assume 

that an omnidirectional source, or a monopole, should best describe the expected or 

average directionality. 

Assuming a time-harmonic acoustic field at frequency I, the equation of motion 

in horizontally stratified, homogeneous, isotropic elastic media can be expressed in 

cylindrical coordinates (r, z) as [120, 59] 

um(r,z,f) - -i21f!S(f) [!Gq"m(r,z,f) + a~;zG"',m(r,z,f)] 
- S(f)Gu,m(r, z, I), (4.5) 

wm(r, z, f) - -i21f!S(f) [;z Gq"m(r, z, f) - ~ !r! G""m(r, z, f)] 

- S(/)Gw,m(r, z, I), (4.6) 

where {um, wm} are the radial and vertical velocity components, {GcP,m, GtjI,m} are so­

lutions to compressional (P) and shear vertical (SV) displacement potential Helmholtz 

equations in each layer m with corresponding compressional wave speed cp,m and shear 

wave speed cs,m, and 8(/) is the spectral amplitude of volume injection by the source 

at frequency I. 

The solutions are composed of the homogeneous and inhomogeneous solutions of 

the Helmholtz equations, 

G cP,m = G cP,m + (; cP,m, (4.7) 

(4.8) 

The homogeneous solutions satisfy 

(4.9) 

(4.10) 
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where km = 27r f / cp,m and ""m = 27r f / cs,m are wavenumbers of compressional and 

shear waves. The homogeneous solutions can be expressed in the wavenumber domain 

using integral representations, 

(4.11) 

(4.12) 

where Jo is the Bessel function of the first kind, kr is the horizontal wavenumber, and 

(4.13) 

(4.14) 

are the vertical wavenumbers. 

The inhomogeneous Helmholtz equation with a monopole source at r = 0, z = z', 

[ 
2 2]" ( ') 6{r) , V' + km GtjJ,m r, z, Z ,f = - 27rr 6{z - Z ) (4.15) 

has solution in the form of the integral representation 

(4.16) 

The inhomogeneous solution for SV component a"",m is zero, since an omnidirectional 

source does not excite SV component. 

Two-dimensional simulations including radial and vertical components are suffi­

cient since out-of-plane motion does not occur for the assumed monopole source. A 

stable numerical solution in the frequency domain is obtained by wavenumber in­

tegration [120, 63]. The time domain solution and synthetic seismograms are then 

obtained by Fourier synthesis. 

In this section, we investigate wave propagation in Europa through transmission 

loss, time-range, and synthetic seismogram analysis. 
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Figure 4-7: Transmission loss plots of the horizontal particle velocity TLu (top) and 
vertical particle velocity TLw (bottom) as defined in Eq. 4.17, when the source is 
located 50-m below the surface. 

4.3.1 Transmission Loss 

Transmission loss is a measure of the acoustic field level as a function of position, and 

is calculated in the frequency domain for a time-harmonic source via 

TLu(r, r') 
lu(r, r') I 

dB re rrej, = -20 10glO Ivo(r')1 

TLw(r, r') 
Iw(r, r')1 

dB re rre/, ( 4.17) = -20 10glO Ivo(r')1 

where u(r, r') and w(r, r') are the horizontal and vertical velocity fields at point r 

for a source at point r' , and vo(r') is the velocity produced at a distance of rre/ = 

I-m from the same source in an infinite, homogeneous medium with density p(r') and 

compressional wave speed cp(r'). 
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The magnitudes of the vertical and horizontal particle velocities of an ice source 

50-m below the ice-vacu urn interface in the 20-km convecting ice shell model are 

shown in Fig. 4-7 at 2 Hz frequency, corresponding to the central frequency typical 

in a Big Bang source event. This figure shows the transmission and reflection of 

acoustic waves from the ice-water and water-mantle interfaces at up to 200-km range. 

Fringes in the source radiation pattern due to the free surface boundary condition 

at the ice-vacuum interface are visible as are modal interference patterns in the ice 

layer. These patterns are a function of frequency, and are not readily observable for 

a typical broadband ice-crack or impact source. As expected, the horizontal particle 

velocity field in the ocean directly beneath the source is very weak due to the almost 

total reflection of the shear wave at the ice-water interface, which cannot support 

horizontal shear. 

Figure 4-7 illustrates how efficiently seismic waves propagate through the ice shell 

as do acoustic waves through the subsurface ocean, and how a geophone located at 

the top of the ice shell will be able to detect multiple reflections from the ice-water 

interface as well as the water-mantle interface. 

The Rayleigh wave is a surface wave that travels at roughly 90 % of the medium 

shear speed for a homogeneous halfspace, and suffers only cylindrical spreading in 

horizontal range but is attenuated exponentially with depth from the surface it travels 

on. It will be strongly excited on the ice-vacuum interface by sources of shallow 

depth, such as surface cracking events, impacts and the near-surface source of the 

given example. It can be seen in Fig. 4-7 as a strong vertical velocity field trapped 

near the surface. Characteristic differences between the Rayleigh wave and direct 

compressional wave arrivals will prove to be useful in determining the range of surface 

sources of opportunity. The frequency-dependent characteristics of a Rayleigh wave 

may also be used as another possible tool to probe the interior structure of the ice 

shell, and will be described in Sec. 4.6.4.6.2. If the wavelength of the Rayleigh wave 

is long compared to the thickness of the ice shell, it will propagate as a flexural wave 

on a thin plate. 
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Figure 4-8: Nomenclature of acoustic rays. PP, PS, SS waves are single reflections 
from the ice-water interface, and PPPP, SSSS waves are double reflections from the 
ice-water interface. PCP, PCS, and SCS waves are the reflections from the water­
mantle interface. Sound speeds in ice layer and ocean layer are assumed constant in 
this figure. 

4.3.2 Nomenclature of Acoustic Rays 

The analysis of seismo-acoustic wave propagation from a source to receiver can be 

intuitively understood by applying ray theory which is valid when the wavelength is 

small compared to variations in the medium. Rays are defined as a family of curves 

that are perpendicular to the wavefronts emanating from the source, and are obtained 

by solving the eikonal equation [18, 39, 86]. 

In order to describe the various seismo-acoustic rays propagating in ice and water 

layers, a nomenclature is adopted where P represents a compressional wave in the 

ice shell, S a shear wave in the ice shell, and where C is an acoustic wave in the 

subsurface ocean that includes reflection from water-mantle interface. Following this 

convention, appropriate letters are added consecutively when an acoustic ray reflects 

from or transmits through a given environmental interface. A PS wave, for example, is 

a compressional wave that departs from the source, reflects as a shear wave at the ice­

water interface and arrives at the receiver. A PCS wave is a compressional wave that 

transmits through the ice-water interface, reflects from the water-mantle interface, 
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returns to the bottom of the ice shell, and transmits back into the ice as a shear 

wave. It should be noted that SP and PS waves arrive at a receiver simultaneously 

since their ray paths are symmetric. Also, an S wave from a source to a receiver on 

the ice-vacuum surface is a Rayleigh wave. 

Some labelled ray geometries are shown in Fig. 4-8. A ray path follows a straight 

line in an iso-speed medium. However, if the sound speed in the medium varies 

along the ray path, the ray must satisfy Snell's law where reflection and transmission 

will occur at the boundary between iso-speed layers, and a continuous bending of a 

ray path, or refraction, will occur given a continuous sound speed gradient. For a 

horizontally stratified medium where sound speed varies only in the z-direction, the 

radius of curvature rc of a refracting ray is 

I 1

-1 
Co dc 

r c = sin 80 dz ' (4.18) 

where 80 is the incident angle at some fixed depth as in Fig. 4-8 and Co is the sound 

speed at the same depth. For the 20-km convective ice shell model, the minimum 

radius of curvature of a compressional wave in upper thermal boundary layer regime 

is 51 km, which is not perceptible in Fig. 4-7. Refracted propagation of sound is a 

common feature in terrestrial oceans. In mid-latitudes deep sound channels typically 

form due to thermal heating above and increasing pressure below. These enable sound 

waves to propagate for thousands of kilometers without ever interacting with the sea 

surface or bottom [134]. Without more evidence, however, it is difficult to speculate 

on what sound speed profiles may exist in a potential Europan ocean. 

The travel time from a source to receiver depends on the ray path. Travel time 

differences between ray paths can be used to infer Europa's interior structure. The 

range between a surface source event and a surface geophone can be obtained from 

direct P and S wave arrivals given the compressional and shear wave speeds in ice, 

which can be estimated with reasonable accuracy based on a priori information (See 

Appendix B). With the additional travel time measurement of a single ice-water 

reflection, such as PP, PS, or SS, the thickness of the ice shell can be estimated. If 
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Figure 4-9: Time-range plot for the 20-km convective ice shell model. Colors represent 
the horizontal velocity level Lv. (top) and vertical velocity level Lw (bottom), as 
defined in Eqs. D.18 and D.19. 

more than one of these reflected paths are used, the sound speed in ice can also be 

experimentally estimated to improve upon the a priori information. Once the range 

of the source and the ice shell thickness are obtained, the depth of a subsurface ocean 

can be estimated by the reflections from the water-mantle interface, using any of the 

PCP, PCS, or SCS ray paths. The use of this kind of travel time analysis to infer 

Europa's interior structure will be discussed in more detail in Sec. 4.4 

4.3.3 Synthetic Seismograms for a Big Bang Event 

Here we study the amplitude and arrival-time structure of a Big Bang surface source 

event as measured by a triaxial geophone on Europa's surface for the four stratified 

117 



Horizontal Velocity Level 
100 

80 

E en 
2!. 60 10 E a: :1. 
0) 

~ C» 40 -10 c: co m a: "0 

20 -30 

-50 
0 20 40 60 80 100 120 140 160 180 200 

Time (sec) 

Vertical Velocity Level 
100 

80 30 

E 
~ ~ 10 - 60 a: :1. 

0) 
~ g> 40 -10 

co m 
a: "0 

-30 

0 20 40 60 80 100 120 140 160 180 200 
-50 

Time (sec) 

Figure 4-10: Time-range plot for the 50-km convective ice shell model. 

models of Europa described in Sec. 4.1. First we consider the arrival time and am­

plitude structure as a function of range between the surface source and receiver by 

identifying the direct arrivals and reflections from various internal strata. Then we 

look in more detail at the type of amplitude and arrival time measurements that may 

be made at specific ranges. The analysis proceeds by solving the full-field seismo­

acoustic wave equations of Eqs. 4.5 to 4.16 for a Big Bang source with a spectral 

peak in the 1 rv 4 Hz range. The source is here modeled as a monopole at 50-m depth 

and the receiver as a triaxial geophone at 1-m depth beneath the ice-vacuum surface. 

The finite bandwidth of the radiation is computed by Fourier synthesis. The resulting 

simulations are referred to as synthetic seismograms when they show amplitude ver­

sus time, and time-range plots when they show amplitude versus time and range. All 

simulations in this section have been performed for h = 250-m cracks or equivalently 
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an impactor of roughly 10-m radius. These figures can be scaled for various crack 

depths h and impactor volume injections So using Figs. 4-5 and 4-6, as explained in 

Appendix D (Eqs. D.30 to D.33). 

Time-range plots are shown in Figs. 4-9 and 4-10 for the convective ice shell 

model, and Figs. 4-11 and 4-12 for the rigid ice shell model. In each figure, two lines 

consistently depart without curvature from the origin. These are the direct P wave 

and Rayleigh wave arrivals in the ice. The Rayleigh wave has the highest amplitude 

since it propagates as a trapped wave on the ice-vacuum surface. 

Arrivals due to multiply reflected paths from the ice-water interface and the water­

mantle interface are also readily observed. The travel time differences between the 

multiple reflections are closely related to the thickness of the ice shell. In the thin 

ice shell model (Fig. 4-11), the spacing between the multiple reflections is not much 
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Figure 4-12: Time-range plot for the 20-km rigid ice shell model. 

greater than the duration of the source event. This leads to one group of closely spaced 

arrivals reflected from the ice-water interface and another closely spaced group from 

the water-mantle interface. As the thickness of the ice shell increases, these multiple 

reflections separate more in the time domain as can be seen in Figs. 4-9, 4-10, and 

4-12. 

Inspection of the various scenarios indicates that the overall pattern of arrivals and 

amplitudes is very sensitive to the structure of Europa's ice-water layer, in particular, 

the absolute thicknesses and depths of the ice shell and ocean, as expected from 

basic echo-sounding principles. The pattern, however, is not very sensitive to the 

differences in internal temperature of the rigid versus convecting ice models, as can 

be seen by comparing Figs. 4-9 and 4-12. Other techniques involving seismo-acoustic 

tomography may be better suited to estimating the temperature structure. 
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4.3.4 Synthetic Seismograms 

Detailed characteristics of the time series measured by a surface geophone can be 

better observed in synthetic seismograms. We present illustrative examples for the 

20-km convective ice shell model. Figures 4-13 and 4-14 present a scenario where the 

seismometer is located at short range (2-km) from the source, while Figs. 4-15 and 

4-16 present a longer range (50-km) scenario. In both scenarios, a sufficiently diverse 

set of prominent and well separated arrivals are found to enable the source range, as 

well as the thickness of Europa's ice shell and ocean layer to be determined by echo 

sounding. 

For the case of a short source-receiver separation, as in Fig. 4-13, both the direct 

P and S waves arrive so near in time that they cannot be distinguished. The P 

wave is in fact overwhelmed by the S wave, which is effectively the Rayleigh wave 

due to the proximity of the source and receiver to the free surface. All subsequent 

arrivals can be easily distinguished from each other since they are well separated in 

time. The first arrivals are multiple reflections from the ice-water interface. For such a 

short source-receiver separation, waves returning from the water arrive at near normal 

incidence to the ice-water interface in the present geometry, and so lead to very weak 

SV transmission into the ice. This explains the relative abundance of prominent and 

well separated arrivals from the mantle in vertical velocity and the paucity of such 

arrivals in horizontal velocity at the geophone in Fig. 4-14. 

For the case of a much longer source-receiver separation, as in Fig. 4-15, the direct 

P and S (again, the Rayleigh wave), as well as multiple reflections from ice-water and 

water-mantle interfaces are well separated in the time domain. 
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Figure 4-13: Ice-water reflections at 2-km range for the 20-km convective ice shell 
model. The top figure shows the horizontal velocity level Lu and the bottom figure 
shows the vertical velocity level L w) as defined in Eqs. D.18 and D.19. The regular 
spacing between the reflections can be directly related to the thickness of the ice shell. 
Direct P wave and Rayleigh wave arrivals are not well separated for this short range 
propagation. 
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Figure 4-14: Bottom reflections at 2-km range for the 20-km convective ice shell 
model. The bottom reflections for short range propagation are mostly compressional 
wave reflections, and are more prominent in the vertical particle velocity components. 
The weak precursor before the PCP reflection is the reflection from the sediment layer 
overlying the basalt halfspace. 
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Figure 4-15: Ice-water reflections at 50-km range for the 20-km convective ice shell 
model. Thavel time differences between the direct P wave and the Rayleigh wave can 
be inverted for the range between the source and receiver, and multiple reflections 
from the ice-water interface can be inverted for the thickness of the ice shell. 
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Figure 4-16: Bottom reflections at 50-km range for the 20-km convective ice shell 
model. For long range propagation, bottom reflections are prominent in both the 
horizontal and vertical particle velocity components. 
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Figure 4-17: Schematic diagram of the simplified Europa model used for the parameter 
inversion. R is the range between the source and seismometer. The ice shell and ocean 
are simplified into iso-speed layers. 

4.4 Inferring Europa's Interior Structure by Travel 

Time Analysis 

4.4.1 Simplified Europa Model 

In the previous section, we showed that the arrival time structure of seismo-acoustic 

waves is far more sensitive to ice shell thickness and ocean depth than to the tem­

perature variations in the ice shell associated with the various rigid and convecting 

models examined. The seismo-acoustic parameters most important to the measured 

arrival-time structure, namely the thickness of the ice shell and the depth of a sub­

surface ocean, can then be estimated by matching measured travel times with those 

derived from a simplified Europan model. The simplified model drops parameters 

of Fig. 4-2 that do not have a first order effect in the arrival time structure. This 

leaves the six parameters shown in Fig. 4-17 at the top of the hierarchy. Dropped 

parameters, low in the hierarchy for the present echo-sounding technique, may be far 
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more important in other inversion schemes. 

The simplified Europa model employs an iso-speed ice shell. This is justified to 

first order for a number of reasons. Although Europa's ice layer may undergo a drastic 

change in temperature with depth, from roughly 100 K to 273 K, the corresponding 

variations of cp and Cs do not exceed 5%, as shown in Appendix B, except where 

the temperature reaches a few degrees of the melting point. This, however, occurs 

only over a small portion of the lower thermal boundary in the ice shell, as shown in 

Fig. 4-1. While the ice in this region undergoes changes in its molecular behavior, 

the change in sound speed is less than 10%. The overall error associated with the 

iso-speed assumption will then be less than 10%. In the simplified Europa model, we 

may further assume that ~ == cp/cs = 2, which is a typical value for ice {Fig. B-1 (c)). 

4.4.2 General Nondimensionalized Travel Time Curves 

Under the assumption of an iso-speed ice shell, following the simplified Europan 

model, the general surface source-to-receiver travel time of ice-water reflected paths 

can be determined as a function of two nondimensional parameters ~ and R/ H, as 

shown in Appendix C. The travel time curves become functions of only one nondi­

mensional parameter R/ H, if we assume the typical value ~ = 2. Nondimensional 

travel time curves for the simplified Europa model are plotted in Fig. 4-18 where the 

travel time for paths including up to double reflections from the ice-water interface 

are shown. This figure can be used to analyze arrivals from ice-water reflections in 

Figs. 4-9 to 4-12. 

Similarly, the general source-to-receiver travel time of paths involving water­

mantle reflections can also be determined in terms of the additional nondimensional 

parameters ~w = cp/cw , the ratio between the compressional wave speed in ice and 

water, and H w / H, the ratio between the ocean depth and the ice shell thickness, 

assuming an iso-speed water column. This is also shown in Appendix C. Nondi­

mensional travel time curves for these paths are also plotted in Fig. 4-18, assuming 

Hw/ H = 4 and ~w = 4/1.5. 
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Figure 4-18: Nondimensionalized travel time curves for direct paths, ice-water reflec­
tions, and water-mantle reflections. It is assumed that Hw/ H = 4 and ~w = 4/1.5 for 
bottom reflections. This figure can be directly compared to Figs. 4-9 and 4-12. 

4.4.3 Estimating Interior Structure 

The range between the source and receiver can be determined with a single triaxial 

geophone on Europa's surface without knowledge of the ice thickness by measuring 

the travel time difference between the direct P wave and the Rayleigh wave. The 

Rayleigh wave can be easily identified by its high amplitude and retrograde particle 

motion where vertical and horizontal components are 90° out of phase. 

To also estimate the thickness of the ice shell , at least one reflection from the ice­

water interface must also be identified. The PP wave arrival can be readily identified 

since it arrives the soonest after the direct P wave except when R/ H is less than 

one, as shown in Fig. 4-18. Even in this case, however , the PP wave can be easily 

identified, since, besides the direct P wave, the Rayleigh wave is the only wave that 

can arrive before it. 

If, for example, we measure the travel time differences ts - tp == Dos, and tpp - tp == 

Do pp , where tp, ts, and tpp are the travel times of the direct P, the Rayleigh , and PP 

waves , 

Dos = - - R = - - - 1 R ( 
1 1) 1 (~ ) 

0.93 Cs cp cp 0.93 ' 
(4.19) 

Dopp = ~ ( y' 4H2 + R2 - R) , 
cp 

( 4.20) 
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and R/cp and H/Cp are uniquely determined by, 

R ~s -=----
Cp e/0.93 - l' 

(4.21) 

and 
H 1 [{ 2~s}] 1/2 
Cp = 2 ~pp ~pp + e/0.93 - 1 (4.22) 

This result shows that if the compressional wave speed in the ice is uncertain, but 

the ratio between the compressional and shear speed in ice is known, the error in the 

range and thickness estimates will be linearly related to the error in compressional 

wave speed. Based on the analysis presented in Appendix A, the sound speed in ice 

can be estimated to within roughly 10%. The range of the source and the thickness 

of the ice shell can then also be estimated within 10% of error given the travel times 

of the direct P, the Rayleigh, and PP waves. Estimates of R, H, cp and Cs can be 

refined by analyzing arrivals from other paths. Similarly, the ocean thickness Hw and 

average sound speed Cw can be determined by using Fig. 4-18 to analyze arrivals from 

paths reflecting from the water-mantle interface. 
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Figure 4-19: Ambient noise levels in the horizontal velocity NLu and vertical velocity 
NLw, as defined in Eqs. 4.23 and 4.24, for the 20km convective ice shell model as a 
function of spatial densities and temporal emission rates of the surface cracks. The 
reference ambient noise levels assuming !:l.T = 60 seconds and !:l.A = 100 km2 are 
marked in the figure. 

4.5 Europan Ambient Noise 

As noted in the introduction and in Sec. 4.2.1, there is a possibility that ice cracking 

events on Europa may occur so frequently in space and time that their accumulated 

effect may lead to difficulties for the proposed echo-sounding technique. Here we 

attempt to quantify the characteristics of a Big Bang event necessary for it to serve 

as a source of opportunity in echo sounding given an estimate of the accumulated noise 

received at a surface geophone. We do so by first developing a Europan noise model 

in terms of the spatial and temporal frequency and source spectra of the expected 

noise sources. 
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4.5.1 Estimation of ambient noise level 

In order to calculate the ambient noise level, an ocean acoustic noise modeling tech­

nique [70] is adapted for Europa. The basic assumption is that the noise arises from 

an infinite sheet of monopole sources just below Europa's ice-vacuum boundary at 

depth z'. The sources are assumed to be spatially and temporally uncorrelated and 

to have the same expected source cross-spectral densities. 

The mean-square horizontal and vertical particle velocities of the ambient noise 

measured by a geophone at depth z resulting from these uncorrelated sources are 

respectively 

(4.23) 

(4.24) 

where 1/ tlT and 1/ tlA are temporal and spatial densities of noise sources, (18(/)1 2
) 

is the expectation of the magnitude squared of source spectrum of a given source, 

and 9u(kr, z, z') and 9w(kr' z, z') are the integral representations of the horizontal and 

vertical particle velocities in the wavenumber domain, which are defined in terms of 

Hankel transform of Eqs. 4.5 and 4.6, 

9u w(kr' z, z') = r~o Gu w(r, z, z')Jo(krr)r dr. , Jo' (4.25) 

The variance of the vertical particle velocity is the same as the scalar result given in 

[144]. The horizontal component is for one out of two horizontal directions spanned 

by the geophone and so is smaller by a factor of 2. The ambient noise levels in decibels 

are defined by 

(4.26) 

(4.27) 
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where Ure! = Wre! = 1 /-Lm/ s. 

Equations 4.23 and 4.24 are used to compute the general ambient noise levels 

measured by a geophone at 1-m below the ice-vacuum interface for the 20-km con­

vective shell model as a function of temporal and spatial source density. The results 

are shown in Fig. 4-19 for noise sources at z' = 50-m depth in the 1rv4 Hz band, the 

same depth and band used for the Big Bang synthetic seismograms of Section 3. This 

noise table is for h = 50-m ambient cracks, but can be scaled for other crack depths 

h by following the procedures described in Appendix D. 

The ambient noise levels of Fig. 4-19 can be compared directly with the signal 

levels of 250-m cracks for the 20-km convective shell model (Figs. 4-9, 4-13, 4-14, 

4-15, and 4-16). The noise levels can even be compared with the signal levels in 

Figs. 4-10, 4-11, and 4-12 because ambient noise level does not vary significantly as 

a function of ice shell thickness, since it is dominated by the Rayleigh wave, which 

is trapped on the ice-vacuum interface and so is relatively insensitive to the ice shell 

thickness H when its wavelength is small compared to H. 

Such comparisons still require knowledge of the spatial and temporal densities of 

the noise sources. These can be estimated for diurnal tidally driven tensile cracks by 

noting that a cyc10idal feature will extend at a speed of roughly 3.5 km/hr, following 

the location of maximum tensile stress [56]. The propagation speed of a tensile crack, 

however, is the much larger v ~ 0.9 cs , as noted in Sec. 4.2.1. The cyc10idal features 

then are apparently comprised by a sequence of discrete and temporally disjoint 

cracking events. If we assume that each tidally driven crack, of nominal depth h = 50-

m extends for a minimum length of h = 50-m, as discussed in Sec. 4.2.1, we arrive 

at a rate of roughly 1 tensile crack per minute along a given cycloidal feature. A 

consistent estimate of the spatial separation between cracking events would be the 

roughly 100-km scale of a cyc10idal feature [56]. As can be observed in Fig. 4-19, the 

ambient noise level reaches -35 dB re l/-Lm/s for 100-km crack spacing and 1 discrete 

emission per minute. 

If the source of opportunity and ambient noise sources have the same depth of h = 

50-m, the expected energy of each noise source equals that of the signal. In this case, 
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the amplitudes of the time-range plots and synthetic seismograms in Sec. 4.3.3 should 

be decreased by 56-dB, as can be determined from Eqs. D.30 and D.31 of Appendix 

D. Comparison with the time-range plots and synthetic seismograms of Sec. 4.3.3, 

after subtracting 56-dB to go from an h=250-m to an h=50-m deep crack, shows that 

the reflections from the ice-water and water-mantle interfaces will be buried by the 

ambient noise for this scenario. The situation changes if the source of opportunity is 

far more energetic than an expected noise event, as is the case for a Big Bang source 

event. 

4.5.2 Estimation of signal to noise ratio 

It was shown in Sec. 4.2.1 that the peak of the energy spectral density for a surface 

crack is proportional to h6
, while both the bandwidth and frequency of the spectral 

peak are inversely proportional to the crack depth h. Smaller cracks will then not 

only radiate less energy, they will also spread this energy over a broader and higher 

frequency spectrum. Larger cracks, on the other hand, will radiate more energy over 

smaller bandwidths at lower frequencies, as shown in Fig. 4-4. This would make it 

advisable to low-pass filter geophone time series data to the band of a Big Bang source 

of opportunity, if this source was due to a much deeper and less frequent cracking 

event than those comprising the expected noise. If the Big Bang is 5 times deeper 

than the ambient cracks, for example, the radiated energy within the bandwidth of 

the Big Bang will be approximately 56-dB greater than that radiated by an ambient 

crack. This will in turn increase the signal-to-noise ratio of the time series by 56-

dB. In this case, it will be possible to robustly detect multiple Big Bang reflections 

from the ice-water interface and water-mantle interface above the noise for nominal 

50-m deep noise cracks of 100-km spacing and 1 per minute rate, as is illustrated in 

Fig. 4-20 for a 250-m deep Big Bang crack. 

According to Ref. [98], unfractured ice subject to a fixed tensile stress will develop 

a distribution of surface fractures that occur at a rate inversely proportional to the 

maximum depth of the crack h. Larger cracks will be less frequent and so less likely 

radiate seismo-acoustic waves that overlap. Larger cracks will also release stress over 
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Figure 4-20: Time-range plot for a Big Bang event that can stand above the reference 
ambient noise level of -35 dB re 1JLm/s. 

larger areas and so prevent other cracks from developing nearby. 

Small impacts are another potential source of Big Bang events that usually have 

much higher energy spectral levels than surface cracks, as can be seen by comparing 

Fig. 4-5 and Fig. 4-6. Given the impact rate mentioned in Sec. 4.2.2 , the probability 

of at least one impactor within 100km of the seismometer is 0.1 to 10% assuming a 

4 month operational period. While such an impact is not highly likely, the signal­

to-noise ratio would be large and the reflections could be easily resolved. Smaller 

impacts may be much more frequent and still energetic enough to serve as Big Bang 

events, but their rates are difficult to resolve with current observational methods. 

Our signal-to-noise-ratio analysis is based on the worst-case scenario of maximum 

diurnal stress, where all surface cracks are assumed to actively radiate seismo-acoustic 
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waves once every minute. Cracking will become less frequent after Europa passes the 

perigee. The ambient noise level will then decrease, enabling echo-sounding with a 

surface crack of shallower depth h. Since impactors are totally independent of surface 

cracking noise, they may strike Europa at low-tide when surface cracks are dormant, 

achieving the maximum signal to noise ratio. 
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Figure 4-21: Love wave geometry and mode shapes for an elastic plate surrounded 
by fluid media. 

4.6 Inferring Interior Properties of Europa with 

Love and Rayleigh Waves 

Love waves are effectively propagating SH modes trapped by the boundaries of an 

elastic waveguide, while Rayleigh waves are interface waves that travel along an elastic 

surface that involve both compressional and SV wave potentials. The theory of these 

waves in horizontally stratified media is well developed (see, e.g., Refs. [17, 89]). Here 

we discuss the possibility of using the frequency dependent characteristics of these 

waves to infer interior properties of Europa. 

4.6.1 Dispersion of the Love wave 

If an elastic medium is surrounded by a vacuum or fluid media that does not support 

shear, as in the case of an ice sheet floating on an ocean, the Love wave will propagate 

like a free wave in a plate. 

Considering the geometry in Fig. 4-21, the particle displacement in the y direction 

v = v(x, z) satisfies the Helmholtz equation 

(4.28) 

Since vacuum or fluid media cannot sustain shear stress, boundary conditions are 
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Figure 4-22: Love wave dispersion curves for various ice shell thicknesses assuming an 
iso-speed ice shell with a shear wave speed Cs = 2km/s, overlying a subsurface ocean. 
The oth order mode has a constant group velocity that is independent of the ice shell 
thickness. 

expressed as 

avl avl 
J-L az = J-L az = 0, 

z=O z=H 

(4.29) 

where J-L is the shear modulus of the elastic medium. The solution is of the form 

v = V(z)ei(ltxx-wt) , (4.30) 

where "'x is the horizontal wavenumber in the x direction, and w is the angular 

frequency. Equation 4.28 is satisfied by setting 

V(z) = A cos "'z,IZ, 1 = 0,1,2, ... , (4.31) 

where ",~" = ",2 - "';,1' The boundary conditions are satisfied when 

[ 
2 2 ] 1/2 

"'z,IH = '" - "'x,l H = 7rl, 1 = 0,1,2,···. (4.32) 
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The even numbered and odd numbered solutions in Eq. 4.31 represent symmetric and 

antisymmetric normal modes in the plate respectively. Some of the mode shapes are 

shown in Fig. 4-21. It can be shown that the group velocity of each mode is 

l = 0,1, ... ,lmax. (4.33) 

The maximum number of normal modes lmax for a given frequency is 

lmax = integer part of (K:), (4.34) 

with the cut-off frequency of each mode is given as 

(4.35) 

It is important to note that there is a zeroth-order mode that is non-dispersive, 

insensitive to the thickness, and has no cut-off frequency, which can be obtained by 

setting l = 0 in Eq. 4.33 and 4.35. This characteristic of zeroth-order mode is also 

shown in Fig. 4-22. 

This derivation shows that Love waves in a free or fluid loaded plate have group 

velocities that are inversely proportional to frequency so that the lower frequency 

components propagate slower than the higher ones. This dispersive characteristic 

is shown for the group velocity of the 1st mode for various ice shell thicknesses in 

Fig. 4-22. 

If the ice shell overlies another elastic medium with faster shear wave speed such 

as Europa's mantle, however, at the low frequency end the dispersion relationship 

will be reversed with the lower frequency components arriving faster than the higher 

frequency components. This is a common effect also observed in ocean acoustic 

waveguides [106, 39]. In this case, it can be shown that the group velocity and cut-off 
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Figure 4-23: Love wave geometry and mode shapes assuming an ice shell overlying 
basalt halfspace. 

frequency of each mode is given by 

(4.36) 

(4.37) 

where "'x,l is the wavenumber of lth mode in x direction, and /-tb, esb, "'b are the shear 

modulus, shear wave speed, and shear wavenumber in the elastic medium underlying 

the ice shell, respectively. The mode shapes and dispersion curves for various ice shell 

thicknesses assuming an ice shell overlying basalt half space are shown in Figs. 4-23 

and 4-24, respectively. 

Kovach and Chyba [68] have argued that it may be possible to verify the existence 

of a subsurface ocean on Europa by finding a way to measure the presence or absence 

of this reversal. Since the Love wave is trapped within the ice shell, it cannot be used 

to determine the depth of a potential ocean layer below. Kovach and Chyba have 

also suggested that it may be possible to determine the thickness of the ice layer by 

measuring the frequency dependence or dispersion in the group velocity of the first 

Love wave mode. 

Since Love waves are modal decompositions of the SH wave, they will likely require 

source-receiver ranges greatly in excess of the ice sheet thickness to be observed. 

Group velocity analysis, however, requires the source range, which can be estimated 
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Figure 4-24: Love wave dispersion curves for the oth and 1st order modes in the case 
where ice shell is overlying a basalt halfspace. 

by measuring the direct P wave arrival for sufficiently energetic sources or multiple 

reflections from the ice-water interface. Use of the latter, however, would require the 

ice thickness be determined by echo-sounding, which defeats much of the purpose in 

Love wave dispersion analysis. 

Since the Love wave has a zeroth order mode that is non-dispersive if an ocean 

is present and has no cut-off, a potentially significant component of any Love wave 

arrival may never exhibit the sought after frequency dependence or cut-off. Addition­

ally, many modes higher than the 1st can be easily excited by the broadband surface 

sources described in Sec. 4.2.4.2.1 as shown in Fig. 4-25 for the fluid-loaded scenario. 

Different order modes from different frequencies must then somehow be separated 

to avoid ambiguities in the estimation of the group-speed frequency dependence of a 

given mode. Such separation will be difficult to obtain with a single sensor and an 

uncontrolled source. 

A measurement of reduced Love wave levels in the low frequency regimes near 

modal cut-offs could then easily be due to the lower source energy spectra expected 
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Figure 4-25: Love wave dispersion curve for the 20-km fluid-loaded iso-speed ice shell 
up to the 144th mode. The mode number runs from left to right. For reference, the 
3-dB bandwidth of a 250-m deep crack is shown as a thick horizontal line. 

in these regimes from the analysis of Sec. 4.2.1 rather than modal cut-off effects. 

Comparisons with P wave and SV wave spectra from the same source event could 

help to reduce this ambiguity, but would not necessarily resolve it even below the 

cut-off frequency of the 1st mode due to the existence of the Oth order Love wave 

mode that is non-dispersive in the fluid-loaded scenario and has no cut-off. Some of 

these issues may be resolvable for very distant sources given well separated arrivals 

for the different Love wave modes. 

4.6.2 Estimating the Upper Ice Shell Temperature Gradient 

by Rayleigh Wave Dispersion 

It may be possible to estimate the temperature gradient in the upper thermal bound­

ary layer of the ice shell by measuring dispersion of the Rayleigh wave. As noted 

earlier, the Rayleigh wave is a special kind of surface wave that propagates as a 

trapped wave on the boundary between the vacuum and the elastic medium. Since 
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Figure 4-26: Spectrograms of the Rayleigh wave for the 20km rigid ice shell model. 
No prominent dispersion is observed in the spectrogram. 

it 's propagation speed is slower than the shear speed in ice, it cannot propagate down­

ward but rather decays exponentially with depth as an "evanescent wave" in the ice. 

This decay is often referred to as an evanescent tail that reaches down into the elastic 

medium. Since the length of evanescent tail is dependent on frequency, different fre­

quency components of the Rayleigh wave will probe different depths. The Rayleigh 

waves at different frequencies , probing different depths , will then disperse in time if 

the shear speed of the ice changes with depth. A strong sound speed gradient in the 

ice shell, as in the convective ice shell model, will then force Rayleigh waves to dis­

perse over time. Measurement of this dispersion may reveal the internal sound speed 

profile of the ice shell, from which the temperature profile may be inferred. Contrary 

to the problems encountered with Love waves , a broader source spectrum gives better 

resolution in measuring the dispersion of Rayleigh waves since the Rayleigh wave is 

a single wave type rather than a set of propagating modes. 

Figures 4-26 and 4-27 show the arrival structure of the Rayleigh wave from a 

Big Bang source as a function of time and frequency for two distinct ranges in the 
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Figure 4-27: Spectrograms of the Rayleigh wave for the 20km convective ice shell 
model. Dispersion in the low frequency components are observed as a slower arrival 
in the time series. 

20km rigid and convective ice shell models. If there is no prominent change in the 

sound speed in the ice shell , all the different frequency components of the Rayleigh 

wave travel with the same speed, making a straight vertical line in the spectrogram 

as in Fig. 4-26. If there is a very strong sound speed gradient near the surface, 

however, as expected in the convective ice shell model, the longer evanescent tails 

of the low frequency components begin to be affected by the partial-melt regime, 

making the low frequency components propagate more slowly than the high frequency 

components. This can be observed in Fig. 4-27, where there is a O.2-km/s variation in 

shear wave speed across the upper thermal boundary layer in the convective ice shell 

model. This leads to the roughly 5 second travel time difference observed between 

the Rayleigh wave's high and low frequency components at 300-km, indicating that 

the temperature gradient of the upper thermal boundary layer may be inferred by 

Rayleigh wave dispersion measurements. 

The actual measurement of Rayleigh wave dispersion has some similar practical 
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constraints as those encountered for the Love wave measurement. The range from 

source to receiver and original energy spectrum of the source must be known. These, 

however, may be reasonably estimated by measuring the direct P wave arrival time 

and energy spectrum, as is necessary in echo sounding. To sample deep into the ice 

shell, very long wavelengths and consequently very low frequency components must 

be strongly excited. These require large cracking events. Frequency components 

less than 0.5Hz, for example, would need to be strongly excited for the 20km ice 

shell model. Also, since the sound speed in ice does not change drastically with 

temperature, as shown in Appendix B, long-range propagation, well in excess of 100 

km, is necessary to clearly resolve the dispersion. For example, a 0.2-km/s variation 

in the shear wave speed across the upper thermal boundary layer in the convective 

ice shell model will lead to an approximately 5 second travel time difference between 

the high and low frequency components at 300 km. So as in both the echo sounding 

and Love wave techniques, extremely energetic events are required, and as in the Love 

wave technique the source of opportunity must be very distant for the Rayleigh wave 

dispersion technique to be feasible. 
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4.7 Summary 

A method to probe the interior structure of Europa by echo-sounding with natural 

sources of opportunity is presented. To evaluate its feasibility, estimates are made 

of (1) the frequency of occurrence and energy spectra expected of typical Europan 

seismo-acoustic sources, (2) the travel time and amplitude structure of arrivals from 

these sources at a distant receiver after propagation through Europa's ice and poten­

tial water layers, and (3) ambient noise on Europa. 

We find that a single passive tri-axial geophone planted on Europa's surface should 

make it possible to estimate the thickness of Europa's ice shell as well as the depth of a 

potential subsurface ocean by exploiting natural ice cracking events and impactors as 

seismo-acoustic sources of opportunity. These natural sources are expected to radiate 

low frequency seismo-acoustic waves that are well suited for efficient propagation deep 

into the interior of Europa. Our analysis shows that "Big Bang" source events are 

likely to occur within the period of a landing mission that have returns from the bases 

of the ice and ocean layers of sufficient magnitude to stand above the accumulated 

ambient noise of less energetic but more frequent surficial cracking events. 
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Chapter 5 

Mechanics of tidally driven 

fractures in Europa's ice shell 

Among Europa's surface features, cycloidal cracks are probably the most important 

for proving the existence of a subsurface liquid ocean. This is because (1) there is 

strong evidence that they are caused by tidally induced stress [47, 56], and (2) this 

stress likely only approaches the ice failure strength if an ocean is present. 

There are a number of outstanding issues, however, in quantitatively explaining 

cycloidal cracks. First, current estimates of the pure diurnal tidal stress necessary 

to cause cycloidal cracks even in the presence of an ocean range between 40 to 120 

kPa based on kinematic fits to observed cycloid geometry [56, 57, 28]. This range is 

well below the typical stress known to cause tensile failure in natural terrestrial ice 

[138, 136]. Second, models of ridge formation suggest that cycloidal cracks penetrate 

through the entire brittle-ice layer [56, 104, 43], but current models limit the depth 

of tidally induced surface cracks to be less than 100 m even in the presence of a 

Europan ocean [27, 56, 74, 43]. These penetration depths are more than an order 

of magnitude shallower than even the minimum current estimates of Europa's brittle 

layer thickness, which are in excess of 1 km [99,47, 104,31]. Third, the 3-km/h crack 

propagation speed determined by [56] is three orders of magnitude lower than the 

roughly 2-km/s speed at which cracks are known to propagate in ice [38]. 

The purpose of this paper is to quantitatively address these issues in a unified 
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manner. To do this, a fracture mechanics model is developed for the initiation and 

propagation of a crack through an ice layer of finite thickness in the presence of 

gravitational overburden and porosity. It is found that surface cracks can penetrate 

through Europa's entire brittle layer, roughly a few kilometers, at the tidal stress 

thresholds found to be consistent with observed cycloid geometry in current kinematic 

models, if a liquid ocean is present under Europa's ice shell. Such penetration depths 

are found to be extremely implausible in the absence of a liquid ocean because tidal 

stress levels are too low. 

For crack initiation, it is shown that Europa's ice shell may be highly porous 

and salt-rich by use of terrestrial models and measurements [138, 136] as well as 

Earth-based radar-wave backscattering data from Europa [12]. This implies that the 

strength of Europa's outer ice shell may be sufficiently low to make the crack initiation 

strengths of 40 to 220 kPa arrived at by [56, 57] and [28] highly plausible, even though 

they are much lower than those typically measured for terrestrial ice. 

For crack propagation, a model is developed for the stress intensity factor at a 

crack tip in an ice shell with finite thickness, gravitational overburden, and depth­

dependent porosity. This leads to the conclusion that cycloids are generated as a 

sequence of discrete and near instantaneous fracture events, each of which penetrates 

through the entire brittle layer with horizontal length on the order of the brittle layer 

thickness. This mechanism yields an apparent propagation speed that is consistent 

with the 3 km/h crack propagation speed necessary to generate cycloids in current 

kinematic models [56, 57, 41]. Total penetration would also provide paths for the 

emergence of water or ductile ice to form the observed ridges. Another implication of 

this model is that the level of seismic activity should be higher by orders of magnitude 

in the presence rather than absence of an ocean. 

Both terrestrial sea ice measurements and radar backscattering data from Europa 

strongly suggest that Europa's ice is highly porous and the size of vacuous pores or 

salt pockets is on the order of a millimeter. Since the latter is at least three orders of 

magnitude smaller than the ice-penetrating radar wavelength, our calculations show 

that porosity-induced scattering should not be significant. This differs substantially 
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Figure 5-1: The geometry of brine pockets in natural terrestrial sea ice (Adapted 
from [138]). Brine pockets generate cylindrical cavities with diameter d and length I. 

from what has been predicted by [33], who arbitrarily assumed meter-scale spherical 

pores. Besides pores, fractures might constitute another class of void scatterers. 

Fractures, however, should only cause noticeable scattering if the surface normal of 

the fault exceeds the critical angle, typically 32° for electro-magnetic waves incident 

from ice to vacuum and fracture opening widths are at least of radar-wavelength 

scale, which will likely be on the order of 1 m [23, 14]. It is not yet clear if plausible 

mechanisms exist for maintaining such critically large opening widths. 

5.1 Fracture initiation based on ice porosity 

In current kinematic models for cycloidal cracks, the crack initiation threshold has 

been found to range from 40 to 120 kPa in the absence of stress accumulated by 

nonsynchronous rotation, if an ocean is present [47, 56, 57, 48, 8, 28]. The typical 

strength of naturally occurring terrestrial ice, however, is roughly 500 kPa [138, 136], 

which is roughly an order of magnitude larger than these crack initiation thresh­

olds. Europa's ice shell would then require significantly lower strength for the current 
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Table 5.1: Ice porosity of Galilean satellites estimated using 3.5-cm and 13-cm radar­
wave observations (Modified from Ref. [12]). 

Wavelength Europa Ganymede Callisto 
3.5 cm 33 % 2 % 2 % 
13 cm 94 % 5 % 7 % 

kinematic cycloidal crack models to be feasible. 

This discrepancy can potentially be explained by examining the relationship be­

tween porosity and ice strength. The existence of pores and brine pockets in natural 

terrestrial sea ice has been known to decrease its strength significantly. Brine pockets 

generate cylindrical cavities in naturally grown ice, as shown in Fig. 5-1. Average 

values of the diameter d and the length l of the cylindrical pores in terrestrial ice are 

0.07 mm and 0.23 mm, respectively [3]. These cavities lead to a local magnification 

of stress near the cavities and a consequent decrease in the overall strength of the ice. 

Weeks and Assur [138] have derived a semi-empirical relationship for the dependence 

of ice strength on porosity or brine content based on Arctic glacier and sea ice data 

assuming cylindrical cavities, 

a'j = { 6.86 X 10
5 

[1 - (O.2t2 f/2] Pa 

1.96 x 105 Pa 

for ~ < 0.35, 

for ~ > 0.35, 
(5.1) 

where a f is the tensile strength of ice, and the dimensionless Vb is the fraction of 

volume occupied by pores, or the porosity. Vaudrey [136] has derived a similar semi­

empirical relationship independently from Antarctic glacier data, and has suggested 

that 

[ ( Vb) 1/2] 
a f = 9.59 X 10

5 
1 - 0.249 Pa. (5.2) 

These curves make it possible to quantitatively estimate the porosity necessary to 

obtain a given tensile strength. Given this, it may be determined if porosities cor­

responding to the crack initiation thresholds given in current kinematic models fall 

within a plausible range. 
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One may independently estimate the porosity of Europa's outer ice shell from 

Earth-based radar backscattering data. Black et al. [12] have investigated the effect 

of porosity on the measured radar reflectivity from Europa assuming spherical pores. 

The porosity of ice in their model can be obtained using 

l
Tm 47r 

Vb = _Kr3-{3 dr, 
To 3 

(5.3) 

where r is the radius of the pores, and r 0 and r m are the minimum and the maximum 

radius of the pores. The constant K in Eq. 5.3 is given as 

(5.4) 

The physical explanations and the best-fit values of the parameters {3, To, '"Y and If in 

Eqs. 5.3 and 5.4 are given in Table II and IV of Ref. [12]. The mean radius of the 

pores obtained from their best-fit values is 0.16 mm, which shows good agreement 

with the typical pore size in terrestrial ice previously discussed. Since most of the 

pores in their model are much smaller than the wavelengths of Earth-based radar, 

the detailed geometry of the pores is insignificant in the scattering model. 

The resulting porosity estimates Vb for three icy satellites of Jupiter are shown in 

Table 5.1 for only the 3.5 cm and 13 cm radar observations since backscattering at 70 

cm did not have sufficient signal-to-noise ratio [13] to be used for porosity estimation. 

It can be seen from Table 5.1 that Europa's porosity estimates are both variable 

and high compared to terrestrial levels, while those of Ganymede and Callisto are 

significantly lower and well in the terrestrial range. 

The semi-empirical models of Refs. [138] and [136], shown in Fig. 5-2, begin with 

high tensile strength at the lowest porosities found in Antarctic and Arctic glaciers. 

Tensile strength monotonically decreases with increasing porosity until both models 

converge at the relatively high terrestrial porosities found in Arctic sea ice. Europa's 

porosity, as estimated from Earth-based radar backscatter data, exceeds the maxi­

mum levels found in natural terrestrial ice. The porosities expected for Ganymede 

and Callisto from similar radar backscatter data put them in the porosity range of 
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Figure 5-2: Tensile strength a f of natural terrestrial ice as a function of porosity Vb. 

The shaded regime spans Europa's likely porosity range based on radar backscatter 
(Table 5.1) and the stress threshold range for cycloid formation from current kinematic 
models [57, 28]. The likely porosity (Table 5.1) and the stress ranges on Ganymede 
and Callisto [92] are also shown. The strength of clear lake ice typically varies from 
600 to 750 kPa [139]. 

terrestrial glaciers. 

The terrestrial ice strength curves of Fig. 5-2 show that the mean tensile strength 

of natural ice reaches a minimum value of 196 ± 50 kPa in the range 0.15 ::; Vb ::; 

0.25. No data exists beyond Vb > 0.25. A single extreme data point at 90 kPa for 

Vb = 0.24 (Fig. 9 of Ref. [122]) indicates that occasionally lower strengths do occur. 

This may be used as a lower bound on tensile strengths for porosity Vb ::; 0.25. The 

maximum 220 kPa combined tidal and nonsynchronous stress threshold for cycloidal 

crack formation [28] is consistent with crack initiation on Europa even if its porosity 

values fall within or exceed the upper range of those measured on Earth. Given 

this same range of porosities and the 90 kPa lower bound for tensile strength, it 

is possible that cracks occasionally initiate on Europa even under pure diurnal tidal 

forcing, with corresponding stress thresholds of 40 to 120 kPa [56, 28]. It is reasonable 
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to expect that as porosity increases above the values measured for terrestrial ice, the 

corresponding tensile strength will decrease. In this case, crack initiation on Europa 

becomes even more likely for the 40 to 220 kPa range of stress thresholds currently 

expected for cycloid formation. The upper limit allows for the addition of some 

nonsynchronous rotation stress [47, 28]. In the absence of an ocean all tidally induced 

stress levels decrease by an order of magnitude, making it far less likely for cracks to 

initiate on Europa's surface. 

The striking differences in surface geomorphology between Jupiter's three icy 

moons may be due to the differences in ice porosity. Tidal deformation and con­

sequently tidal stress levels are roughly an order of magnitude lower on Ganymede 

and Callisto than on Europa [92], as shown in Fig. 5-2. Given this and the fact that 

estimates from Earth-based radar backscattering data find the porosities of their outer 

shells to be much lower than Europa's, it seems implausible for tidally induced sur­

face cracks to form regularly even if they have subsurface oceans. This can be seen in 

Fig. 5-2 where the failure stresses are at least an order of magnitude higher than the 

applied stresses on Ganymede and Callisto. This is consistent with the observation 

of no cycloidal surface fractures on Callisto [45] or Ganymede [107]. 

Pore closure due to gravitational overburden may lead to increasing ice strength 

with depth on Europa. The porosity of the ice shell versus depth can be estimated 

using the methods of Ref. [97], as shown in Fig. 5-3, where it is seen that high porosity 

may persist in the upper half of the brittle layer and approaches zero in the lower 

half of the layer. Together with Fig. 5-2, this indicates that tidally driven cracks 

on Europa are much more likely to initiate from the weaker outer surface of the ice 

shell rather than from the stronger base of the shell. Bottom-initiated cracks are also 

unlikely because of the high gravitational overburden pressure and ductility of warm 

ice at the base [27]. This is also consistent with terrestrial observation by Neave and 

Savage [95] that, among more than 1000 ice cracking event samples in a roughly 300 

m thick glacier, none originated at depths greater than 60 m. 

One may then conclude that the combination of semi-empirical ice strength mod­

els and porosity estimates based on radar backscatter data from Europa suggests 

153 



o~----~------~------~------~----~~ 

500 

1000 ................................... . 

:[ 1500 

N ______ -----~--~ 
~ 

2000 ............................. . 

2500 .................... . 

0.2 0.8 

Figure 5-3: Porosity profile versus depth z normalized by the surface porosity Vb(O). 
The thickness of the brittle layer is assumed to be 3 km (Adapted from Ref. [97)). 

that cracks should at least occasionally initiate on Europa's surface under pure tidal 

stress for the thresholds given in current kinematic models for cycloids. Initiation 

would be more likely for the thresholds obtained under a combination of tidal and 

nonsynchronous stress [28], or in concert with additional isotropic stress [96]. Sim­

ilar evidence suggests that it is unlikely for tidally induced surface cracks to form 

regularly on Ganymede and Callisto. 

5.2 Fracture propagation 

In the previous section, it was found that cracks can initiate on Europa's surface under 

currently hypothesized tensile stress levels, and with much higher probability if there 

is a liquid ocean present below its ice shell. Here we show that surface generated cracks 

on Europa may penetrate through the upper brittle layer of ice if the brittle layer is 

a few kilometers thick and if it is effectively decoupled from water or near-inviscid 

ductile ice below. We then argue that any given cycloidal arc on Europa's surface 
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Figure 5-4: Stresses applied to a surface crack with depth h in a brittle ice layer of 
thickness H, where U oo is the local far-field tensile stress. The gravitational overbur­
den stress uo(z) on the crack walls is given in Eq. F.l. 

was likely formed as a sequence of concatenated cracks that penetrated through the 

entire brittle layer, so that the crack propagation speed determined by Refs. [56, 57] 

must then be an apparent speed. 

5.2.1 Stress intensity factor as a function of crack depth in 

a finite ice shell 

When a tensile stress field is applied to an elastic medium, cracks develop to release 

stress locally if the applied stress exceeds the medium's failure strength in tension. 

The direction of crack propagation is normal to the direction of applied tensile stress. 

On Europa, the elastic medium is also under the effect of gravitational overburden 

which exerts a linearly increasing compressive stress along the depth of the medium. 

This overburden stress suppresses crack propagation in the depth direction [27, 56, 43]. 

The maximum penetration depth h of a surface-generated crack under the com­

bination of a far-field tensile stress u 00 and a gravitational overburden compressive 

stress u 0 occurs roughly where these two opposing stresses cancel. A schematic dia­

gram of crack geometry and stress distribution is shown in Fig. 5-4. The entire load 

from tensile stress u 00 is concentrated in the unfractured medium h' = H - h below 

the crack since the fractured medium above cannot support tension. Here H is the 

thickness of either the entire ice shell which would be thin and brittle [99, 47], or the 

upper brittle layer that is effectively decoupled from the ductile layer below [104, 31]. 
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The tensile stress at the crack tip then increases nonlinearly as the crack grows in 

depth toward the lower boundary of the medium. The overburden compressive stress 

at the crack tip increases linearly as a function of h since the gravity force is a body 

force acting locally on the surface exposed by the fracture. A difference in depth 

dependence between tensile stress from far-field tidal forcing and compressive stress 

from overburden at the crack tip in the process of crack growth has been suggested 

in Ref. [75] and implied in Ref. [116]. 

The stress intensity factor KI,t at the crack tip in an ice sheet due to far-field 

tensile stress U oo is [6, 128] 

(5.5) 

where 
2H trh 0.752 + 2.02 (1}) + 0.37 (1- sin ~)3 
7r h tan 2H cos 7rh 

2H 

(5.6) 

is a nonlinear function of the ratio of crack depth to the ice shell thickness hi H, with 

geometry shown in Fig. 5-4. The stress intensity factor KI,t approaches infinity as 

hi H approaches 1, as shown in Eqs. 5.5 and 5.6, due to the concentration of far­

field tensile stress in the regime h' below the crack. As hi H approaches 0, Eq. 5.5 

approaches the stress intensity factor obtained under the assumption that Europa's 

ice shell behaves as an infinite halfspace [143, 125, 27], 

(5.7) 

The stress intensify factor KI,o due to compressive stress from gravitational overbur­

den is approximated as [143, 53, 125] 

where ice density Pi is 920 kg/m3
, gravitational acceleration 9 is 1.32 m/sec2 , and 
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Figure 5-5: The total stress intensity factor KJ for H = 1 km. Cases 1, 2, and 
3 represent the no solution, 1 solution, and 2 solution cases in Eq. 5.9. The gray 
lines show the total stress intensity factors for corresponding cases when an infinite 
halfspace model is employed. The porosity of ice Vb is assumed to be zero. 

u(h) is a unit step function. The compression from overburden acts locally on the 

crack with effectively no influence from the lower boundary. We assume that porosity 

persists up to the depth hp from the surface, where the depth of the porous layer hp 

is taken to be roughly one half the thickness of the brittle layer based on the model 

of Ref. [97], as shown in Fig. 5-3. 

5.2.2 Crack penetration depth 

A surface-generated crack stops propagating at the depth where the stress intensity 

factor due to tension is balanced by the stress intensity factor due to overburden 

stress, 

If KJ is greater than zero, the crack propagates in depth to release the stress at the 

crack tip until K J reaches zero. A negative stress intensity factor only has physical 
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meaning in the sense that the crack cannot reach a depth where K J < 0 since com­

pression due to gravitational overburden overwhelms far-field tension at that depth. 

To find the depth of a tidally driven crack on Europa, Eq. 5.9 needs to be solved for 

h given Hand uoo . 

The stress intensity factor as a function of crack penetration depth h for an H = 

1 km layer and a halfspace is illustrated in Fig. 5-5. If the fracture process is modeled 

under the assumption that the ice shell behaves as a halfspace, only a single solution is 

obtained. Crack penetration is then always limited to very shallow depths of roughly 

200 m for pure diurnal tensile stress level of roughly 40 to 120 kPa [56, 28]. 

By including the finite thickness of the brittle ice layer in the fracture modeling, 

three possible forms of outcome must be considered, as illustrated in Fig. 5-5. In the 

first case, there is no mathematical solution to Eq. 5.9. This occurs when the far-field 

tensile stress U oo is large enough that KJ in Eq. 5.9 is always positive for 0 ~ h ~ H. 

A surface-generated crack then penetrates rapidly through the entire brittle ice layer 

because the stress intensity factor at the crack tip always exceeds zero regardless of 

the crack depth h. In the second case, only one solution to Eq. 5.9 occurs. This 

occurs at critical depth h = he, but the solution is unstable. Given a minor overshoot 

of the crack tip beyond he [38], the stress intensity factor will become positive, where 

total penetration through the brittle ice layer will again occur. The far-field stress 

for the one solution case is the minimum required for total penetration through the 

entire layer H. This stress, defined as the critical stress U e , is a function of the layer 

thickness H. In the third case, the far-field stress is less than U e , and Eq. 5.9 has two 

solutions hl and h2' where 0 < hl < h2 < H, as shown in Fig. 5-5. Given the exact 

deterministic equations 5.5 and 5.8, the crack would only reach the shallower depth hl 

and stop. The shallower depth is similar to what one would obtain in the halfspace 

formulation. It is interesting that the depth scale of this shallower solution, given 

tidal forcing in the presence of an ocean, is similar to the 100-m-scale topographic 

variations on Europa's surface. It is also interesting that the expected pattern of 

stress relief due to these shallower surface cracks from tidal forcing is similar to the 

striated structure observed in many areas on Europa's surface. 
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Figure 5-6: The critical stress u c for total penetration through the brittle layer of 
thickness H and porosity Vb. The thickness of the porous layer hp in Eq. 5.8 is 
assumed to be H /2 based on Ref. [97] and Fig. 5-3. 

Simple order of magnitude calculations of crack penetration depths in a finite­

thickness ice shell without involving the stress intensity factor theory are given in 

Appendix E. It can be seen in Appendix E that the solusions obtained from the 

order of magnitude calculations also show the same behavior in that there are three 

possible cases of solutions and the critical crack depth occurs at roughly half the ice 

shell thickness. 

The stress required for a crack to penetrate through the entire brittle layer H 

is shown in Fig. 5-6 as a function of ice porosity Vb and layer thickness H. We 

consider reasonable values for Europa's near-surface porosity to be within the 0.3 

to 0.5 range. Current estimates of the far-field tidal stress necessary to match the 

geometry of observed cycloidal cracks range from 40 kPa for diurnal stress only [56] 

to 220 kPa for diurnal combined with nonsynchronous rotation stress [28] if Europa 

possesses a liquid subsurface ocean. Within these bounds, surface generated cracks 

will penetrate through the entire brittle layer if its thickness does not exceed roughly 

3 km. This limit on conductive layer thickness is consistent with those obtained based 

on thermal convection models [31]. Nonsynchronous stresses might be on the order 

of 500 to 1000 kPa, and could then lead to penetration through a significantly thicker 

brittle layer, on the order of 6 to 13 km. The resulting fractures, however, are not 
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Figure 5-7: The same as Fig. 5-6, but when Europa's brittle ice layer is assumed to 
be an infinite halfspace. 

expected to be cycloidal because the total stress is dominated by the nonsynchronous 

stress components rather than the diurnal components [55, 28]. 

If the halfspace fracture model is employed, crack penetration depths are roughly 

a factor of 4 to 5 smaller within the same porosity and stress bounds, as shown 

in Fig. 5-7. These depths would not be consistent with cycloidal crack penetration 

through the entire brittle layer, based on most current estimates of its thickness. 

From this fracture model and our current knowledge of the tidally induced stresses 

on Europa, we can draw the conclusion that the brittle layer should be less than a 

few kilometers in thickness, and should be mechanically decoupled by water or weak 

convective ice below. We can also draw the conclusion that Europa should likely have 

an ocean of liquid water below its ice sheet. This can be inferred from Fig. 5-6, where 

the maximum outer layer thicknesses corresponding to full crack penetration would 

have to be less than an unreasonably small 100 m to fracture in response to the order 

of magnitude smaller tidal stress expected if Europa has no ocean [91]. Brittle layer 

thicknesses of less than 100 m are highly implausible because they do not even exceed 
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the standard deviation of Europa's surface elevation [108, 37, 97]. 

5.2.3 Horizontal region of stress relief 

The minimum length of a crack and region of stress relief in response to tension 

is on the order of the crack depth h when a surface crack develops in an elastic 

halfspace [98, 51]. If total penetration of a crack through the medium occurs, however, 

the region of stress relief is no longer limited by the crack depth, but is roughly 

proportional to the length of the crack [129]. So as a crack extends in length, the 

region of stress relief, within which other long and deep cracks do not form, increases 

proportionally. 

The minimum length of a crack that penetrates through the entire brittle layer 

would then be on the order of 1 to 3 km for pure diurnal tidal stress based on the 

findings of Sec. 5.2.2. Suppose, from a fully penetrating crack's initiation point up 

to some length at least one crack depth away in range, tidally induced stress exceeds 

the mean critical stress a c by an amount much larger than the critical stress standard 

deviation. The probability that the crack will exceed this length should then decrease 

rapidly because there is insufficient stress to maintain its propagation [98]. 

We believe that this is very likely the situation on Europa because (1) the spatial 

rate of change of tidal stress on Europa's surface is on the order of 1 kPa over a 

kilometer scale [28], and (2) the corresponding stress change over the minimum length 

of a fully penetrating crack, roughly 1 to 3 km, is many times larger than the expected 

critical stress standard deviation, as shown in Appendix F. 

5.2.4 Discrete fracture model for cycloidal crack propagation 

Stress relief by fracture is nearly instantaneous because cracks in ice are expected to 

propagate at the 2-km/s Rayleigh wave speed, which is approximately 90% of the 

shear wave speed [38, 2]. Since this is three orders of magnitude larger than the 

roughly 3 km/h crack propagation speed [56, 41], an additional physical mechanism 

must be considered to explain cycloid formation. 
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Figure 5-8: Cycloidal crack formation under a temporally and spatially varying ten­
sile stress field. A single crack penetrates through the entire brittle layer at time 
t = to normal to the direction of maximum tensile stress over a fraction of a cy­
cloidal arc. The crack forms "instantaneously" at roughly the Rayleigh speed. At 
a later time t I , the fully penetrating crack reinitiates "instantaneously" in a slightly 
different direction when the threshold stress advects to the crack's former end tip. 
As the process continues, a series of discrete, temporally discontinuous, concatenated 
fractures through the entire brittle layer will form a cycloidal arc propagating at an 
apparent speed that is orders of magnitude slower than the Rayleigh speed, where tn 
is the time of the nth discrete fracture. The cycloidal arc ceases to propagate when 
Europa moves so far from peri center that the applied tensile stress tensor falls below 
the critical stress. 

The stress field due to tidal forcing propagates with a speed that is orders of 

magnitude lower than the crack propagation speed since it is synchronized with the 

tidal bulge that slowly moves across Europa's surface. A crack that has penetrated 

through the entire brittle layer by the model of Sec. 5.2.2 and Sec. 5.2.3 will not 

continue to propagate horizontally until the applied tidal stress field advected to the 

end tip of the crack reaches the critical stress. 

Assuming the original crack extended in a direction normal to the direction of 

the maximum tensile principal stress at its space-time initiation point, the crack will 

extend in a new normal direction when it reinitiates at its former end tip because the 

direction of the maximum principal stress changes in time and space as a result of 

tidal forcing [47, 28]. This reinitiated crack will again penetrate the entire brittle layer 

and propagate in range a distance roughly equal to the brittle layer thickness, wait 

for the threshold stress to move to the new end tip, and start the process all over. As 
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the process continues, the series of discrete, temporally discontinuous, concatenated 

fractures through the entire brittle layer will form a cycloidal arc propagating at an 

apparent speed that is orders of magnitude slower than the Rayleigh speed. This 

apparent speed equals the rate of change of the tidally induced critical stress for 

total penetration of a crack through the brittle layer, varies with time and space, but 

should be within the range of 2 to 5 kmlh found in the fits of Refs. [56, 57, 8, 48, 41] 

for pure diurnal stresses. A schematic diagram of cycloidal crack formation in this 

scenario is shown in Fig. 5-8. The use of these fitted speeds may not be practical for 

predicting new cycloids if the actual stress in the ice somehow begins to exceed the 

critical stress over an extended region. Fractures could then rapidly propagate near 

the Rayleigh speed across the extended region. 

As noted in Sec. 5.2.3, stress will be relieved near the cycloidal arc over a propor­

tionally larger region as it progresses. This will suppress development of other tidally 

induced cracks within a radius equaling roughly an arc length. This is consistent 

with observed cycloidal geometries (Fig. 3 of Ref. [56]), where it can be seen that the 

distance between the observable cycloids is roughly the length of a cycloidal arc. 

As discussed in Ref. [56], the cycloidal arc ends as Europa moves sufficiently far 

from pericenter. On the next day, a new tensile crack forms at this end, where stress 

concentration is largest, when the applied stress field again reaches the critical stress, 

(]' c' This initiates a new cycloidal arc linked to the end point of the previous one. 

Since the direction of the applied stress field changes drastically during the period of 

inactivity, the cycloid will exhibit a sharp cusp where the end of the old arc and the 

beginning of the new one meet. 

Analogous observations have been made in terrestrial ice. Neave and Savage [95] 

have shown that a sequence of more than 20 consecutive 10-m long tensile fractures 

formed a several-hundred-meter long crevasse near the surface of an Arctic glacier. 

They have shown that the apparent propagation speed of the crevasse was 28 mis, 
orders of magnitude smaller than the Rayleigh wave speed in ice. On Europa, a 

similar number of consecutive concatenated fractures form a cycloidal arc in our 

present model. Each discrete fracture in the cycloid penetrates through the entire 
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brittle layer at roughly the Rayleigh speed. For the expected roughly 1 to 3 km 

brittle layer thickness, the penetration depths of these tensile fractures are equivalent 

to those that lead to the break up of Antarctic ice shelves, after accounting for 

the difference between the gravitational constants of Earth and Europa. Since the 

maximum instantaneous opening width of any initial tensile fracture should be on the 

order of a centimeter, while that of a full cycloid should be on the order of a meter 

[129], it is unlikely for extensive secondary fracturing and normal faulting to occur 

immediately. 

5.3 Surface seismic activity based on the fracture 

mechanics model 

The fracture initiation and propagation model in Sec. 5.1 and Sec. 5.2 has significant 

implications for surface seismic measurements on Europa. The fracture initiation 

model in Sec. 5.1 implies that the level of seismic activity should be higher by orders 

of magnitude in the presence of an ocean. High correlation is expected between the 

level of seismic activity and the tidal period in the presence but not in the absence of 

an ocean. This is because (1) tidal stresses are probably far too low to induce cracks 

in the absence of an ocean, and (2) surface cracks should form regularly during the 

tidal cycle if an ocean is present. 

The level of seismicity and the frequency spectrum of the ambient noise would also 

significantly change depending on whether a subsurface ocean is present on Europa. 

In the absence of a subsurface ocean, the tidal stress levels would decrease by an order 

of magnitude compared to the stress level in the presence of an ocean, and surface 

cracks would not initiate. Even if cracking events occur rarely, the crack depths would 

be limited by roughly 10 m due to low tidal stress level. The frequency the seismic 

events from these very shallow cracks would be relatively high, with center frequency 

at roughly 50 Hz. 

In the presence of a subsurface ocean, however, many shallow surface cracks with 
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Figure 5-9: Seismic surface wave magnitude level Ms as a function of crack depth h. 
For roughly 200-m deep crack, Ms ~ 1 and the velocity field measured by a geophone 
is roughly 1 J-Lm/s for a geophone at 50 km from the crack. For roughly 2-km deep 
crack, Ms ~ 5 and the velocity field is roughly 1 mmls for a geophone at 50 km from 
the crack. 

roughly 100 m depth would initiate, since the tidal stress level on Europa's surface 

would be sufficient to initiate the cracks. High ambient seismic noise level with 

roughly 1 J-Lm/s rms velocity is then expected, and the ambient noise would be highly 

correlated with tidal period. The center frequency of the seismic noise would be lower 

by an order of magnitude in the presence of an ocean, since the crack depth increases 

by an order of magnitude. The center frequency of the noise would then be at roughly 

5 Hz. 

Besides roughly 100-m deep cracks, frequent "Big-Bang" cracks would occur if a 

subsurface ocean is present. The cracks associated with cyc10ids that fully penetrate 

the brittle layer should be at least 106 times more energetic than the shallow, roughly 

100-m deep, surface cracks discussed in Sec. 5.2.2. The former should also have 

center frequencies an order of magnitude lower than those of the latter. These will 

improve the signal-to-noise ratio for the type of seismic profiling discussed in Chap. 4 
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Figure 5-10: Attenuation coefficient a from Eq. 5.10 as a function of porosity Vb and 
pore radius r, using exact Mie theory for scattering cross section C. 

if fully penetrating cracks are used as sources of opportunity. The seismic surface 

wave magnitude Ms is shown in Fig. 5-9 as a function of crack depth h, where it 

can be seen that Ms for a few kilometers deep cracks would be as large as 5. Since 

fully penetrating cracks are expected to occur on the order of once an hour for any 

given cycloid, the probability of unwanted overlap between different source signals 

and their multiple reflections is not high. Furthermore, the center frequencies of the 

seismic events from the "Big-Bang" cracks may enable us to constrain the thickness 

of the brittle ice layer, since the center frequency is inversely proportional to the crack 

depth, which is limited by the brittle layer thickness. 

5.4 Ice-penetrating radar scattering loss 

It has been proposed that Europa's potential subsurface ocean could be detected by 

ice-penetrating radar [23, 90]. The main challenge to radar sounding on Europa lies in 

accrued absorption due to warm or dirty ice [23, 90], and scattering due to ice surface 
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roughness and volume inhomogeneities [44, 14]. As shown in Sec. 5.1, Europa's ice 

shell may be highly porous, and as shown in Sec. 5.2, it may also be highly fractured. 

These inhomogeneities together with surface roughness will lead to scattering losses, 

the significance of which can be quantitatively assessed. Eluszkiewicz [33] considered 

scattering losses from porosity on Europa. He arbitrarily assumed a pore radius of 

roughly 1 m, which is orders of magnitude larger than both that estimated from 

Earth-based radar measurements by Black et ai. [12], and terrestrial ice rheology 

models as noted in Sec. 5.1. We show that this overestimation of pore size leads to 

a corresponding overestimation of transmission loss due to scattering by orders of 

magnitude. 

The attenuation coefficient a of the mean electro-magnetic field transmitted through 

a medium with inhomogeneities is [113, 135] 

a = (10 log e) NC dB/m, (5.10) 

where N is the expected number density of scatterers per volume, and C is the 

expected scattering cross section of a given inhomogeneity. The scattering optical 

depth in Eq. (1) of Ref. [33] is related to a in Eq. 5.10 by 

'd Vb 2 
T

vol = aL/ (1010ge) = Q(r}lrr L, 
s 47rr3/3 

(5.11) 

if the scatterers are arbitrarily assumed to be spherical as in Ref. [33], where L is the 

thickness of the scattering layer. 

In general, the scattering cross section for spherical scatterers needs to be calcu­

lated using Mie theory, as in Fig. 5-10. The expression for the scattering cross section, 

however, can be simplified using the Rayleigh scattering formula for kr « 1, or for 

r « 0.5 m at 50 MHz frequency, 

C ( ) ~ 87r k4 61 1 - n~ 12 
r 3 r 1 + 2n~ , {5.12} 

where k is the wavenumber of the electro-magnetic waves, and ni ~ 1.8 is the refrac-

167 



tive index of ice [50]. Then Eq. 5.10 can be simplified to [113] 

4 3 1 - ni 

I 
212 

Q ~ (20 log e) Vb k T 1 + 2n~ dB/m. (5.13) 

As can be seen from Eq. 5.13, attenuation by pores is linearly proportional to 

porosity Vb and the third power of pore radius T. Radar wave attenuation then 

increases dramatically with pore radius. The strong dependence of attenuation on 

scatterer size and distribution has long been demonstrated both theoretically and 

experimentally [132, 112]. Since the pore size on Europa is expected to be on the 

millimeter scale, as discussed in Sec. 5.1, the attenuation coefficient Q is approximately 

10-6 dB/km for Vb = 0.3, as shown in Fig. 5-10. Assuming a 20 km thick ice shell, 

and conservatively assuming constant porosity from the surface to the bottom of 

Europa's ice shell, the two-way attenuation loss due to pores is then a negligible 10-4 

dB. Arbitrarily assuming the meter-scale pores of Ref. [33] rather than the expected 

millimeter-scale pores leads to an extremely high attenuation loss of 100 dB/km, 

which is not observed in terrestrial ice-penetrating radar where total attenuation 

losses are only a few dB /km for cold ice [50]. Even if pore closure by gravitational 

compaction is taken into account, Eluszkiewicz's meter-scale pore radius assumption 

still leads to an unprecedented 300 dB two-way transmission loss, for example, through 

a brittle layer of 3 km thickness. Since the loss for the expected millimeter scale pores 

is orders of magnitude less than the absorption loss due to warm ice or dirty ice [23], 

ice-penetrating radar detect ability will likely be far more challenged by absorption 

loss, rather than scattering loss due to pores. 

For scattering from rough surfaces and fractured ice, a somewhat more accurate 

and in this case perhaps more insightful approach than that given in Eq. 5.10 would 

be to consider two-way transmission through a series of M layers. This would have a 

loss in the mean field due to scattering of [113] 

1 M 

Ls = L L 2010g(1 - mt), (5.14) 
j=Oi=O 
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Figure 5-11: Magnitude of reflection and transmission coefficients for a transverse 
electric (RT E, T T E) and a transverse magnetic (RT M, T T M) plane wave as a function 
of incident angle [17, 67]. Propagation from (a) ice to vacuum interface, and (b) 
vacuum to ice interface. Total reflection occurs for incident angles greater than the 
32° critical angle as can be seen in Fig. (a), where the magnitude of the reflection 
coefficients become unity. 
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Figure 5-12: Transmission coefficient of a transverse electric and a transverse magnetic 
plane wave through ice with a vacuum layer of thickness h. Even when the incident 
angle is below the critical angle, an evanescent component "tunnels" through the 
vacuum layer if its thickness is much smaller than the wavelength. The wavelength of 
the ice-penetrating radar waves is approximately 3 m at 50 MHz operating frequency. 
Transmission loss in dB per fracture is the negative of 20 log ITTEI or 20 log ITTMI. 
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where the effective transmission coefficient 1 - mf for the ith layer has negative re­

flection coefficient 
. /i. dz· CI 

m~ = -'--'-' , 2' (5.15) 

and Ni is the number of scatterers per unit volume, dZi is the layer thickness, and 

O[ is the expected scattering cross section for inhomogeneities in the ith layer for a 

downward-directed wave (j = 0) and an upward-directed wave (j = 1). 

Let us first consider a simple first-order estimate of the scattering loss from Eu­

ropa's rough outer ice-vacuum boundary, the i = 0 layer. Assume that some fraction 

X of the surface is inclined so that the angle between the local vertically directed 

incident plane wave and surface normal is greater than the critical angle, typically 

32° for electro-magnetic waves incident from ice to vacuum (See Fig. 5-11). Occlu­

sion would not occur for a downward-directed plane wave from vacuum to ice making 

m8 roughly zero, but it would occur for an upward-directed plane wave from ice to 

vacuum on the way back to the receiver making m~ = X, as shown in Fig. 5-11. A 

total scattering loss in dB of 20 10g(1- X) would be expected due to occlusion for this 

layer. Based on Europa's surface topography [108, 37, 97], a reasonable upper bound 

is roughly X = 1/2. This yields a total two-way loss of roughly 6 dB specifically for 

rough surface scattering, which is not a significant radar design impediment. 

The expected scattering cross section Oi of fractures buried in the ice shell can 

be used to estimate radar attenuation due to scattering. While the opening width 

of a 100-km long cycloidal crack with total penetration through the brittle layer 

is expected to be on the order of a meter, based on linear elastic theory [129], these 

fractures will likely be filled by infiltration of liquid water or convective ice from below 

the layer and should not cause significant scattering. Shallow surface cracks that do 

not penetrate through the brittle layer are expected to be confined to the upper half 

of the brittle layer as shown in Sec. 5.2.4, and to have opening widths on the order of 

a millimeter to a centimeter [98, 74]. Since the tidally induced fractures considered 

so far are vertical, let us assume some mechanism exists by which the fracture plane 

is geologically rotated so that they will potentially affect ice-penetrating radar, such 
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as the tectonic model of Ref. [83]. 

Fractures should only cause noticeable transmission loss if (1) the angle between 

the surface normal and the direction of the incident waves exceeds the critical angle, 

and (2) the fracture opening widths are at least on the order of the wavelength to 

negate any significant tunneling of evanescent waves. This can be seen by inspection 

of Fig. 5-12, which shows transmission coefficients through ice with a planar vacuum 

layer of thickness h, or equivalently transmission loss in dB for an extended fracture, as 

a function of the incident angle and layer or fracture thickness. Current Earth-based 

radar measurements show far greater scattering cross sections for Europa for wave­

lengths at the centimeter rather than meter scale [101, 12, 13]. This is consistent with 

our findings that tidally driven cracks that do not penetrate through the entire brittle 

layer have opening widths that probably do not exceed the centimeter scale and may 

be a significant source of radar scattering at these but not longer wavelengths, and 

that cracks that penetrate through the brittle layer should likely be filled in. Given 

this, there seems to be no compelling reason at the present time to expect the m1 for 

i = 1,···, M to be substantially different from zero for the meter-scale wavelengths of 

ice-penetrating radar missions under consideration for Europa [23, 14]. This is con­

sistent with terrestrial ice-penetrating radar scenarios in the Antarctic [50]. It is not 

yet clear what mechanisms could be responsible for meter-scale or larger voids based 

on our current understanding of tidally driven fractures on Europa. Consequently, it 

is not yet clear whether any scattering mechanisms exist to significantly limit radar 

penetration of Europa's ice shell. 

5.5 Summary 

We find that surface cracks generated in response to a tidally induced stress field may 

penetrate through the entire brittle layer of Europa's ice shell, regardless of whether 

it lies directly above water or effectively inviscid warm ice, if a subsurface ocean 

exists. Such penetration is found to be unlikely in the absence of an ocean because 

tidal stresses are then too low to induce deep cracks. A cycloidal crack would then 
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form as a sequence of near instantaneous discrete failures, each extending in range 

on the order of the brittle layer thickness. Tidal forcing would link these fractures 

with an apparent speed corresponding to the low crack propagation speed derived by 

Ref. [56]. We have shown that ice-penetrating radar scattering losses due to porosity 

are likely to be negligible since pores are expected to be extremely small compared to 

the wavelength. While fractures with opening widths of at least the wavelength scale 

may aHect ice-penetrating radar, it seems unlikely that such openings could remain 

sufficiently void and occur with sufficient spatial frequency to significantly limit radar 

penetration. We have also shown that the level of seismic activity should be higher 

by orders of magnitude if an ocean is present on Europa. 
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Chapter 6 

Conclusion 

The array invariant method has been developed for instantaneous and simultaneous 

localization of multiple broadband noise sources in an ocean waveguide without a pri­

ori knowledge of the environmental parameters. The method exploits the waveguide 

dispersion inherent in ocean acoustic wave propagation. The array invariant method 

has been developed for localization of an impulsive source in Chap. 2, and then ex­

panded for multiple broadband noise sources in Chap. 3. Experimental demonstration 

of the array invariant method has been provided in Chap. 2 with data from the Main 

Acoustic Clutter Experiment 2003. 

Source range estimation and environmental parameter inversion using echo-sounding 

techniques has been discussed in Chap. 4, and applied to Jovian icy satellite Europa. 

We have shown that a single passive tri-axial seismic sensor on Europa's surface 

may make it possible to estimate Europa's interior structure by exploiting natural 

ice cracking events and impactors as seismo-acoustic sources of opportunity. Our 

analysis shows that "Big Bang" source events are likely to occur within the period 

of a landing mission that have returns from the bases of the ice and ocean layers of 

sufficient magnitude to stand above the accumulated ambient noise of less energetic 

but more frequent surficial cracking events. 

Mechanics of tidally driven fractures and formation of cycloidal cracks have been 

physically explained in Chap. 5. We have found that surface cracks generated in 

response to a tidally induced stress field may penetrate through the entire brittle 
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layer of Europa's ice shell only if a subsurface ocean exists. The cracks associated 

with cycloids that fully penetrate the brittle layer should be sufficiently energetic to 

improve the signal-to-noise ratio for the type of seismic profiling discussed in Chap. 4, 

if fully penetrating cracks are used as sources of opportunity. Scattering loss of ice­

penetrating radar through Europa's porous ice has been calculated. It has been shown 

that the scattering loss from pores and buried fractures would not be a significant 

radar design impediment. 
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Appendix A 

Stationary phase approximation 

applied to array beamforming in a 

waveguide 

The method of stationary phase has long been used in guided wave propagation 

problems to obtain the time-domain response at a receiver [34, 89], and to obtain 

the time-domain solution of the scattered field [82, 110] by a broadband source. The 

stationary phase approximation used here is explicitly given in Appendix A.1, and 

applied to beamforming in a waveguide in Appendix A.2. 

A.I General stationary phase approximation 

Let 

[(x) = t g(J)e;z,p(f) dj, (A.1) 

and let 'l/J(f) satisfy 

and 
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at I = j, where 1/;(11) (f) is the 11th derivative of 1/;(/) with respect to f for positive 

integer II. Then 1/;(f) can be expanded into the Taylor series as 

near I = j, and Eq. (A.l) can be approximated as 

if II is even, 

I(x) ~ (A.2) 

2g(f-)eiX1/J(/) [ II! ]1/11 !1.!M cos (..1L) 
xl1/J(II)(f)1 II 211 if II is odd, 

for x » 1 [9]. Solutions for the special cases of v = 2 and II = 3 can be found in 

Ref. [89]. The error term introduced by the approximation in Eq. (A.2) vanishes at 

a rate of l/x and therefore is negligible for sufficiently large x [9]. 

A.2 Application of the stationary phase approxi­

mation for array beamforming 

The complex beamformed pressure PB+(s, t) of Eq. (2.3) can be rewritten as 

where 

1/;n(f) = krn _ 21[" It - LQ(f) , 
To 

(A.4) 

and IQ(f)1 and LQ(f) are the magnitude and phase of Q(f). Then 1/;~(f) is zero at 

the frequency f that satisfies 

To 1 d ()I t = --- + --LQ f , 
vgn(f) 21[" dl !=j 

(A.5) 
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where 1 is the dominant frequency component that arrives at the receiver array at 

time t. 

The first term in the right-hand side of Eq. (A.5) is the travel time of the nth 

mode at I = 1. The second term is the relative phase shift of the source spectrum, 

or the relative source time delay of the frequency component 1. For example, for a 

source signal q(t) = c5(t - to), its Fourier transform is Q(/) = ei21rJto, and 

1 d 
27r dl LQ(/) = to. 

The equation above shows that the relative source time delay is a constant to for all 

the frequency components of q(t) = c5(t - to). For an LFM signal 

where 

II (t) = { ~ 1 t 1 -2 < < 2' 

otherwise, 

(A.6) 

(A.7) 

Ie is the center frequency, T is the time duration, and Bw is the bandwidth of q(t), 

the Fourier transform of Eq. (A.6) is given by [102, 103, 16] 

(A.8) 

The source signal q(t) has the initial frequency 11 = Ie - Bw/2 at t = -T /2, and the 

final frequency 12 = Ie + Bw/2 at t = T /2, as can be seen in Eq. (A.6). The Fourier 

transform Q(/) in Eq. (A.8) shows that the source spectrum is non-zeros only when 

/1 < / < 12. The relative time delay of different frequency components of q(t) in 

Eq. (A.6) is then 

1 d T T ( Bw) --LQ(/) = -(I - Ie) = - 1-11 - - . 
27rdl Bw Bw 2 

(A.9) 
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At the initial and the final frequencies /1 and f2' the relative time delays are 

1 d I T 
27r d/LQ(f) = -"2' 

/=h 

and 

1 d I T 
27r d/ LQ(f) - "2' /=/2 

respectively. The relative time delay increases linearly with frequency / when /1 < 

/ < /2, as can be seen in Eq. (A.9). This is consistent with the behavior of the LFM 

signal q(t) in Eq. (A.6). 

The stationary phase approximation of Eq. (A.3) is then 

where 

if 1/J~ (1) i 0, 

(A.II) 

ei[krnro- 27r/t- Q(f) Ira] 6 ~ - {- L - } [ ] 1/3 

rol1/1::'(f)1 3 

The phase term of the source spectrum in Eq. (A.3) can be eliminated when the 

time duration of the source is much smaller than the time spread of the source due 

to waveguide dispersion so that the relative phase difference is negligible. Equation 

(A.3) then simplifies to 
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for Q(f) = IQ(f)l, where 

ei( krnTO-211" it) -isgn( v~n)1I" /4 if v~n i= 0, 

(A.13) 

(- -) [ 2]1/3 i krnTO-211"ft ~ !:.i.!m 
e I-II I 3 1I"To Vgn 

'f -f 0 1 Vgn = . 

Similar results can be obtained if the received field is matched filtered with the 

transmitted signal. The matched filter output PM of the beamformed field PB is 

where 

PM(S, t) - 2 Re {K fo'''' PB(S, f)Q*(J)e- i2.-,t df} 
- 2 Re {PM+(S, t)}, (A.14) 

Again using the method of stationary phase, 

47rKi -i1l"/4,,", 1 (- 2- )- ( )iJ{s - Sn) (-) ( ) PM+(S, t) ~ to= ()e L..J Q 1)1 Un{Zo Un Z ~ Fn I, A.15 
V 87rP ZO n k r rn 0 

where i satisfies Eq. (2.5). The function Fn(i) in Eq. (A.15) is identical to that for 

impulsive sources given in Eq. (A.13). 
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Appendix B 

Acoustic Properties of Ice 

Europa has an average surface temperature of roughly lOOK, a value much lower 

than is found in natural terrestrial ice. To estimate the seismo-acoustic properties 

of Europan ice, we resort to theory, extrapolation from laboratory data obtained at 

extreme temperatures, and data from Arctic field experiments. While this approach 

should provide reasonable estimates, within roughly 10%, further investigation of 

the seismo-acoustic properties of ice at extremely low temperature and high pressure 

would be beneficial. 

B.l Seismo-acoustic wave speed 

Several in situ and laboratory measurements of the dependence of compressional and 

shear wave speeds on temperature have been made in ice. 

Proctor [109] measured wave speeds for temperatures between 60K and lOOK in 

Table B.1: Elastic compliance constants Cij of ice. 
Cij Ao (104 bar) Al (bar / K) A2 (10-2 bar / K2) 
e11 17.10±0.0006 -47±1 -29.2±0.3 
C33 18.21±0.01 -42±2 -32.2±0.7 
C44 3.62±0.01 9±3 -15.5±0.5 
C12 8.51±0.10 21±23 -39±13 
C13 7.13±0.04 -43±10 3±2 
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pure ice, and suggested 

(B.1) 

for the elastic compliance constants Cij , where T is temperature in Kelvin and the 

values of Ao, At and A2 provided in Table B.L Given the elastic compliance constants, 

the average sound speed in hexagonal systems such as ice can be calculated by the 

method of Anderson [5]. The results are shown in Fig. B-1 along with several in situ 

measurements [114, 61, 84] assuming the density of ice Pi = 930kg/m3
. In Fig. B-

1, the Voigt and Reuss approximations represent the upper and lower bounds of 

the elastic constants, while the Hill approximation is the arithmetic mean of these 

two. Anderson [5] suggested the Hill approximation as an average sound speed for 

hexagonal systems. Figure B-1, however, shows that in situ measurements agree 

better with the Reuss approximation. It appears that the porosity in sea ice induced 

by air bubbles or brine cells significantly lowers the elastic constants of sea ice with 

respect to pure crystaline ice. Mellor [87] also pointed out that Young's modulus in 

ice varies significantly with porosity. Noting that the magnetic signature of Europa 

suggests a salty ocean with salinity comparable to that of the Earth [62], we conclude 

that the Reuss approximation using Proctor's elastic compliance constant equations 

will best estimate the sound speed profiles in the Europa's ice shell, and employ this 

approximation to construct the wave speed profiles in Fig. 4-1. 

There are several measurements suggesting a strong change in compressional and 

shear wave speed at temperatures near the melting point of ice [58, 76]. This effect 

can be also observed in Fig. B-1. Since the regime near the melting point in Europa's 

ice shell occupies only a small portion of the total ice shell (Fig. 4-1), we ignore this 

effect in the compressional and shear speed profiles, since the error introduced in echo 

sounding will likely be negligible. 

It is significant that the total change in speed, for compressional and shear waves 

in ice, over temperature is small compared to the speed at any given temperature. 

The compressional wave speed, for example, ranges from 3.7 km/s to 4.1 km/s over 

Europa's ice shell temperature range of lOOK to 270K, exhibiting only a 5% variation 
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about the mean compressional wave speed of 3.9 km/s. Similarly mild variation is 

observed in the shear wave speed. The ratio of the compressional to shear wave speed 

~, moreover, is a very weak function of temperature, and has a typical value of 2 

in both the Reuss approximation and the in situ measurement data, as shown in 

Fig. B-1 (c). 

The dependence of compressional and shear wave speed with pressure in ice has 

been primarily determined by laboratory experiments with pure polycrystalline ice 

[123, 40). These experiments show only 1% change of wave speed in the pressure 

range between 0 bar to 1 kbar, the expected pressure range in the Europan ice shell. 

We expect that pressure variation will have a negligible effect on compressional and 

shear wave propagation speeds in the Europan ice shell. 

The elastic properties such as Young's modulus E and Poisson's ratio v can be 

obtained from the wave speeds assuming an isotropic medium, 

(B.2) 

(B.3) 

The wave speed curves in Fig. B-1 suggest that the Young's modulus of ice can vary 

from 9 GPa to 11 GPa in the temperature regime of Europa, and Poisson's ratio v = 
0.333. In this paper, we used E = 10 GPa as an average value over the ice shell. 
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Figure B-1: Compressional, shear wave speeds and the ratio as a function of temper­
ature. 
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Appendix C 

N ondimensionalization of the 

travel time curves 

Assuming an iso-speed ice shell, the time-range plots in Sec. 4.3.3 can be nondimen­

sionalized by dimensionless parameters t cp/ H, R/ H, and e. Furthermore, we can 

assume that e = 2, as mentioned in Appendix B. In this case, the nondimensionalized 

travel times t cp / H of all the direct waves and ice-water reflections can be expressed 

using only one parameter R/ H to generate the nondimensional travel time curve in 

Fig. 4-18. 

N ondimensionalization of water-mantle reflections assuming iso-speed ocean can 

also be achieved by introducing additional nondimensional parameters H w / Hand 

cp/cw . 

e.l Nondimensionalization of Direct Paths 

The travel times of the direct P wave and the Rayleigh wave are 

R 
tp= -, 

Cp 

R 
ts=--

0.93 Cs 
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The propagation speed of Rayleigh wave is 0.93 Cs when ~ = 2. 

These equations can be nondimensionalized by multiplying cp / H to both sides of 

Eqs. C.l and C.2: 
tp cp R 
H=H' (C.3) 

ts Cp ~ R 
H- 0.93H· 

(C.4) 

C.2 Nondimensionalization of multiple reflections 

from the environmental interfaces 

Let tray to be a travel time of a specific acoustic ray following the ray nomenclature 

in Sec. 4.3.2, and let 

np = number of occurrences of P in ray nomenclature, 

ns = number of occurrences of S in ray nomenclature, 

nc = number of occurrences of C in ray nomenclature. 

For example, for PSSCP ray path, np = 2, ns = 2, nc = 1. Then it can be shown 

that the nondimensionalized travel time of each ray is given by 

(C.5) 

(C.6) 

(C.7) 

Eq. C.6 is derived from the source, receiver, and waveguide geometry. An acoustic 

ray must satisfy Snell's law along the ray path as given in Eq. C.7. The terms on 

the right hand side of Eq. C.5 represents the travel time of the compressional wave 
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and shear wave in the ice shell, and the travel time of the acoustic wave in the ocean, 

respectively. 
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Appendix D 

Radiated energy spectra, 

transmission loss, and scaling laws 

Here we first derive the equations that relate the radiated energy level, source level, 

and particle velocity level from a monopole or pure volume injection source in an 

infinite homogeneous medium and then generalize these results to a waveguide. 

Assuming an omnidirectional volume injection source at the center of a spherical 

coordinate system (r s, 0, 'P), the inhomogeneous wave equation in the time domain is 

(D.1) 

where 8(rs} is 3-Dimensional delta function, and s(t) is volume injection amplitude in 

the time domain. The solution to Eq. D.1 in an infinite homogeneous medium with 

no boundaries is that obtained by d' Alembert 

(D.2) 

and the radial displacement component is 

(D.3) 

The first term in the bracket is a near field term proportional to 1 / r~, and the second 
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term is a radiating displacement component. By considering the radiating component 

only, the radial particle velocity is 

(DA) 

Given the particle velocity, the total radiated energy ET from the source is the 

integral of the energy flux over an area enclosing the source and over time, 

(D.5) 

The radiated energy spectrum is defined using Parseval's identity, 

(D.6) 

From Eq. D.4, the radial particle velocity in the frequency domain is 

(D.7) 

where the source spectrum 8(/) is the Fourier transform of the source volume s(t). 

From Eqs. D.6 and D.7, 

(D.8) 

Taking the log of both sides of Eq. D.8, 

20 log 18(/)1 = 10 log E(/) _ 40 log L + 10 log CpEre! (D.9) 
8 re! Ere! Ire! 87r3 p8~e! f:e! ' 

where 8 re! = 1 m3/Hz, Ere! = 1 J/Hz, and Ire! = 1 Hz. For ice with cp = 4 km/s and 

p = 930 kg/m3
, Eq (C9) becomes 

I L8 = Le - 40 log ;-- - 18, 
Jre! 

(D.10) 
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where Ls is the source level in dB re 1 m3/Hz, and Le is the radiated energy level 

in dB re 1 J /Hz. The relationship between the radiated energy and velocity can be 

obtained by substituting Eq. D.7 into Eq. D.9. 

(D.II) 

where ure! = 1 pm s- l Hz-l, and rre/ = 1 m. The last term on the right hand side of 

the equation is the transmission loss 

rs 
TL = -2010g-, 

rre! 
(D.I2) 

which takes the spherical spreading loss in free space into account. Equation D.II 

then becomes 

(D.I3) 

where Lurs is the velocity level in dB re 1 pm S-l Hz-I, so that the radiated energy 

level and the velocity level are directly related. 

This result can be generalized for a waveguide by rewriting Eqs. 4.5 and 4.6 as 

(D.I4) 

. (27r f)28(f) [ 47rCp ] 
wm(r, z, f) = 47rc

p 
(27r f)2 Gw,m(r, z, f) . (D.I5) 

Using Eq. D.8, we have 

(D.I6) 

(D.17) 

Equations relating received velocity level to source energy level and transmission loss 

similar to Eq. D.I3 can be obtained by taking the log of both sides of the previous 
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two equations, 

Lu = Le + TLu - 20, (D.18) 

Lw = Le + TLw - 20, (D.19) 

where Lu and Lw are horizontal and vertical velocity levels in dB re 1 /-Lm S-1 Hz-I. 

The transmission losses in the horizontal and vertical particle velocities are given by 

(D.20) 

TLw = -201og [I (::~2GW.m(r,z, J)1-
1 

Irre!] . (D.21) 

which are identical to Eq. 4.17 for r reI = 1 m. 

In general, this relationship is valid in the frequency domain only, since, in the time 

domain, each frequency response is weighted by the source spectrum and synthesized 

by the Fourier integral, 

u{r, z, t) = i: 8{f)Gu{r, z, l)e-i27r/tdf. (D.22) 

The source spectrum in a given frequency band 11 < I < f2 can be expressed as 

8{f) ~ A{X)8{f), (D.23) 

if the source spectrum retains the same shape 8(f) with varying amplitude A that is 

a function of the source parameter x. The velocity in time domain after filtering can 

be expressed as 

/,
12 - '2 It u(r, z, t) ~ A(X) 8(/)Gu(r, z, f)e-' 7r dl. 

h 
(D.24) 

By taking the log of both sides, 

(D.25) 
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where 

LA{X) = 10 log A2 {X), (D.26) 

L .. = 10 log 1J;~2 S(f)G .. (r, z, f)e-i2.-ftdfI2 (D.27) 

Equation D.25 shows that velocity level Lu{xd can be scaled to velocity level Lu{X2) 

by 

(D.28) 

Furthermore, substitution of Eq. D.23 into Eq. D.8 shows that 

(D.29) 

Therefore, Eq. D.28 can be changed to 

(D.30) 

where the velocity level is simply expressed in terms of the change in source energy 

level. 

For surface cracks X = h, and for impactors X = so, where So is the permanent 

volume injection by an impactor as defined in Appendix D.2. The differences between 

the energy spectra can either be obtained from Figs. 4-5 and 4-6, or 

(D.31) 

for surface cracks, and 

(D.32) 

for impactors when f ~ 4 Hz, as shown in Appendices D.1 and D.2. Equation D.32 

can also be expressed in terms of the impactor radius r m , 

(D.33) 
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given the density pm and the impact velocity Vm of an impactor. 

The ambient noise levels in Eqs. 4.26 and 4.27 can also be scaled by source energy 

level 

(D.34) 

based on Eq. D.23. Then using Eqs. 4.23 and 4.26, we have 

(D.35) 

so that the velocity level and the noise level can be scaled by the same term for a 

given change in source energy level. 

D.l Radiated energy spectra from tensile cracks 

The radiated energy spectra for tensile cracks can be estimated in a spherical coor­

dinate system (rs, (}, tp) with corresponding particle velocity components Ura , u(J, u!(J 

[54]. Assuming that the radial velocity is compressional and the other components 

are due to shear, 

(D.36) 

where 

47rc.r.u... = ~ Iep [1 - 2 (~r + 2 (~) \in2 
/Jsin

2 cp] , 

47rcsr sU(J = lea sin 2(} sin2 tp, 

(D.37) 
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{h .. ( ",) 
Ics{t) = Doh J

o 
D 7s - ~ 

d 
7 p =t--, 

Cp 

d 
7 s =t--, 

Cs 
(D.38) 

and d is the distance from the instantaneous opening position of the propagating 

crack to the receiver position. Since d» h we take d to be a time-invariant constant 

measured from the center of the completed crack. This assumption is consistent with 

monopole radiation, which is expected on average, and enables analytic evaluation of 

The total radiated energy spectrum t{f) is the sum of the compressional wave 

energy spectrum tcp{f) and the shear wave energy spectrum tcs(f). D{t) is the 

source shape function that satisfies the initial and final conditions 

D(t) = 0, t < 0, 

D{t) --+ 1, t --+ 00. (D.39) 

We use the Haskell source model characterized by a ramp function as shown in 

Fig. D-1. The relative change of the energy spectrum as a function of crack depth is 

independent of this choice. 

We also assume that the crack opening time 7 is the same as the crack propagation 

time T = hJv. Under these assumptions, 

(D.40) 

where sinc (x) = sin{1l'x)J{1l'x). 
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D(t) 

1 

o t 

Figure D-l: The source shape function D(t) for Haskell source model. T is the opening 
time of a surface crack. 

We employ an equivalent volume injection source that has the same total radiated 

energy spectrum as a tensile crack by assuming 

8(f) = i2Doh2 sinc(Tf) sin(7rTf)e-i27r!T 
T 

[ ~ {I ( 14 ) 37}] 1/2 
X 647r4 f4 ~ 4 - 3~2 + 15 (D.41) 

Since €(f) is proportional to I/(f)12, the overall behavior of the source spectrum 

can be understood by analyzing the behavior of I/(f)12, where pl(f) is the Fourier 

transform of the rate of change of mass outflow from the source. 

The frequency dependent characteristics of II (f) 12 are determined by sinc2 (T f) sin 2 (7rT f), 

and its behavior with the 3-dB bandwidth is plotted in Fig. 4-4. Given the surface 

crack depth, the radiated energy level is 

L€ = 10 log €(f) rv 20 log Isinc (T f) 1 + 20 log 1 sin( 7rT f) I, 
Ere! 

(D.42) 

where the symbol rv indicates "proportional to." 

For frequencies below the 3-dB bandwidth, sinc (Tf) ~ 1, sin(7rTf) ~ '!rTf, so 

that 

L€ rv 20 log( 7rT f), (D.43) 
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which characterizes an energy spectrum that increases by 20 dB/decade. 

For frequencies above the 3-dB bandwidth, sinc (T I) rv (7rT I) -l, so that 

LE rv - 20 log( 7rT I), (D.44) 

which characterizes an energy spectrum with rapid sinusoidal oscillation and a trend 

that falls off by 20 dB/decade. 

The amplitude of the energy spectrum depends on the crack depth. By taking 

Eq. 4.3 into account, the peak of the energy spectral density 

( ) I) 12 D~ h 4 
2 2 6 

€ 1 max rv I(f max rv -y;2 rv DOh rv h , 

follows a sixth power law in h so that the maximum energy level is 

h 
LE,max rv 60 log --, 

href 
(D.45) 

where href=1 m. But this peak value varies with frequency as a function of crack 

depth h, as shown in Fig. 4-5. 

The energy spectra for frequencies below the 3-dB bandwidth show greater differ­

ences across h than those found by comparing the spectral peaks since 

leads to an eighth power law in h and the corresponding energy level functionality 

h 
LE rv 80 log -h ' 

ref 

from which Eq. D.31 can be obtained. 

When 1 < liT the source spectrum can also be approximated as 

. 2 [ e {1 ( 14 ) 37}] 1/2 8(/) '::::. 27rzDoh 1 647r4/4 e 4 - 3e2 + 15 ' 
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so that the amplitude of the source spectrum in Eq. D.23 can be approximated as 

which explicitly shows its dependence on crack depth. 

D.2 Radiated energy spectra from impactors 

To estimate the radiated energy spectrum of an impactor, we base our estimation on 

the impact-explosion analogy. 

Given the kinetic energy E K of an impactor, the seismic efficiency of the impact 

is defined as 
Es 

"18 = EK' (DA8) 

where Es is the total radiated seismic energy. The seismic efficiency typically varies 

from 10-3 to 10-5 with the most commonly accepted value of 10-4 [121, 88]. 

In underground explosions of spherical radiation, permanent volume injection is 

related to the total radiated seismic energy by 

(D.49) 

where So is the permanent volume injection measured in the elastic regime from the 

explosion. The corner frequency Ie is given by 

(D.50) 

in the model employed by Denny and Johnson [30]. It is worth noting that the corner 

frequencies in both surface cracks and impactors are proportional to the ratio of the 

wave speed in the medium and the characteristic length of the seismo-acoustic source. 

When the impact velocity of the impactor onto a rocky target is larger than a few 
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kilometers per second, the elastic radius Re can be assumed as 

(D.51) 

where rm is the radius of an impactor [1, 88]. 

The permanent volume injection from an impactor can be estimated using Eqs. D.48rvD.51, 

[ ] 

1/2 [ 4 2 ] 1/2 = 2cs Es = 1.2 x 10 X 'f/sPmvm V. 
So 2 f.3 2 m, 

1f P e pCs 

(D.52) 

where Pm, Vm , and Vm are the density, impact velocity, and volume of the impactor. 

The source spectrum and the total radiated energy spectrum are given by [30] 

S (f) sof; _ So 

- i27r f[W - J2) + 2ifcf /~l i27rf [{ 1 - (in + itt]' 
(D.53) 

(f) 
- 21f P S~f2 

€ - 2· 

c" {1- (in + (tt)2 
(D.54) 

As can be observed in Eq. D.54, the energy spectral density at the corner fre­

quency, slightly above the frequency of the peak, is 

which shows a fourth power law in r m that leads to the energy level dependence 

(D.55) 

given Pm and Vm for the impactor, where rm,rej = I-m. Since €(f) rv f2 if f « fe, 

and €(f) rv f- 2 if f » fe, the slope of the energy spectrum follows the same laws as 

surface cracks above and below the 3-dB bandwidth. 

For f below the 3-dB bandwidth, 
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so that the source amplitude function in Eq. D.23 can be expressed as A{so) = So. 

The radiated energy spectrum can then be approximated as 

with energy spectral level following the dependence 

E{f) So Tm 
LE = 1010g- rv 2010g-- rv 6010g--, 

Ere! SO,re! T m,re! 
(D.56) 

where SO,re! = 1 m3
• The difference between the energy spectral levels for various 

impactors can be determined by Eqs. D.32 and D.33. 

The radiated energy levels for impactors of various radii are given in Fig. 4-6, 

assuming Pm = 3g/cm3 and Vm = 20km/s. The seismic efficiency was assumed to be 

10-4 . The radiated energy spectrum can vary by ± 10 dB due to the uncertainty in 

the seismic efficiency. 
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Appendix E 

Alternative derivations of crack 

penetration depth in a 

finite-thickness layer under far-field 

tension and gravitational 

overburden 

Here we present two simple order of magnitude calculations to determine crack pen­

etration depth in a finite-thickness layer, such as Europa's ice shell, under far-field 

tension and gravitational overburden pressure. A rigorous derivation of crack pen­

etration depth is given in Chap. 5.2 using the stress intensity factor theory. The 

methods presented in this chapter provide further insight into the amplification of 

far-field tension near the crack and spontaneous crack propagation through the entire 

ice shell. 

The first method involves calculating the amplification of far-field tension below 

the crack as a function of crack depth h, and comparing this amplified tension with 

the gravitational compressive stress at the crack tip. When far-field tension 0'00 is 

applied to a layer that has a surface crack with depth h, the stress in the medium 
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below the crack is given by 
H 

U = H _ hUoo (E.1) 

from the force balance, and so the tensile stress below the crack is amplified by the 

factor H / (H - h). This is because the fractured part of the layer cannot sustain any 

tension. The gravitational stress below the crack, however, is not disturbed by the 

presence of the crack as far as the crack opening width is sufficiently small [133], and 

is given by Pigh. 

The order of magnitude crack depth h can then be obtained by finding the depth 

where the tensile stress below the crack in Eq. E.1 is balanced by the gravitational 

overburden, 

(E.2) 

From Eq. E.2, one can obtain two crack depths hl and h2 given by 

(E.3) 

The behavior of the solutions in Eq. E.3 is similar to the behavior of the stress 

intensity factor solutions shown in Fig. 5-5. Given far-field tension U oo in a layer of 

thickness H, there are two crack depth solutions hl and h2 • The first crack depth hl is 

the depth where a surface generated crack would stop propagating, since the tension 

below the crack is smaller than the gravitational overburden. The second depth h2 

is the depth where, once a surface generated crack reaches this depth, a crack would 

propagate spontaneously through the entire layer. The critical crack depth he would 

occur when the far-field tension is given in such a way that the terms inside the square 

root in Eq. E.3 equals zero, or when the far-field tension is equal to the critical stress 

(EA) 

The corresponding critical crack depth is 

(E.5) 
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One can see that the critical depth in Eq. E.5 is roughly 30% larger than the 

critical depth in Fig. 5-5, and the critical stress in Eq. EA is roughly a factor of 

two larger than the critical stress in Fig. 5-6 for zero porosity. This is because the 

order of magnitude stress balance formulation does not account for the concentration 

of stress at the sharp crack tip. This is also consistent with the half-space formula, 

where the Nye crack depth obtained from simple stress balance between the far-field 

tension and gravitational overburden is roughly 1.6 times smaller than the rigorous 

stress intensity factor calculation [125]. 

The second method for crack depth calculation involves the Byerlee's criteria, 

where the yield strength of material is assumed to be proportional to the gravitational 

overburden [20,117]. In ice, the yield strength in tension is equal to 0.7pigZ [15, 117]. 

The total penetration of surface crack through the entire layer under the Byerlee's 

criteria occurs when the applied horizontal force on the layer due to far-field tension 

is larger than or equal to the integrated strength of the uncracked part of the layer 

below the surface crack, i.e., 

(E.6) 

In this formula, the cracked part of the layer in the depths 0 < z < h does not 

contribute to the strength of the ice shell, since the cracked part cannot sustain any 

tension. 

The critical stress lYe required for the total penetration of a surface crack can be 

obtained from the far-field tension that makes the left-hand side and the right-had 

side of Eq. E.6 equal to each other. The Byerlee's criteria, however, does not provide 

a crack penetration depth h as a function of the far-field tension lY 00. A conservative 

assumption would be to use the crack penetration depth in the half-space scenario 

[125], 

h = 1.64
lY

oo. 
Pig 

(E.7) 

One can then find from Eqs. E.6 and E.7 that the critical stress lYe and the critical 
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crack depth he are 

(E.8) 

and 

he ~ 0.46H, (E.g) 

respectively. 

The critical stress in Eq. E.8 is roughly a factor of two larger than the critical 

stress in Fig. 5-6 for zero porosity, and the critical depth in Eq. E.g is roughly 10% 

larger than the critical depth in Fig. 5-5. This is because the crack penetration depth 

in Eq. E.7 is that of half-space scenario, which underestimates the crack penetration 

depth in a finite-thickness layer. The overall behavior of the solution, however, is 

similar to that in Chap. 5.2.2 using the stress intensity factor theory and the order 

of magnitude stress balance calculation presented above, since all these calcuations 

show that once a crack penetrates roughly half the layer, the crack should propagate 

spontaneously through the entire layer. 
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Appendix F 

Standard deviation and bias of 

critical stress in an ice shell with 

random depth-dependent porosity 

We show that the standard deviation and bias of critical stress a c due to fluctuation 

of ice porosity Vb as a function of depth is appreciably smaller than the 1 kPa spatial 

change of tidal stress expected on Europa's surface over 1 km, roughly the minimum 

length of a fully penetrating crack. The compressive stress O'o(z) due to gravitational 

overburden is given by 

(F.1) 

where p(z) is the density of a medium. The stress intensity factor KI,o due to 0'0 is 

[128] 

where 

KJ o(h) = - [h J(z)O'o(z) dz, 
I Jo 

J(z) = 2 1.3 - 0.3(z/h)5/4. 
..;;Ji J1 - (Z/h)2 

(F.2) 

(F.3) 

Then the variance of the stress intensity factor in Eq. F.2 is 

Var (K[,o(h)) = t t f(z)f(z') Coy (o"o(z), O"o(z')) dz dz', (F.4) 
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where 

(F.5) 

We take the covariance of density to be 

where Zc is the correlation length of density versus depth. Fluctuating density con­

tributions to the variance of the stress intensity factor then accumulate incoherently 

with depth. We take the correlation length Zc to be roughly the pore size, which is 

expected to be less than 1 mm based on terrestrial values and estimates of Europa's 

pore size given in Sec. 5.1. 

The variance of the stress intensity factor in Eq. F.2 is then 

Var (K[,o(h)) = lzcp~Var (Vb) f J(z) [IoZ 

z' J(z') dz'] dz (F.7) 

using Eqs. F.5 and F.6. Here we have neglected pore closure due to gravitational 

compaction, and assumed that porosity obeys a stationary random process across 

depth so that Var (Vb(Zo)) == Var (Vb). When the mean to standard deviation ratio of 

critical stress is large, its asymptotic variance becomes [94] 

(F.8) 

and the bias of the critical stress 

(F.9) 

is asymptotically 

(F.10) 

Our numerical simulations show that the standard deviation of the critical stress 
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fIe calculated using Eq. F.8 is roughly 0.1 kPa and the bias is effectively zero for a 

brittle layer of ice with a few kilometer thickness. Here it is conservatively assumed 

that Ze = 1 mm and Vb follows a uniform distribution from 0 to 1. 
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