I|I'I- Computer Science and Artificial Intelligence Laboratory

Technical Report

MIT-CSAIL-TR-2007-012 February 23,2007

Embracing Wireless Interference: Analog
Network Coding
Sachin Katti, Shyamnath Gollakota, and Dina Katabi

massachusetts institute of technology, cambridge, ma 02139 usa — www.csail.mit.edu

CSAIL



Embracing Wireless Interference: Analog Network Coding

Sachin Katti Shyamnath Gollakota Dina Katabi

ABSTRACT its digital counterpart. In traditional digital network ding,
- : . . , senders transmit sequentially, the routers mix the cordent
Traditionally, interference is considered harmful. Wass$ the packets and broadcast the mixed version [17]. In analog

networks strive to avoid scheduling multiple transmission network codin nders transmit simultan V. The-wir
at the same time in order to prevent interference. This pa; €twork coding, senders transmit simuttaneously. The-wire

per adopts the opposite approach; it encourages straliggica less _chanr_1e| naturally mixes these signa}ls. In§tead of for-
picked senders to interfere. Instead of forwarding packetsw"’m.jlng 'f”'xed packet's, routers fgrvyard mixed S|gr)als.
routers forward the interfering signals. The destinatirel- Since it allows multiple transmissions to occur simultane-

ages network-level information to cancel the interferesog %ljcsrle)/aﬁtssrtllgt\?virfzgvzgi tcorrv\(/a;:tg;:xa:/l%g;ne;:/vcs)irg ;?;'?m_
recover the signal destined to it. The resuliiglog network pacity. y

So, what if wireless routers forward signals instead of 9 gnp 9

packets? Theoretically, we prove that such an approach dodj—'g'tal network codmg. - .
bles the capacity of the canonical relay network. Surpgisin Our approagh d_n‘fers ggm_ﬂc antly fro.m prlor.work on con-
it is also practical. We implement our design using Softwarecurrenttransmlssmns. Specifically, while spatial red

radios and show that it achieves significantly higher thteug gﬁg'rpelessrngersr;c;gﬁr;ﬂrgxss'gﬂ::??;?rfgrﬁitshsg:s 3:;' i
put than both traditional wireless routing and prior work on ' PP P P

wireless network coding interference. Schemes such as CDMA [24], FDMA [28],
' etc allow multiple senders to transmit at the same time.
These schemes, however, simply divide the network’s capac-
ity among the users. In contrast, our approach increases net
Wireless interference is considered harmful. Interfeeenc WOTK capacity by exploiting higher-layer information.
creates collisions, prevents reception, and wastes scarce Th|_s is the_flrstworkto showthatm'gerfermg signals can be
bandwidth. Wireless networks strive to prevent sendemnfro €XPloited to increase network capacity and that such an ap-

interfering. They may reserve the medium to a specific nodéroach i_s implement_ablg. Our approachis indgpendent of the
using TDMA or probe for idleness as in 802.11. This fear Underlying communication technology; thus, it can be used

of interference is inherited from single-channel desigd an ©_increase the capacity of orthogonal techniques such as

may not be the best approach for a wireless network [6, 27) ©PMA, FDMA, etc. Our contributions can be summarized
With bandwidth being scarce in a wireless network, enabling?®S follows:

concurrent receptions despite interference is essential. e We show how to perform analog network coding within

1. INTRODUCTION

This paper introduces Analog Network Coding (ANC). In-
stead of avoiding interference, we exploit the interfeeenc
of strategically picked senders to increase network cayaci

When multiple senders transmit simultaneously, the pack-e

ets collide. But looking deeper at the signal level, caliisi

of two packets means that the channel adds their physical
signals after applying attenuations and time shifts. Thfus,

the receiver knows the content of the packet that interfered

with the packet it wants, it can cancel the signal correspond ¢

ing to the known packet after correcting for channel effects
The receiver is left with the signal of the packet it wants,

which it decodes using standard methods. In a wireless net-

work, packets traverse multiple hops. When packets collide
nodes often know one of the colliding packets by virtue of
having forwarded it earlier or having overheard it. Thus;, ou
approach encourages two senders to transmit simultaneous
if their receivers can leverage network-layer informatton
reconstruct the interfering signal, and disentangle itrftbe
packet they want.

a flow and across different flows that intersect at a router.
These canonical scenarios create building blocks, common
to any wireless multihop network.

We analyze the capacity of the canonical 2-way relay net-
work, both with and without our approach, and show that
our approach doubles the capacity.

We design and implement our approach in software radios,
proving its practicality.

We evaluate analog network coding in a testbed of soft-
ware radios. Empirical results show that our technique de-
codes interfered packets with an average bit error rate as
low as 2-4%. As for the throughput, it increases by 70%
in comparison with no-coding, and by 30% in comparison
with traditional network coding.

b. CANONICAL EXAMPLES

We explain our ideas using two canonical topologies, com-

mon in any mesh network. The two examples we give below

Note the analogy between analog network coding andconstitute building blocks for larger networks.



interference, the router receives the sum of Alice’s and'8ob

 Ju— f\, O signalssa(t) +ss(t). Thisis a collision and the router cannot
Avce R}L{e, 850 - ' decode the bits. The router, however, can simply amplify and

S — forward the received interfered signal at the physical taye
(a) Alice-Bob topology

self without decoding it. This consumes a second time slot.
Since Alice knows the packet she transmitted, she also knows

Alice transmits Router Bob transmits  Router
T forwards forwards the signalsa(t) corresponding to her packet. She can there-
Aice WMMM] fore subtracsa(t) from the received interfered signal to get
ss(t), fromwhich she can decode Bob’s packet. Bob can sim-
Router (I AN ilarly recover Alice’s packet. We call such an approach ana-
Bob _y log oetwork coding. It i_s anqlogouo to digitol network chiin.
S ST B S > ime but is done over physical signals in 'the vylreless channel it-
(b) Traditional Approach self. As a result, we reduce the required time slots from 4 to
2, doubling the wireless throughput.
Alice transmits Bob transmits  ROuler XORs (b) Flows in a Single Direction: Analog network cod-
. ing, not only increases the throughput beyond digital net-
Alice m]]]]]]]]]]]]]]]]]]]]] . . . . .
..................... — work coding, it also applies to new scenarios to which tra-
Router HHNRNR ditional digital network coding did not apply. Consider the
Bob AN’ chain topology in Fig. 2(a), where a single flow traverses 3
P ST R—— > ime hops. The traditional routing approach needs 3 time slots to
(c) Digital Network Coding deliver every packet from source to destination. Digitat ne
work coding cannot reduce the number of time slots in this
" Alice &Bob Router, scenario, but analog network coding can.
wice | [T Analog network coding improves the throughput of the
chain topology in Fig. 2(a) because it allows nod#igsand
Router N3 to transmit simultaneously and have their packets received
5oh | A correctly despite collisions. In particular, let noblg trans-
Timeslotl | Time slot2 > Time mit packetp; to N3. Then,N; transmits the next packet, 1,
(d) Analog Network Coding wheread\; forwardsp; to N4. These two transmissions hap-

. _ _ _ pen concurrently. The destinatioN,, receives onlyp; be-
Figure 1—AI|ce-Bob Topology: Flows Inter;eot|ng at a Router.With cause it is outside the radio range of ndde But, the two
analog network coding, Alice and Bob transmit simultangptesthe router, % m ith th . |
the router relays the interfered signal to Alice and Bob, wlegcode each packets co ide at nOCNZ-. With the trad|t'0n_a approaCNZ
others packets. This reduces the number of time slots from24 doubling ~ loses the packet sent to it 4. In contrast, in our approach,

the throughput. N, exploits the fact that it knows the dataMa's transmis-
(a) Flows Intersecting at a Router:Consider the example ~S1on because it forwarded that packeNgearlier. NodeN,

introduced by Katti et al. in [17]. Alice and Bob want to send €an recreate the signal thisg sent and subtract that signal

a message to each other. The radio range does not allow theffPm the received signal. After subtractioN; is left with

to communicate without a router, as shown in Fig. 1(a). Inthe signal transmitted bi;, which it can decode to obtain
the traditional approach, Alice sends her packet to thesmut packetpi+1. Thus, instead of requiring a time slot for trans-
which forwards it to Bob, and Bob sends his packet to theMission on each hop, we can transmit on the first and third
router. which forwards it,to Alice. Thus, to exchange two hops simultaneously, reducing the time slots from 3 to 2sThi
packets, the current approach needs 4 time slots. Networkr€ates a throughputgain of 3= 1.5. _

coding achieves the same goal, but with fewer transmissions !N Practice, the throughputgain of the chain topology may
In particular, Alice and Bob send their packets to the router®® €ven higher. Without analog network coding, the nodes
one after the other; the router then XORs the two packets an§€€d an added mechanism to handle the hidden terminal
broadcasts the XOR-ed version. Alice recovers Bob’s packeProPlem in Fig. 2(a). They use either RTS-CTS or a statisti-
by XOR-ing again with her own, and Bob recovers Alice’s cal method like the exponential backoff built into the 802.1
packet in the same way. Thus, network coding reduces thAC. Both methods incur a cost and reduce the achiev-
number of time slots from 4 to 3. The freed slot can be usec®P!® throughput [1]. With our approach, hidden terminals
to send new data, improving wireless throughput. This pape@r® harmless, and there is no need for an additional syn-

asks a simple question: Can we reduce the time slots further@ronization mechanism beyond carrier sense. Analog net-
Can we deliver both packets in 2 time slots? work coding therefore solves the hidden terminal problem

The answer is “yes”. Alice and Bob could transmit their for chain topologies with both uni-directional as well as bi
packets simultaneously, allowing their transmissionsnto i directional traffic. The hidden terminal problem persists i
terfere at the router. This consumes a single time slot. Bue t "€tworks with multiple interacting chains and general ad-h



(a) Addressing Interference:Prior work on wireless net-
works tries to avoid interference by probing the medium for
idleness [30], scheduling senders in different time sIagj,
or using small control packets called RTS-CTS [3]. Our work
allows correct reception despite interference.

Multiple access techniques like CDMA [24], FDMA [28],

N i N i N i . . . .

Nytransmits - N transmits - g ransmits and spatial reuse [28] allow multiple transmissions at the

N, same time. Additionally, gq-opera}t|ve diversity [20], MCM
antennas [28], and cognitive radio [14] also allow multiple

N2 concurrent transmissions. These approaches, however, are
N, simply means to a_vmd |_nt_erference in tlme,_code, space, or

- . , > frequencies. They just divide channel capacity among multi

Time slot 1 Time slot 2 Time slot 3 Time

ple users. In contrast, our work expands the capacity of the
network.
The work closest to ours is in the areas of blind signal sep-

(b) Traditional Approach

N; and N3

T wansmi” N wansms aration and interference cancellation. These schemesldeco
Ny Py two signals that have interfered without knowing any of the
signals in advance [29, 4, 12]. Practical work in this domain
N2 Pl however, is limited to signals that differ significantly imeiir
N, characteristics. They usually assume that the wanted Isigna
T ot Timesior2 — has much higher power than the signal they are trying to can-
(c) Analog Network Coding Approach cel out. Our technique makes no such assumptions; it works

Figure 2—Chain Topology: Flows in one Direction. NodesN; and Nz eV(_an When the wanted Slgna_l has lower power _than the inter-
can transmit at the same timig, gets an interfered signal, but can recover f€ring signal. Further, the prior work does not increase net
Ni's packet because it already knows the content of the intedfesignal ~ work capacity. Our work increases the capacity of the net-
sent byNs. This reduces the time slots to deliver a packet from 3t0 @ pr \work due to its ability to exploit network |ayer information

ducing a throughput gain of/2 = 1.5
(b) Traditional Network Coding: Work on network cod-
networks. Addressing the hidden terminal problemin this la ing started with a paper by Ahlswede et al. which establishes
ter case is beyond the scope of this paper. the benefits of coding in routers and bounds the capacity of
The description above has intentionally ignored importantsuch networks [2]. This work has been extended by papers on
details. For analog network coding to become practical, wdinear network codes [21, 18, 16], randomized coding [13],
need to address important challenges. wireless network coding [7, 25, 17, 31, 23], and network
) ) ) coding for content distribution [5]. All of the above mix bit
e The wireless channel distorts the signals, and hence Al routers or hosts. In contrast, our work makes the senders
ice and Bob cannot simply subtract the signal they sentransmit concurrently and has the wireless channel mix the
from the one they received to obtain each other’s packetamj“og signals representing the packets. We further shaw th
They need to compensate for channel effects before theyr approach achieves higher throughput than traditioetl n

can cancel the interfering signal. ~ work coding and applies to scenarios that cannot benefit from
* Also, itis impossible for Alice’s and Bob's transmissions 5 jtional network coding.

to be fully synchronized. Thus, there will be a time shift
between the two signals. Alice and Bob need to align th
known signal with the interference in the received signal
before they can cancel the interference.

e(c) Theoretical Work on Network Capacity: The capacity

of a general wireless network is an open problem in informa-
tion theory. In fact, the capacity of a 3-node relay network,
that is, a source-destination pair with a router in the madi
Thus, to imp|ement a proof of Concept of ana|og net- itself an open prOblem.There iS, however, considerabléwor
work coding, we have to dive into the physical layer and that bounds the capacity or improves the throughput of the
adapt channel acquisition, modulation, clock recoveryl an 3-node-relay [20, 6, 19] and the Alice-Bob topology [27, 26,
other signal processing techniques to this new environmen#2]. The above work is hard to apply in practice because it as-

namely, we need to design a new communication systengumes that wireless radios can send and receive at the same

from the ground up. time, or that the transmissions are fully synchronized- Fur

thermore, none of the above work has been implemented. In

contrast, our work makes no such assumptions and is proven

3. RELATED WORK practical via a prototype implementation in software radio
Prior work falls into three main categories: schemes for

addressing interference, traditional network coding, ned

oretical work on network capacity.



5.1 Wireless Communication Systems

an [ 3 3 A wireless signal is usually represented as a complex func-
az : | ‘ ‘ i ’ i : tion of time. Thus, the signal transmitted by the senderctvhi
§ ol we annotate with the subscrigtcan be represented as:
@ .
g s(t) = As(t)e”,
w2l . . .
£ whereAq(t) is the amplitude of the waveform adg(t) is its
0 LN 1 ; phase. To transmit a stream of bits, we needs to map “0” and
‘ : ‘ ‘ “1” to two different complex functions. Then, we divide time

T B T I s N s T ] i - !
Figure 3—Example MSK modulation. MSK represents a bit of 1 as a iNt0 consecutive slots of duratioh. During each slot, we

phase difference of /2 over for an interval . It represents aa bitof0Oasa transmit the complex function corresponding to “1” or “0”,

phase difference of /2 overT. depending on the bit value we want to transmit.
Although the transmitted signal is a continuous function,
4. SCOPE modern communication systems are digital. They produce

Analog network coding is a general technique, indepen-di_scret.e samples of the continuous signal. The wirglees{ra .
dent of the underlying wireless technology. It is applieabl Mitter interpolates the samples to generate a continugus si
in a wide variety of scenarios, with 802.11 mesh networksnal, which it transmits over the wireless channel. Thus, for
being an obvious example. Cellular networks and underwalhe rest of this paper, we will talk about complex samples, of
ter acoustic wireless networks [8] are also possible examtne formAg[n]eI".
ples. In particular, cellular networks deploy inexpendive .
directional relays to expand their coverage area. Theseshod 5.2 The Sender Side
intervene between the mobile device and the base station. Say that we have a packet to transmit over the wireless
They simply amplify and retransmit the signal they receive,channel. As said above, we need to map “0” and “1” into two
which is exactly the functionality they need to implement different complex representations. This is called modaitat
analog network coding [9]. In particular, the MSK modulation represents bits by vagyin

Our goal is to design and implement a proof of conceptthe phase difference between consecutive complex samples.
of ANC. Since ANC works at the signal level, this implies A phase difference of /2 represents “1”, whereas a phase
designing an entire communication system from the groundlifference of—7 /2 represents a “0”.
up. Hence, we have to make a number of design choices To see how MSK works, let us go through an example.
at the physical layer. Most importantly, we have to chooseAssume the data being sent is 1010111000, then the phase of
a modulation/demodulation scheme. We want a modulatiorihe signal would vary as seen in Fig. 3. The signal itself is
scheme that is widely used in many wireless technologies bethe complex function whose phase changes as shown in the
cause it is infeasible to try the myriad of possible modotati ~ figure. Initially, at timet = 0, the signal isAs€®. Since the
schemes. first bit is a “1”, the signal sample at timte= T should be

To this end, we choose phase shift keying (PSK), which isA€(™/?). The second bit is a “0", hence the signal sample
widely used in modern communication systems. For exam-at timet = 2T should beA ("/2=7/2) = AP, This is re-
ple, 802.11 uses Binary and Quadrature Phase Shift Keyingeated for all the bits. Note that in MSK, the amplitude of
(BPSK/QPSK) and GSM, a widely used cell-phone standardthe transmitted signak, is a constant. The phase embeds
uses a variant of Minimum Shift Keying (MSK), which is an- all information about the bits.
other form of phase shift keying. Our implementation uses . .

MSK. MSK has very good bit-error properties, has a sim-2-3 The Receiver Side

ple demodulation algorithm and excellent spectral efficien ~ How does the signal look like at the receiver, after travers-
But the ideas we develop in this paper, especigfiyl, are  ing the wireless channel? The received signal is also arstrea
applicable to any phase shift keying modulation. of complex samples spaced By But these samples differ
from the transmitted samples, both in amplitude and phase.
In particular, if the transmitted sample Ag[n]€%!" the re-

ceived signal can be approximated as:

Before taIk|r_1g about dl_sentanglmg |_nterfer|ng_3|gnals; w ynl = h As[n}é(es[”]”)
need to explain how a single signal is transmitted and re- '
ceived over the wireless channel. For the sake of simplicitywhereh is channel attenuation andis a phase shift that de-
we will intentionally gloss over some details that are unnec pends on the distance between the sender and the receiver.
essary for understanding the technical ideas proposedsin thThe receiver needs to map the received complex samples
paper (e.g., pass-band vs. base-band, error correctioanup back into a bit stream.
version, and downconversion). We will describe how MSK  Demodulation is the process of mapping the received sig-
transmits and receives a packet of bits. nal to the transmitted bits. For MSK, this amounts to dis-

5. SNGLE SIGNAL CASE



covering the phase differences between consecutive cample Atfirst, it seems that to decode the interfered signals,éilic

samples separated By and then mapping that phase differ- should estimate the channel parametérand~’. Once she

ence back to a bit value. knows these parameters, Alice recreates the version of her
Calculating phase differences of the complex samples isignal that interfered with Bob’s signal, and subtractsdti

simple. Recall that in MSK, the amplitude of the samplesthe received signal. The resultys[n|, a sampled version of

is fixed and does not change from one signal sample to th&ob’s signal that Alice can decode using the standard method

next. Consider the following consecutive complex samplesdescribed irt5.

h A, d@n+1+7) andh A €@+ First, we calculate the In practice, however, this subtraction method does not
ratio of these complex numbers, work. It is fragile and depends on the errors in Alice’s es-
h A, g 1+y) timate of the channel parameters. Though we tend to think of
p= 5= _ d0sn+1]-6sn]) (1) those parameters as constant, they do vary with time. Rurthe
h A €+ the channel model is approximate. There are other sources of
To demodulate, we simply compute the angle of the complexnoise that add up to the estimation errors.
number, which gives us the phase difference, i.e.(ayg= We need a more robust method. Indeed, the main reason

6s[n + 1] — 6s[n], where argx) is the angle of the complex for the robustness of MSK is that demodulation does not re-

numberx. We map these phase differences to “0” and “1” quire estimating the channel. Specifically, Eq.1 compdﬁest
bits using a simple rule. A positive phase difference is a “1” phase difference without worrying about the exact values of
whereas a negative phase difference is a “0”". andh. This gives us a hint of how to design a more robust de-
The most important fact about the computation in Eq. 1 ismodulation scheme for interfered signals. In particula o

its invariance to both the channel attenuaticand the chan-  should focus on discovering the phase differences for tioe tw
nel phase shiff. This makes MSK demodulation very robust signals, namelAd andA¢. It is phase differences that carry
because the receiver does not need to accurately estineate tll information about Alice’s and Bob's bits, not the values
channel. Phase modulation schemes like MSK are thereforef the phases themselves.

very attractive and are widely used in cellular communica- Thus, in the rest of this section, we will develop an algo-
tions and other networks. rithm that allows Alice to decode the phase differences be-

tween the consecutive samples of Bob'’s signal. For simplic-
6. DECODING INTERFERED MSK SIG- ity of notation, we will represent the received signal atcgli
as:
NALS

So, how does Alice (or Bob) decode the interfered sig- yln] = AN + Bl )
nals? The first step in answering this question is to underwhereA = WA, B = h'Bs, 0[n] = 65[n] 4+ +/, and¢[n] =
stand what Alice receives. As described earlier, when Aliceyg[n] 4 .
and Bob transmit SimultaneOUSIy, the router receives the su How do you calculate phase differences when two Signa|s
of their signals, amplifies this composite signal, and broad interfere and you know the phase differences of one of the
casts it to Alice and Bob. Thus, Alice receives an interferedsigna|s? We will use a two-step process. First, Alice uses he
signal,ya(t) + ys(t). However,ya(t) andys(t) are not the  received signal to calculate paiff\d, A¢) that could have
two signals Alice and Bob have sent. Rather, they are thgyroduced the observed signal. Next, Alice uses her knowl-
two transmitted signals after they traversed the channets f  edge of her phase differencs to pick the most likely pair.
their corresponding senders to the router and the channefhis gives Alice an estimate @f¢, Bob's phase difference.

from the router to their corresponding receivers. The éffec Based on this estimate Alice decides whether Bob sent a “0”
of the wireless channels can be approximated by an attenugy g “1”.

tion and phase shift [28]. Thus, the signal that Alice reesiv

6.1 Possible Phases of Both Signals
Vil = yaln + yeln R -
WA O+7) 4 g d(@sli+”) Say that Alice receives the interfered signal in Eq. 2, can
she tell the values of[n] and¢[n] just by analyzing the re-
whered; refers to the phase of the signal transmitted by Alice ceived signal? The answer is “No”; without extra informa-
and ¢s refers to the phase of the signal transmitted by Bob,tion, Alice cannot tell the exact phases. She can, however,
whereashs andBs are the amplitudes at the transmitter. calculate possible values for those phases. In the appendix
Note that we use the subscripto refer to the transmitted we prove the following lemma.
signal as opposed to the received signal, for which we use no
subscripts. Note also thatrefers to the index of the received
sample; it is not the index of the bit transmitted by Alice or
Bobl.

10ur design does not assume synchronization of Alice’s arfisBo ~ signals. We will talk about that issue in detail§i.2

LEMMA 6.1. If y[n] is a complex number satisfying Eq. 2,
then the pair([n], ¢[n]) takes one of the following two val-




yin] are random, we XOR them with a pseudo-random sequence
at the sender, and XOR them again with the same sequence
at the receiver to get the original bits. Hence,
Ellyn]’] = A*+B

Alice estimates the expectation by averaging the energy of
the complex samples over a window of size N.

Img A

Real 1 N ) ) )
U,,U,- Two pgssible solutions for ~ 8[n] H = N Z ‘y[n” = A + B . (5)
n=1

V,,V,- Twb possible solytions for @[N]

Alice still needs a second equation to estimatand B.
She computes the following quantity.

Figure 4—Geometric representation of the phase computatiorthe re- o E Z | [n} |2
ceived complex samplgn| is the sum of two complex numbetsand v. o= y ’
The length of the first complex numberAsand the length of second & ly[n]|2>p

There are exactly two pairs of such complex numlers) that sum up to

y[n]. Thus, two solutions exist for the pzi#[r], [n]). Said differently, Alice computes the average energy in sam-

ples whose squared norm is greater than the mean epergy

ues. We show in the appendix thatcan be reduced to,
ol = argy[n(A+BD+iBy/1-D2) (3) o = A%+ B? + 4AB/. (6)
éln] = argy[n(B+ADTFiAV1-D?)) 4) Given Egs. 5 and 6, Alice has two equations with two un-

Vil [2— A2—B? ) _ knowns and can solve fé andB.
where, D= MEL_o—= |y[n]| is the norm, andarg is the

angle of the complex number. 6.3 Estimating Phase Differences for Bob’s Signal
Note that for each solution td[n]|, there is a unique Alice’s next step is to estimate the phase differences of
solution for ¢[n]. Thus, whenf[n] = argy[n(A + Bob’s signal, i.e.¢[n + 1] — ¢[n]. She uses the phases from
BD + iBv1— D2)), the corresponding solution ig[n] = Lemma 6.1 to calculate phase differences of both her signal,
argly[n](B+ AD — iAv/1 — D2)). The solutions come in two  0[n+1]—0[n], as well as Bob’s signai[n+1] —¢[n]. There s,
pairs. however, ambiguity in these calculations because this lamm

The detailed proof of Lemma 6.1 is in the appendix, butgives two solutions for each phase, at any sample tindd-
the intuition underlying the proof can be explained geomet-ice cannot tell which of the two solutions is the correct one.
rically. As a complex numbeg[n] can be represented with ~ Alice therefore computes all possible phase differences
a vector, as in Fig. 4. According to Eq. ¢n] is the sum of  based onLemma 6.1. Let us denote the two solutions pairs as
two vectors, which have lengtifsandB respectively. Thus,  (01[n], ¢1[n]) and (62[n], ¢2[n]). Then, Alice has the follow-
we want to find a pair of vectorgy, v), that sum up to the ing four possible phase difference pairs:

received complex samplg[n|. The constraint is that the first _ _ _

vector is of Ier?gtm andptﬁ[e ]second of lengti.e.,the two (Abolnl, Adwlnl) = (bn+1 szgﬂeﬁxl[ngg 1= i)
vectors lie on two circles with radiua andB. From the fig- 7
ure, there are only two such pairs of vectors. Thereforegthe Next, Alice has to pick the right phase difference pair from
are two solutions for the pain], ¢[n]). the four choices in Eq. 7. This is where she leveragess

. . . work layer informationAlice knows the signal she transmit-
6.2 Estimating the AmplitudesAand B ted earlier, and which interfered with Bob’s signal. Thuw s
If Alice knows the amplitude of the two signals, i.Aand  knows the phase difference of her transmissigiy[n|. Phase
B, she can substitute those values and the received complekfferences are fairly robust to channel distortion (if yake
sampldy[n]| into the equations in Lemma 6.1 to calculate the the phase difference theterm cancels out). Thus, she can
phases. In fact, Alice can estimat@ndB from the received  use the knowm\ds[n] to pick the correct\dy,.
signal. Since she has two unknowAsandB), she needs two Alice calculates the error for each of the four choices she
equations. got from Eq. 7.
The first equation for computing andB comes from the
energy of the received signal. When two signals interfere, ety = [Abo[n] — AGS[n]|,vxy € {1, 2} ®)
their energies add up. In particular, the energy is: Alice picks theAd,y[n] that produces the smallest ergar,y.
She finds the matching\¢yy[n] phase difference for Bob's
Ellyln[*] = E[A® + B+ 2ABcog[n] — ¢[n))], signal. Alice repeats this fo)r/[al}l valuesmfto estimate the se-
where E[.] is the expectation. The value &cogf[n] —  quence of Bob’s phase differences. She uses these estimated
¢[n])] = 0 for a random bit sequence. To ensure the bitsphase differences to decode Bob’s bits.



6.4 Obtaining Bob’s Bits _
Interfering [ Bob’s packet ]
Recall that MSK modulation maps “1” to a phase differ- Packets Alceopacket |
ence ofr/2 and “0” to a phase difference efn/2. In the Interference
last step above, Alice has an estimate of the phase diffesenc
of Bob’s signal A¢[n]. She now maps them back to bits. Be- e
cause of estimation errors and the distortion of the reckive
signal, the phases that Alice estimates do not match exactly Norbimertered
the phases sent by Bob. Thus, Alice follows a simple rule. lDewde
if Ag[n] > 0, then™ bit is “1”, else it is “0”. Hetehing pi.gg%e o g
Shaca cforonces fo known packet
7. PRACTICAL ISSUES — |
Is the scheme described above feasible in practice? The phase diferences - phese dferences ]
short answer is "yes”. Building an operational communica- i ool
tion system, however, involves many practical challenges.

Figure 5—Aligning known phase differences with received signalAl-

7.1 How Does Alice Detect Interference? ice finds where her packet starts using the pilot bits at tlggnbéng of the
packet, which are interference free. Bob, whose packetss¢acond, uses

We begin with the most basic question: How does Al- the pilot bits at the end of the packet and runs the alignmestgss back-
ice detect a packet transmission? This is a standard probler’ﬁard'
in communication systems. To detect a transmission, Alicez 2 How Does Alice Deal with Lack of Synchro-
looks at the energy in the received signal. During transmis- nization?
sion the energy level is much higher than the noise energy.

Next, how can Alice tell whether a packet has been sub- In an ideal world, Alice’s and Bob’s signals arrive at the
jected to interference? If it is an interfered packet, Alice router at the same instant, and interfere exactly at the be-
needs to run the interference decoding algorithm describedinning of the two packets. In reality, there is a time shift
in §6; otherwise, Alice runs standard MSK decoding. between the two signals. This time shift complicates our al-

To answer this question, Alice uses the variance in the engorithm described ir§6. In particular, the algorithm needs
ergy of the received signal. Recall that, in MSK, the trarismi Alice to match the phase difference of the signal she sent
ted signal amplitude is constant; MSK encodes the bits in theagainst four possible solutions, in order to pick the righ¢o
phase, not the magnitude of the complex sample. Hence, thBut without synchronization, Alice does not know the index
energy of a non-interfered MSK signal is nearly consfant  of the first interfering sample.

Packet interference destroys this property of nearly @onist Interestingly, our solution to the problem leverages the
signal energy. When two packets collide, the signals interdack of complete synchronization. Since packets do not in-
fere with each other in a random fashion. The constant enterfere perfectly, there are parts at the start and end of the
ergy property of MSK no longer holds. We use this insight received signal which do not have any interference. For ex-
to detect interference. We quantify this variation in eiyerg ample, assume Alice’s signal arrived before Bob’s. Thea, th
by measuring the variance in the energy of the received sanfirst few bits of Alice’s packet are interference free. Assum
ples. If the variance is greater than a threshold, Aliceaste ing Alice and Bob have similar packet sizes, the last few
interference and applies the decoding algorithm fig@n bits of Bob’s packet are also interference free. Indeed, our

We calculate energy and energy variance over movingapproach enforces this incomplete overlap between the two
windows of received samples. Our detection algorithm de-packets to ensure that there are a few bits at the beginning
clares occurrence of a packet if the energy is greater thamnd end of the interfered signal that are interference free,
20dB, which is a typical threshold [11]. It detects interfer- which can be used to synchronize. Specifically, we use a ran-
ence if the variance in the energy is greater thadB2(his ~ domization scheme similar to 802.11 MAC. Nodes start their
threshold is picked because when two MSK signals intertransmission after eandom delay They do this by picking
fere, the energy of the interfered signal varies frofn- B)2 a random number between 1 and 32, and starting their trans-
to (A — B)?, depending on whether they interfere construc- mission in the corresponding time slot. The size of the slot i
tively or destructively. Thus, the variance is on the order o dependent on the transmission rate, packet size, modulatio
((A 4 B)? — (A — B)?)? = 16A?B?, which is greater than scheme used, etc.

the energy of either of the signals constituting the intexde Our solution attaches a knowvgilot bit sequencéo the be-

signal (i.e., greater tha#® andB?). ginning of each packet. It also attaches a mirrored version
of the pilot sequence to the end of the packet. The pilot is a

2The energy of a complex sampiel? is A2, 64-bit pseudo-random sequence. It is used to detect when ex-



/F\ 1 Pseudocode for the Interference Decoding Algorithm

Use energy detector fron§7.1 to detect signal reception
- R if Signal detectethen
7 S Use variance detector frorf7.1 to detect interference
ﬁ\ PAYLOAD ﬁl if Interfered Signathen
N - Decode start and end of received signal to get both headers
Discover whether my known signal starts first or second utieg

N Header e headers
(Src ID, Dst ID, Seq No)
. . Lookup known packet from the headers
Figure 6—Frame Layout for Analog Network Coding Match phase differences of known signal with received digsiag

algorithm from §7.2
Decode packet using algorithm fro§6

actly the known signal starts showing in the received signal Collect the decoded bits and frame it into a packet and passtie

We describe our solution assuming Alice’s packet starts upper layers
first. Bob’s decoding algorithm is described in Sg¢.4. Al- else _ _ .
ice first detects the beginning of a packet using ¢hergy Decode signal using normal MSK demodulation .
. Collect the decoded bits and frame it into a packet and passhe
detectorfrom §7.1. She then looks for the known pilot se- upper layers

quence in the interference free part of the signal at the star  end if
of the packet. She decodes this part using standard MSK de- end if
modulation. Fig. 5 displays the matching process that Alice

performs over the received signal. After decoding the inter with the last sample and going backward in time. Our packets

ference free part, she tries to match the known pilot seqeienc . L
with every sequence of 64 bits. Once a match is found, Sh(_‘bf:lve the header and the pilot sequence both at the beginning

aligns her known signal with the received signal starting atand end, as shown in Fig. 6. Bob starts from the end of the
that point, i.e., starting at the end of the pilot. If Alicel$ato packet, decodes the header and the pilot sequence there, dis

find the pilot sequence, she drops the packet. covers which packet in hisent packet buffetio use to cancel

At the end of the pilot sequence, Alice starts applying thef[he interference, and decodes Alice’s packet backwards, us

algorithm in§6 which detects the two interfering signals. By ing the interference decoding algorithm.

_then Bob s signal might not have start_ed yet. Despite this Al 75 \What does the router do?

ice can still apply our decoding algorithm frogs. The val- _ . .

ues for the initial estimated phase differencasn] could In the Alice-Bob experiment, the router has to amplify the

be random and dependent on the noise since Bob’s Signémterfered Signal it receives from Alice and BOb, and broad-

might not have started yet. Once Bob’s signal starts, thie est castit. Butin the chain topology, the routis, has to decode

mated phases differencéss[n], will correspond to the pilot the packet itself. Thus, thg router negds to make a decision

sequence at the start of Bob’s packet. At that point' Alice de about what to do with an interfered Slgnal. The router uses

tects the beginning of Bob’s packet. the headers in the interfered signal to discover which case
Thus, the pilot sequence helps Alice align her own sent@pplies. If either of the headers corresponds to a packet it

signal with respect to the received signal. It also helps he@lready has, it will decodes the interfered signal. If nofe o

detect the beginning of Bob’s signal in the received signal. the headers correspond to packets it knows, it checks if the
two packets comprising the interfered signal are headed in

7.3 How does Alice know which packet to use to opposite directions to its neighbors. If so, it amplifies $fge
decode? nal and broadcasts the interfered signal. If none of the abov
conditions is met, it simply drops the received signal.
Finally, Alg. 1 summarizes the interference decoding al-
orithm.

Alice keeps copies of the sent packets irsent Packet
Buffer. When she receives a signal that contains interference
she has to figure out which packet from the buffer she shoul
use to decode the interfered signal. Hence, we add a headgr
after the pilot sequence that tells Alice the source, datitin '
and the sequence number of the packet_ Using the decoded We want to encourage interfering transmiSSionS, from the
header information, Alice can pick the right packet from her right senders, i.e., those whose interfered signal can be co

buffer to decode the interfered signal and get Bob's packet. rectly decoded at both destinations. To do so, we design a
simpletrigger protocol. To “trigger” simultaneous transmis-

7.4 How does Bob decode? sions, a node adds a short trigger sequence at the end of a
standard transmission. The trigger stimulates the rigigine

Bob's signal starts second in the interfered signal. Thus,b - diately after th ion af th
he cannot blindly use the same decoding algorithm as Alice; ors tostry to transmit 'mme |a_te y after the reception @ t
rigger? For example, in the Alice-Bob topology, the router

Bob instead decodes the packet by running the decoding protdOI the tri o th d of its t ission. (i
cedure backward. More precisely, he stores the received confdds the trigger sequence o the end OTLS transmissIen, t

plex samples until the end of the packet—i.e., until the gyer gering both Alice and Bob to transmit. Alice and Bob re-
drops to the noise level. Then he runs the algorithm starting*The nodes still insert the short random delay mentione¥ia.

6 How to get the right packets to interfere?




e the traditional routing approach, and a lower bound on the ca
Analog Nt Coding : Lower bound on capachly | pacity with our approach. Channel capacity depends on the
received signal strength in comparison to the noise power at
the receiver—i.e., a function of Signal-to-Noise Ratio E§N

We compute our bounds for a wireless channel with additive
white Gaussian noise. For simplicity, we assume the channel
between Alice and the router is similar to the channel be-
tween Bob and the router, and all nodes transmit at the same
power. When the router receives the interfered signalmit si
ply re-amplifies the signal and broadcasts it to Alice and.Bob
We prove the following theorem in the appendix.

9 T

gtl= == Traditional Approach: Upper bound on capacity|

Capacity (b/s/Hz)

0 é 1‘0 1‘5 2‘0 2‘5 3‘0 3‘5 4‘0 4‘5 F;O 55
SNR (dB) .

THEOREM 8.1. An upper bound on the capacity of the

Figure 7—Capacity bounds as functions of SNR, for half-duplex  traditional routing approach is given by:

nodes.At high SNRs, analog network coding doubles the throughput-c

pared to traditional routing. Craditional = a(log(1+ 2SNR + log(1 4+ SNR),

spond by transmitting as soon as the transmission from th@nd a lower bound on the capacity of analog network coding
router ends. In the chain topology in Fig. 2, nddgtriggers  is given by:

nodesN; and N3 to transmit simultaneously by adding the

, . . - SNR

appropriate trigger sequence to the end of its transmission Canalog netcode= 4alog(1 + m):

Thus, the triggering mechanism encourages positive iterf ) ) )

ence that we can exploit to increase network capacity. wherea is a constant. Thus, the capacity gain of analog

Clearly, for a node to trigger its neighbors to interfere, it Network coding over the traditional approach asymptotical
needs to known the traffic flow in its local neighborhood. We approaches as the SNR increases.
assume that this information is provided via control pasket
that the nodes exchange.

In our context, the “trigger” protocol provides a simpli-
fied MAC for ANC. Designing a general MAC protocol for
ANC depends on the environment in which it is used. For(a) Moderate to High SNRAt medium-to-high SNR, analog
example, cellular networks already have strict scheduling network coding almost doubles the throughput when com-
based MAC protocols (TDMA, CDMA etc). The trigger pro- pared to the traditional routing approach. At these SNRs, th
tocol for ANC in these networks can be easily integrated intogain is primarily dominated by the reduction in the number
the scheduling mechanism. In contrast, 802.11 wirelestmesof time slots needed to send the packets (from 4 to 2).

networks use random access. In this case, short control sgh) Low SNR:In contrast, at low SNRs around 0-8dB, the

quences may be used as triggers. However, customizing th@roughput of analog network coding is lower than the upper
MAC protocol for ANC in 802.11 or other networks is be- pound for the traditional approach. This is because when the

Fig. 7 illustrates the capacity bounds for analog network
coding and the traditional approach. The figure shows two
SNR regions with different characteristics.

yond the scope of this paper. router amplifies and broadcasts the interfered signal toeAli
and Bob, it also amplifies the noise that the channel adds to
8. CAPACITY ANALYSIS the interfered signal. At low SNR, this amplified noise has

The capacity of a general wireless network is an opena deletgrloqs effect at Alice and Bob, since the transmissio
power is quite low.

roblem in information theory. In fact, the exact capacitao . . .
b y pacity Note, however, that practical wireless systems typically

3-node relay network, that is, a source-destination pah wi L oh
Y P aoperate around 20-40dB [11]. The low SNR region is not

router in the middle, is itself an open problem. The standar ed because it is hard to desian practical receivers that de
approach is to compute upper and lower bounds on the car> use 1t1s Sign practl IVErs

pacity of these networks, which is what we do in this section.gol\ﬂ:;a art si%hzlgvzo%ogv ?/r\./hF(:]r Seilellqn}plebWI{élebggerszgg fi
We analyze the capacity of the Alice-Bob network, shown arou - : € S apoult >- ' '

in Fig. 1. The information theory literature refers to thistn dewcestcann?t alssouate W'tr the I(:\/(\:/al ECC?S pr(:mt [01]. S
work as a 2-way relay channel. Many researchers, includin Or most practical cases, analog network coding has a capac-

Shannon [27], have studied this network [22, 26]. They typ- ty gain of Xfor the Alice-Bob network.

ically assume a full-duplex relay, that is, a radio that send

and receives at the same time. In contrast, we focus on th& - IMPLEMENTATION

practical case, where radios are half-duplex. We have implemented ANC using Software Defined Ra-
We compare the capacity of the Alice-Bob network, underdios (SDR). SDRs implement all the signal processing com-

analog network coding and the traditional routing approach ponents (source coding, modulation, clock recovery etc) of

To do so, we compute an upper bound on the capacity undex wireless communication system entirely in software. The
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creates a frame. The framer also stores a copy of the frame,
which could be used later for decoding interfered packets.
Next, the modulator encodes the bit sequence to create com-
plex samples of the signal. It pushes the samples to the USRP
RF frontend, which transmits them on the channel.

On the receiving side, we continuously get complex sam-
ples from the USRP. Thieacket Detectochecks whether the
received samples constitute a packet or just noise. If agtack
is being received, thinterference Detectochecks whether
the packet has been subjected to interference using ttre inte
ference detection algorithm describedsinl. If no interfer-
ence is detected, standard MSK demodulation is performed
to decode the bits. The bits are then passed througbéhe
framer, which converts them into a packet and forwards the
packet to the network interface.

If interference is detected, the received complex samples
are passed to theleader Decodemwhich detects the pilot
sequences and the headers at the start and end of the set of
complex samples constituting the interfered packet. Figan t
headers it discovers which two packets constitute the-inter

fered packet and checks if it can be decoded or should be
re-amplified and broadcast. If it can be decoded, the complex
samples are passed on to the next modulePtiese Differ-
ence Matchewhich looks up the known packet, and matches
the phase differences of the known packet with the received

hard . imol dio f RF) f 4. whi hinterfered signal. Once the matching is done, the complex
ardware IS a simple radio _requency( ) frontend, whic samples are passed through thRC Decoder which de-
acts as an interface to the wireless channel. The RF frontengl

.codes the unknown bits out of the interfered signal. The bits
passes the complex samples generated by the SDR to the D'g're then passed through tbeframer which converts them

|th to Analog Converter (DAC), which produces the analog into a packet and pushes the recovered packet out on the net-
signal. The upconverter converts the output of the DAC t0\vork interface

the carrier frequency and transmits it over the wirelessieha

nel. At the receiver side, the process i_s invertgd. Firs, th &1. EXPERIMENTAL EVALUATION
downconverter converts the received signal to its baseban

frequency and passes it to an Ana]og to D|g|ta| Converter This section uses results from a software radio testbed to
(ADC). The discrete samples produced by the ADC are constudy the performance of our approach. We run our experi-
verted into complex numbers and passed to the SDR softlhents on three canonical topologies: the Alice-Bob topplog
ware. in Fig. 1, the “X” topology in Fig. 11, and the chain topology

We use the Universal Software Radio Peripherajin Flg 2. These tOpOlOgieS form the basis for Iarger network
(USRP) [15] as our RF frontend. The software for the and provide examples of both 2-way and unidirectional traf-
signal processing blocks is from the open source GNURadidiC-
project [10]. USRP is a generic RF frontend developed
specifically for the GNURadio SDR. The USRP connectsll'l Compared Approaches
to the PC via USB 2.0. Thus, its throughput is limited to We compare ANC against two other approaches.
32MB/s. This also limits the bandwidth of the signal to at (a) No Coding (Traditional Approach): We implement
most 4MHz, which is enough for most narrowband datatraditional routing but with an optimal MAC, i.e., the MAC
transmission. employs an optimal scheduler and benefits from knowing the

traffic pattern and the topology. Thus, the MAC never en-
counters collisions or backoffs, and hence outperforms the
10. SrSTEM ARCHITECTURE conventional carrier sense based MAC.

We export a network interface to the user, which can be (b) Digital Network Coding (COPE): We compare
treated like any other network device (e.g., eth0). Fig. 8 ab against packet-based network coding whenever applicable.
stracts the system below the network interface. We use the COPE protocol as an example network coding

On the sending side, the network interface pushes therotocol [17]. Again we implement an optimal MAC that
packets to thésramer, which adds the pilot sequence and schedules transmissions knowing the traffic pattern and the
the header to the packet as describeddr2 ands7.4, and  topology.

Signal

Figure 8—Flow chart of our implementation.
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Gain over COPE - - - -

Since the MAC is optimal for all three designs, the differ- 0. | Gain over Traditional Approach
ences between them are due to their intrinsic charactsisti
rather than a sub-optimal MAC.

0.6

0.4

Cumulative Fraction

11.2 Metrics o
We use the following metrics. , )

e Network ThroughputThis is the sum of the end-to-end T e
throughput of all flows in the network. Note that ANC has (a) CDF of throughputs for Alice-Bob topology

a higher bit error rate than the other approaches and thus
needs extra redundancy in its error-correction codes. We
account for this overhead in our throughput computation. 08
e Gain Over Traditional ApproachThis is the ratio of the
network’s throughputin ANC to the network’s throughput
in the traditional approach for two consecutive runs in the

0.6

0.4

Cumulative Fraction

same topology and for the same traffic pattern. 02 .
e Gain Over COPE:This is the ratio of the network’s 0 it Error Rate

throughput in ANC to the network’s throughput in COPE 0 0moor ol 02 0% 03 0%

for two consecutive runs in the same topology and for the (b) CDF of BERs for Alice-Bob topology

same traffic pattern.
¢ Bit Error Rate (BER)the percentage of erroneous bits in Figure 9—Results for the Alice-Bob topology: ANC has 70% average

an ANC packet, i.e., a packet decoded using our approacnhroughput gain over the traditional approach an&36ver COPE. The
average BER is around4, which can be easily corrected by a small amount

f i .
11.3 Summary of Results of error correcting codes

Our experiments reveal the following findings: g\(;;!i%;%ipelj Z‘?éoon;gired to the traditional approach and

e ANC provides significant throughput gains. For the Alice-  Our practical throughput gains are significant, but less
Bob topology, ANC increases the network’s throughput by than the theoretical optimum. Theoretically, ANC doubles
70% compared to the traditional approach. Compared tothe throughput compared to the traditional approach and pro
network coding the throughput increases by30 vides 50% gain over COPE. Practical gains are lower due to

e ANC improves the throughput for the “X” topology by two reasons. First, the theoretical computation assunss th
65% when compared to the traditional approach, anth28 packets interfere perfectly—i.e., it assumes that Alicg:Bob
when compared to COPE. are perfectly synchronized. In practice, the average aperl

e For unidirectional flows in the chain topology, ANC im- between Alice’s packets and those from Bob’s i$:80rhe
proves throughput by 36 when compared to the tradi- imperfect overlap is due to trandom delayur protocol in-
tional approach. (COPE does not apply to this scenario.) troduces so that the pilot sequences are interferenceHuee.

¢ Differences between the theoretical gains of ANC and itsther, because our implementation runs in user-space, iiere
practical gains are dominated by imperfect overlap be-significant jitter in how fast Alice and Bob transmit after re
tween interfering packets, where only 80% of the two ceiving the “trigger” from the router. We believe that with a
packets interfere on average. kernel-space implementation, one could get higher ovénlap

e We evaluate ANC'’s sensitivity to the relative strength of the packets and consequently higher gains.
the two interfering signals. On URSP software radios, our The second factor affecting ANC'’s practical gains is the
decoding algorithm works with signal to interference ra- non-zero bit error rate. Fig. 9(b) plots the CDF of bit error
tio as low as—3dB. In contrast, typical interference can- rates for Alice and Bob, when using our approach. The bit
cellation schemes require a signal to interference ratio oferror rate is computed by decoding the packet from the inter-
6dB [12]. (Note that these schemes do not use ANC andered signal and then comparing it against the payload that

cannot achieve our capacity gains, as explaing®ipn was sent. The bit error rate for most packets is less tlyan 4
) To compensate for this bit-error rate we have to a@ido ex-
11.4 Alice-Bob topology tra redundancy (i.e., error correction codes) compareteo t

We compare ANC to both the traditional approach andtraditional approach. This overhead is another reason iy t
COPE over the Alice-Bob topology in Fig. 1. Each run trans- practical gains are a little lower than the theoretical gain
fers 1000 packets in each direction, first using ANC, then us- o
ing the traditional approach, and last using COPE. We repeal'l'5 X" Topology
the experiment 40 times and plot the results in Fig. 9. Next, we evaluate ANC over the “X” topology in Fig. 11.

Fig. 9(a) plots the CDF of ANC'’s throughput gain over the This topology is analogous to the Alice-Bob, but in contrast
traditional approach and COPE. The figure shows that ANC’sto Alice which knows the interfering signal because she has

11



Gain over COPE - - - - Gain over Traditional Approach

Gain over Traditional Approach

08 08

0.6
0.6

0.4
0.4

Cumulative Fraction
Cumulative Fraction

0.2
0.2

0 - 1 11 1.2 13 1.4 15 16
0.6 0.8 1 12 14 1.6 1.8 2 Throughput Gain

Throughput Gain (a) CDF of throughputs for chain topology
(a) CDF of throughputs for “X” topology

Bit Error Rate

08 0.8

Higher BER due to packet
0.6 loss in overhearing

0.6

0.4
0.4

Cumulative Fraction
Cumulative Fraction

0.2
0.2

Bit Error Rate 0
0 0 0.02 0.04 0.06 0.08 0.1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 Bit Error Rate

i ErrorRate (b) CDF of BERSs for chain topology
(b) CDF of BERS for “X” topology

) ) Figure 12—Results for the chain topologyOur approach provides an av-
Figure 10—Results for the X topology Our approach provides an aver-  erage of 36% gain over the traditional approach. The average BER i%1.5
age of 6%% gain over the traditional approach and2®ver traditional net-  which is lower than the Alice-Bob topology since here theteouirectly

work coding. It is slightly less than the Alice-Bob topologye to packet  decodes the interfered signal and does not amplify and besadt.
losses in overhearing. The BERs for the experiments whezee tivere

packet losses in overhearing is correspondingly higher. assume that wheN; transmitsN, overhears the packet and
correctly decodes it. This is not always true axdgsome-
times fails in decoding the overheard packets, particularl
because nodi; is transmitting too; hence nodb’s recep-
tion faces additional interference. When a packet is not-ove
heard, the corresponding interfered signal cannot be a&tod
either. The same reason holds for nddeoverhearingNs's
transmission. Hence, the throughput gain is slightly lower

Figure 11—"X" topology with two flows intersecting at node Ns.

generated it, the receivers in the “X” topology know the inte
fering signal because they happen to overhear it while snoop
ing on the medium. In particula¥; andNs are sending t&\, Unlike COPE, analog network coding is useful even when
and Ny, respectively. NodéN, can overhealN;’s transmis-  the flows are uni-directional. To demonstrate these gaies, w
sion, and similarlyN4 can overheals’s transmission. Thus, evaluate our approach in the chain topology shown in Fig. 2,
we makeN; andN3 transmit simultaneously. The routhig where traffic is flowing from nod#l; to nodeN;.

amplifies and retransmit the interfered signal to the dastin ~ Figure. 12(a) plots the CDF of the throughput gains with
tionsN, andN,. The destinations use the overheard packetsour approach compared to the traditional approach. ANC in-
to cancel the interference and decode the packets they wantreases the throughput by @7n average.

Fig. 10(a) plots the CDF of throughput gains for the “X”  Note that for the chain topology, the throughput gain is
topology. The figure shows that ANC provides a%m- close to the theoretical prediction. Theoretically, ANG lza
crease in throughput compared to the traditional approachgain of 50%, since it reduces the number of time slots re-
and a 2&; increase in throughput compared to COPE. quired to deliver a packet on average from 3 to 2. The slight

As expected, practical gains are lower than theoreticaloss in gain is due to the same factors as before. Packets do
gains. Theoretically, ANC doubles the throughput whennot overlap perfectly and we have to provision for extra re-
compared to the traditional approach, and increase the&lundancy to correct for the slightly higher bit error rateitB
throughput by 50 when compared to COPE. The reasonsinterestingly, the bit error rate is lower for the chain tHan
for the difference between practical and theoretical games  the other topologies. Fig. 12(b) plots the BER CDF at node
fairly similar to the Alice-Bob case. First, packets do not N,. The average bit error rate i, which is significantly
overlap perfectly. Second, the decoded packets have a nomewer than the % bit error observed in the Alice-Bob topol-
zero BER, hence extra redundancy s required. There is, howegy. This is because in the chain, decoding is done at the node
ever, an additional error factor in the “X” topology, namely that first receives the interfered signal. In the Alice-Balse,
imperfect decoding of overheard packets. Theoreticalgjainthe interference happens at the router, but the router has to

11.6 Unidirectional Traffic: Chain Topology
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Figure 13—BER vs. Signal-to-Interference Ratio (SIR) for decoding
at Alice. Even for low SIR, i.e., when the signal Alice wants to decods h
relatively low signal strength, the BER is less th&®.5

far, however, these two groups have proceeded largely in iso
lation, having agreed a few decades ago that their contract
would be a digital one: the electrical engineers would desig
components that present binary data to the computer scien-
tists, and in return, could ignore network layer questions;
while computer scientists would design the network layer
and overlook physical layer details. In this paper, we ques-
tion whether this divide is suitable gverycontext. In partic-
ular, we show that, for wireless networks, by poking a hole
in this digital abstraction, i.e., by combining physicaixr

and network-layer information we can substantially ineeea
network capacity. We believe that, because of the subatanti

then amplify and broadcast the signal to Alice and Bob. Thisgains possible, this inter-disciplinary approach is wrtif

also amplifies the noise in the interfered signal, resuliing
higher bit error rates at Alice and Bob.

11.7 Impact of relative signal strengths
Is ANC’s decoding algorithm sensitive to the relative sig-

further investigation.
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APPENDIX Similar equations exist for Bob, withra andhrg interchanged.
(2.) Analog Network Coding: The Inner Bound
A. Proof of Lemma 6.1 We compare the outer bound for traditional routing with ahiesable inner
Since, . AdOl . ol w0 bound for ANC. In this case the signal received at the relaymwritten
n = + as,
the square of the magni)t/ude yif] is given by, Yr[N] = v2PharXa[n] + \/ﬁhBRXB[_n] + Zr[N] (22)
y[n]|2 = A2 + B2 + 2ABcos(0[n] — &[n]) (12) wherehar andhgr are the attenuations on the links Alice-Relay and Bob-
Let us denote cd8[n] — ¢[n]) by D. Hence, D can be computed as, rRe?;?/y respectivelyP is the transmission power arik is the noise at the
D — cos(8[n] — $[n]) = \Y[n]|22;\§2 — B (12) The relay amplifies the signal and broadcasts it to Alice aoll. Ret the

. ) amplification factor be\. The signal received at Alice is:
We useD, to separate out the two phast{s] and¢[n] into separate in-

dependent expressions. For brevity, we only show the coatipatfor 4[n], Yaln] = AhraYR[N] + Za[n]
the analysis fo[n] is similar. = A(V2Phra(harXa[N] + herXs[N]) + hraZr[N]) + Za[N]

| 23
From Eq. 10, we can rewritd®!" as whereZa is the noise at Alice, antira is the attenuation on the Iinlg frc))m

doln  — > y(n] gA'i‘ Befi((ﬁ[n]fe[n])) the relay to Alice. The amplification factdk is set such that the power is
A”+ B + 2ABcog¢[n] — O[n]) still equal toP. ThereforeA = \/P/(Ph,iR +Phs +1)

The complex number‘s phase 8¢n], which is the_quantlty of interest. Assuming Alice perfectly knows the attenuati andhag, she can
Hence all we have to do is compute the phase of this complesbaym ! .
cancel her signal out and get:

o] = arg(y[n|(A+ Be (@l =0ln))) ,
o[n = arg(y[n](A+ Bcog¢[n — 6[n]) (13) Yaln] = AV2PhrahsrXa[N] + AhraZr[N] + Za[N] (24)
—iBsin(¢[n] — 6[n))) For simplicity, we assume that all noise powers are the sardesqual to 1.
where argx) represents the phase of the complex number Thus, the SNRs of the received signal at Alice and Bob can tated as:
Notice that we already know c@s[n] — 6[n]) = cog6[n] — ¢[n]) = D. ) ) ) R
We can use this to compute éif{n] — 0[n]). SNRyjice = %, SNRyop = % (25)
_ : (A2, +1) T gD
sin(¢[n —o[n)) = Fv1-D (14) Thus the total throughput of the system is given by,
Substituting in Eqn. 13 we get two solutions #jn], 1
e[n} _ arg(y[n] (A +BD+ IBm)) (15) Canc = 5 (IOg(l + SNR\Iice) + IOg(l + SN%OI’J)) (26)
Similarly we can compute[n] as, The ratioCanc/Cr, whereC; is the routing throughput therefore tends to 2

ol = argy[n] (B + Acos(@[n] — 61n]) + A — 011))  (16)  acp . - since the ratid®32) - 1 asc
Thus, we get two corresponding solutions #n] as well, - og(1+ke e

8[| = arg(y[n| (B + ADF iAv/1 - D2)) (17)
B. Proof of Eq. 6

From our definition, 5

o= > M (18)
Iy[n] 12> 1o
wherey is A2 + B2. Essentially we are calculating the expectation of those
ly[n]|2s which are greater tha? + B2. From Eq. 11 we have,
lyIn]|? = A? + B + 2ABcog6[n] — ¢[n]) (19)
Thus, in the computation af we are using only thospy[n]|2 which have
cog0[n] — ¢[n]) greater than zero. Hence, we can rewsitas
E(|y[n]|? [cos(0[n] — ¢[n]) > 0)
= E(A? 4 B? + 2ABcog6[n — ¢[n]) [cos(6[n] — [n]) > 0)
= A% 1 B? + 2AB E(cog0[n] — ¢[n]) |cos(6[n] — ¢[n]) > 0)
Assuming that we are sending random bit patterns, we carvederi
E(cog6[n] — ¢[n])|cogé[n] — ¢[n]) > 0) as 2/ by taking the average
of a cosine over its positive lobes. Thus, finally we get
o = A2+ B?+4AB/7 (20)
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