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ABSTRACT

A methodology is developed for the assessment of radiation
effects on nuclear waste package materials. An assessment of
the current status of understanding with regard to waste
package materials and their behavior in radiation
environments is presented. The methodology is used to make
prediction as the the chemically induced changes in the
groundwater surrounding nuclear waste packages in a
repository in tuff. The predictions indicate that mechansims
not currently being pursued by the Department of Energy may
be a factor in the long-term performance of nuclear waste

The methodology embodies a physical model of the effects
of radiation on aqueous solutions. Coupled to the physical model
is a method for analyzing the complex nature of the physical
model using adjoint sensitivity analysis. The sensitivity aids in
both the physical understanding of the processes involved as
well as aiding in eliminating portions of the model that have no
bearing on the desired results. A computer implementation of
the methodology is provided.
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1.0 INTRODUCTION

1.1 Nuclear Waste Isolation

The Congress of the United States in 1982 determined that
radioactive waste created a potential risk and required safe and
environmentally sound disposai methods. It was also found that up
to that point, the Federal Government had not done an adequate job
in finding a permanent solution. Therefore, the Congress
empowered the Secretary of Energy to characterize a number of
suitable sites for the potential use as a high-level radioactive waste
repository. Due to a perceived stagnation in the characterization
process, Congress amended the Nuclear Waste Policy Act (NWPA) of
1982 on December 22, 1987, in the Budget Reconciliation Act for
Fiscal Year 1988 [DOE, 1987]. In this amendment, Congress directed
the Department of Energy (DOE) to characterize a site located near
Yucca Mountain, Nevada and cease consideration of other sites.
Pending the outcome of a search for a willing state or Indian tribe
to take the repository, the Yucca Mountain site will be the nation's
first nuclear waste repository unless the site proves unacceptable
for technical reasons.

The location of the Yucca mountain site is depicted in Figure
1.1. The repository will be at least 200 meters below the ground
surface yet still 200 to 300 meters above the water table. Being
located above the water table is advantageous since the most

plausible scenarios for the accidental release of radionuclides to the



7

environment involve the transport of radionuclides in ground
water. The site is very arid, having less than six inches of rain per
year, another advantage with respect to ground-water intrusion
into the repository. The repository is projected to hold 70,000
metric tons of spent nuclear fuel. Based upon current projections,
this will accommodate all the fuel produced through the year 2010.
Over the next ten years, the DOE will be characterizing the Yucca
Mountain site, collecting the data necessary to demonstrate the
safety of this site for a nuclear waste repository.

The technical criteria that the site must meet are established
by the Nuclear Regulatory Commission (NRC) and the
Environmental Protection Agency (EPA), as well as DOE's own
regulation (10 CFR 960), as specified in the NWPA [NWPA, 1987,
Sec..121]. The NRC first published the required criteria in the
Federal Register in 1983, designated 10 CFR 601. The EPA
published its required criteria in 1984, designated 40 CFR 1912,

The specific criteria that bear upon this thesis are those that
involve the containment, and release and transport of radionuclides
to the accessible environment. The NRC has jurisdiction over the
engineered barriers of the repository; therefore, NRC's criteria deal
with the barriers and releases at these barriers. The NRC has
proposed that the waste packages provide "substantially complete
containment” for a period of 1000 years. In addition, the NRC

requires that the amount released per year from the engineered

1 10 CFR Part 60 was revised and republished in 1987.

2 This set of criteria was remanded in 1987, but for the purposes of this
thesis, the intent of the original, remanded rules suffices as general
guidelines.
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barrier system not exceed one part in one hundred thousand of the
curie inventory of the particular radionuclide present at 1000
years.

The EPA criteria govern the releases of radionuclides to the
accessible environment. The EPA criteria are based on the already
established guidelines for radionuclide releases, based upon
maximum permissible releases to water and air. The accessible
environment begins at some distance from the repository and
therefore, the regulations do not bear directly on the engineered
barriers.

The DOE has chosen to introduce its own "working" criteria
that are intended to satisfy the NRC's criteria. These criteria
indirectly address the compliance issue and provide the DOE's
interpretation of the NRC and EPA requirements. The main
criterion established by the DOL addresses the issue of

"substantially complete containment” [DOE, 1987]:

The Department of Energy understands the requirement for
substantially complete containment of high-level waste (HLW)
within the set of waste packages to mean that a very large
fraction of the radioactivity that results from the HLW
originally emplaced in the underground facility will be
contained within the set of waste packages during the
containment period. Therefore, the requirement would be met
if a significant number of the waste packages were to provide
total containment of the radioactivity within those waste

packages or if the radioactivity released from the set of waste
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packages during the containment were sufficiently small. The
precise fraction of HLW that should be retained within the set
of waste packages, number of waste packages that should
provide total containment, or constraints that should be placed
on the rate of release from the set of waste packages to meet
the requirements for substantially complete containment should
not be determined until the site is sufficiently well
characterized!. Such a precise interpretation depends in large
part on the level of waste-package performance needed at the
site. Therefore, a specific interpretation of the general
requirement cannot be made until additional information
regarding site conditions and the characteristics of alternative
materials and waste package designs subject to these conditions

is availatle.

The proposal to satisfy these criteria involves the use of a
highly corrosion-resistant metallic waste package. Conceptual
design of this package is depicted in Figure 1.2. The proposed
containers, shown in Configuration 1, hold four boiling water
reactor (BWR) and three pressurized water reactor (PWR) fuel
elements. Based on projected inventories of spent nuclear fuel
[DOE, 1987], a small excess of BWR fuel will result (less than 7% of

the total number of waste packages) and these will be

1The design goals of the DOE are [DOE,1987, Sec. 8.2]: 80% of packages intact at
1000 years; 99 percent of all waste initially emplaced will be retained; any
releases in any one year shall not exceed one part in 100,000 of the total
inventory of radionuclide activity present within the geologic repository
system in that year.
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accommodated in Configuration 2, also shown in Figure 1.2. The
materials to be used for the containers will be extensively tested to
provide the data necessary to assure that the criteria for
containment and radionuclide release are satisfied. A more
detailed description of the waste package proposed by the DOE is
given in Chapter 2.

Ultimately, the DOE must use mathematical models of
experimentally-observed behaviors over the range of possible
physical and chemical environments to describe the behavior of the
waste packages and thereby demonstrate compliance with the
criteria. Since it is practically impossible to perform testing over
the time periods of interest, models used to make predictions must
be extrapolated beyond the existing experimental data. This is a
valid approach given that the models explain the experimental data
in terms of the fundamental laws of chemistry and physics, and

that no additional, unknown at this time, phenomena interfere.
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Yucca Mountain, Nevada, Showing Proposed Site

for the First Nuclear Waste Repository
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Figure 1.2 Configuration of Unconsolidated Nuclear Fuel Container

FUEL DIVIDERS

28 IN. (71 cm) _
DIAMETER —\ 0.125 IN. (0.32 cm)
THICK

PWR FUEL ASSEMBLIES
x 8.5 IN. {216 x 21.6 cm)

3
8.5

-

CONFIGURATION 1.
THREE INTACT PWR ASSEMBLIES
FOUR INTACT BWR ASSEMBLIES

4 BWR FUEL ASSEMBLIES
5.5 x 5.5IN (14 x 14 cm)

0.375 IN.
(0.95 cm)

187.5 IN. (476 cm)

28 IN. (71 cm)
DIAMETER

FUEL DIVIDERS
0.125 IN. (0.32 cmy}
THICK

28 IN. (71 cm)

CONFIGURATION 2.
TEN INTACT BWR ASSEMBLIES

10 BWR FUEL ASSEMBLIES

x 5.5IN. (14 x 14 cm) %
0.375 IN.

(0.95 cm)



13

1.2  Thesis Objectives

It is well recognized that the environment surrounding
nuclear waste packages will contain a significant radiation field
[DOE, 1987]. Therefore, it is of interest to know the effects of
radiation on the environment surrounding the waste package and
to be able to predict how these effects may influence containment
and release of radionuclides.

The most notable effects of radiation with regard to nuclear
waste packages, aside from the direct effects on workers handling
the waste, are the changes that are induced in the chemistry of the
surrounding environment. Specifically, it is important to know if
any of the changes will adversely affect the corrosion behavior of
the metal barriers, or the release characteristics of radionuclides in
the event of a canister failure.

Having recognized the potential of radiation to alter the
environment surrounding the waste packages and the limited
understanding of radiation effects that now exist, it is improtant to
develop better modeling capabilities of the phenomena than those
to date. This need for modeling capabilities was also called for by

Von Konynenburg [1986]:

" A precise theoretical analysis of this system [radiation
effects in the repository environment] would require a time-
dependent computer model incorporating at least two

compartments to represent the two fluid phases. Within each
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compartment, provisions would need to be made for inputting
the yields of the primary radiolytic species and calculating
their reactions by means of coupled rate equations. The
significant reactons and their rates would have to be known
for both phases at the temperature of interest. Provisions
would have to be made for transport of species between the
two phases, and the equations governing such transport
would have to be supplied. Significant interactions between
the fluid and solid phases would also have to be understood

well enough to be modeled mathematically”

This and the other statement of concern supplied the incentive to
develop the model for the tuff repository to be sited in Nevadal.
The ultimate goal of modeling is to predict radiation effects in
repository environments. However, another important aspect of
modeling is its usefulness to experimentalists in choosing the best
experiments to conduct in the development of the data base
necessary to support the characterization of the facility.

Due to the above considerations, a program to model the
radiation effects on the materials to be used in the repository
environment was undertaken. The goal was to include all the
known effects of radiation and then make an assessment of the

most important interactions that need to be addressed by further

1The Nevada repostitory is often referred to as the "tuff” repository in
reference to the type of rock that occurs at the expected repository depth.
Tuff rock is the result of fine volcanic ash being deposited in deep layers.
The depth of the layer insulates the ash and it becomes hot enough to melt
into a grainy rock structure.
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experimentation. The model uses only experimentally determined
parameters, no fitting of data is performed. The means to improve
the model are through experimentation using the model as a guide
to performing the critical ekperiments. Additionally, the model is
formulated so as to allow for incorporation of effects related to
localized corrosion phenomena, being developed in concurrent work
[Psaila, 1989].

Phenomena addressed by the models used to assess radiation
effects are quite complex; it is therefore useful to have an
automatic means of evaluating the important parameters! of the
model. This is described by a sensitivity-analysis model.
Sensitivity analysis tells how large a change we would get in the
final results given a small cha‘nge to any, or all, of the parameters.
Put another way, the sensitivity analysis provides the sensitivity of
any or all dependendent model variables to perturbations in any or
all of the independent variables. Key parameters of the model are
thus identified and the unimportant ones can quickly be dismissed.

An integral part of all modeling studies is the verification of
the model. Verification and validation involve checking the model
to assure that it is; (1) mathematically correct and (2) represents
the physical systems being considered. The mathematical
verification of this model is performed by analytically solving a
simple model for all the quantities that are to be calculated
fumnerically. A consisiericy check has been made to assure that the

/underlymg theory for the sensitivity analysis is correct as well.

li’“alf'hmetcrs refer to the ‘basic quantmes used to define the models, e.g.
chemical reaction rate constants.
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Validation involves checking the model against physical reality; this
is considered as part of the applications.

Although the emphasis of this thesis is toward the
determination of the effects of radiation on nuclear waste
materials, the formulation developed in this thesis has a wide range
of applicability. Many physical systems have mathematical
characteristics identical to those presented here (the law of physics
and chemistry used in this thesis do not change, just the systems to
which they are applied). Additionally, the effects of radiation are
of interest to the nuclear industry as a whole, and the models
presented can be a contribution to this area as well.

A major effort is underway at the Massachusetts Institute of
Technology to understand the nature of radiation effects on
aqueous solutions. The key environments being studied are those
that would be encountered in nuclear reactor systems. Simulated
reactors (Pressurized Water Reactors (PWR) and Boiling Water
Reactors (BWR)) are being developed as an experimental tool in
these and other investigations. A high pressure water loop through
the reactor is also being assembled to perform tests to further the
understanding of irradiation-assisted stress corrosion cracking. One
of the tools to be used in the design and interpretation of the tests
to be conducted is a mathematical model of the effects of radiation
on aqueous solutions. The necessary modifications to the inodels
presented herein are outlined so that this model can pe adupted to

assist in the development of this technology.
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1.3 Thesis Organization

Chapter 2 provides a discussion of the relevant aspects of the
proposed waste package and its expected environment. Chapter 3
discusses the basic processes of radiation interactions with
solution. The theoretical model is presented in Chapter 4. The
numerical formulation of the model is given in Chapter 5. A
verification to the numerics and theory are given in Chapter 6.
Chapter 7 provides applications of the model to experimental data
and makes predictions for nuclear waste package performance.
Chapter 8 contains the concluding remarks and offers some

reccomendations for future work. The references are contained in

Chapter 9.
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2.0 WASTE PACKAGE SYSTEM

This chapter details the proposed designs of the DOE for the
waste package system. An overview of the relevant phenomena
with regard to radiation effects is presented. The details of the
physical nature of the interactions and the mathematical
representations are given in subsequent chapters. Additionally,
data and calculations relevant to the repository and radiation
effects are presented to supplement the information provided by
the DOE.

The first section describes the geometry, materials and

-

important interactions of the container and waste forms. The next
section discusses the expected thermal environment. Calculations
of the radiation fields expected in and around the waste package

are given in Section 2.3. Finally, a review of the work performed

by the DOE on the waste containers and the waste form is

presented.

2.1 Waste Package Components

A schematic presentation of the waste package is given in
Figure 2.1. The actual dimensions and internal layout of the
package are given in Figure 1.2. The waste is enclosed within a

metal container that has been welded shut. Each container will
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have 2.13 metric tons of spent fuell that is at least 10 years old.
The container is placed into a hole that has been bored into the tuff
rock2. The hcles are spaced 10 to 20 meters apart along tunnels
that have been mined into the rock3. The age of the waste, the
pitch of the holes, the number of cans per hole and the number of
“metric tons of waste per container determine how much thermal
energy is being produced4, and hence, determine the temperature
history of the repository. The expected temperatures are discussed
in Section 2.2.

During the period of containment, the containers are designed
go remain intact. Under these conditions, only gamma radiaticn
will escape the container to interact with ground water or the
surrounding rock. In the event of a breach of the canister, beta and
alpha radiations would also be present to interact with ground
water or the rock. The interaction of the radiations with water is
termed radiolysis. Radiolysis sets off a chain of events wherein the
radiation produces very reactive chemical species that go on to
interact with the other chemical entities of the solution and the
solids present. Figure 2.2 schematically depicts the relevant
physical phenomena that must be evaluated when assessing

radiolysis interactions. Four main interactions are addressed in

1Spent fuel is comprised of uranium dioxide pellets enclosed in long tubes of
a zirconium alloy called Zircaloy. The tubes are assembled into square
lattices called fuel eclements. The fuel elements will be placed into the
containers after they have been irradiated in a reactor for some period of
time.

2The container is depicted vertically but it may be horizontal as well.

3The spacing of the holes is called the pitch; the tunnels are often referred
to as drifts.

4Usually expressed as a "power density” in kilowatts per acre.
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Figure 2.2, interaction of the gaseous species with the liquid,
interaction of solid species with the liquid, interaction of radiation
with the liquid and finally intercction of all the contributions in the
liquid phase. Section 2.2 discusses the thermal environment
surrounding the waste package since temperature affects many of
the processes depicted in Figure 2.2. Section 2.3 discusses the
expected radiation levels, and the remainder of the thesis considers
the radiolysis interactions and the implications for nuclear waste
management.

The most significant means of release of radionuclides to an
environment outside the repository involves transport through
ground water. Also, the presence of liquid water may play an
important role in the degradation of both the container and the
spent fuel. The repository is proposed to be well above (200 to 400
m) the local water table at Yucca Mountain [DOE, 1987]. In
addition, the expected thermal environment should keep
temperatures above the boiling point of water for 1000 years or
more (see Section 2.3). However there may be periods of water
inflow and evaporation, especially near the periphery of the
repository. The cycle of inflow and evaporation may lead to
concentration of the electrolytic species (e.g., Cl-, SO4-2, F-) [Juhas,
1984] by as much as a factor of 10 to 100 times [Glass, 1986].
Therefore it is important to consider this concentration effect in the
analyses.

The The most important components of the waste package

system with regard to this thesis are the nuclear waste container
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and the spent nuclear fuel. Details of these two aspects of the

waste package are discussed in Sections.2.4 and 2.5.
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Figure 2.1 Schematic of a Waste Container in a Borehole
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Figure 2.2 L._'ction of Relevant Physical Processes With
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2.2 Thermal Environment

The thermodynamics and kinetics of the chemical and
electrochemical reactions associated with the interaction of the
waste container and its environment are strongly temperature
dependent. Radioactive decay of the fission products in the spent
fuel results in the deposition of heat energy in the fuel which will,
in turn, result in heat being deposited in the canister wall.

The calculated thermal history for the DOE reference
conceptual design [DOE, 1987] is given in Figure 2.3. As seen in the
figure, the outer surface of the container is expected to remain
above the boiling point of water at the repository depth (96°C) for
well beyond the 1000 year containment period. Deviations from
this reference case are discussed below.

The thermal history is approximate and the reference design
may be different from the one actually used. The actual thermal
loadings may be altered due to other considerations such as the
temperature rise at the top of Yucca Mountain. If the oldest fuel is
emplaced first, there is the possibility that fuel of the reference age
could not be emplaced until many years after it was designed to be
emplaced [MIT, 1988]. In addition, the correlations used to
determine the heat-transfer characteristics of the fuel [Pescatore,
1988], and borehole walls [St. John, 1985], and the general heat
transfer of the moist air environment [Preuss, 1984] may not be
accurately represented in the above calculations. They point to a
possible lowering of the temperatures; therefore the temperature

may drop below the boiling point of water thus allowing liquid to
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water contact a significant number of waste packages at times

earlier than predicted by DOE [1987].
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Figure 2.3 Thermal Profile Near Spent Nuclear Fuel
Containers over a 1000 year time period
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2.3 Radiation Environment

The overall validity of this work depends upon accurate
knowledge of the expected radiation environments surrounding
waste packages. The Site Characterization Plan [DOE 1987] pﬁts the
estimate of the gamma radiation field at "less than 1 x 105 rads/h".
The original assessment of dose rate [Van Konynenburg, 1984]
included only four radionuclides [106Ru, 134Cs, 137Cs, and 144Ce] and
was for a single fuel element that had been out of the reactor for
2.45 years. The reference design calls for at least 10 years out of
reactor and a different fuel loading (3 PWR and 4 BWR elements)
and configuration in the waste package. As mentioned in Section
2.2, the actual age may even be older than 10 years, resulting in
further reduction of the radiation field. There is also no mention of
the expected radiation field that would be present in the ground
water due to alpha emitters on the fuel surface and in the water.
The following assessment of the gamma and alpha radiation is
intended io provide a more realistic assessment of dose rates than

the DOE study [Van Konynenburg, 1984].
2.3.1 Gamma Radiation Fields

This section details calculations made for various container
thicknesses and for environmental conditions that would be
expected in and around the waste packages. The data for the
calculations were formulated assuming the reference geometry

given in Figure 1.2, configuration 1. The emplaced fuel is assumed
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to be 10 years old. Data for the radionuclide inventories have been
generated using ORIGEN II [Croff, 1980] and compacted into
appropriate gamma energy groups [Jansen, 1987].

The material within the container was smeared out!
throughout the interior volume. The effective densities of the
various materials are given in Table 2.1. The total loading of the
container was calculated to be 2.13 metric tons of spent nuclear
fuel. The container was given thicknesses of 1.5 and 2.5 cm of steel
(iron was used for the calculation to approximate steel.) The
selection of a container thickness had not been made at the time of
this writing [DOE, 1987] and therefore two likely thicknesses were
used. The dose rates are calculated at the midplane of the active
fuel length (192.5 cm from bottom) and 1 cm f{rom the outer
surface of the package.

The computer code ISOSHLD [Engel, 1966; Kottwitz, 1984] was
used to perform the gamma shielding analysis. ISOSHLD is a point
kernel integration package that is set up to solve a wide variety of
shielding problems. The code allows for variable energy groups
and geometry and has a wide selection of available materials. The
geometry chosen for this analysis was a cylinder with cylindrical
shields. Uranium, oxygen and zirconium occupy a cylindrical fuel
region; iron is used as a cylindrical shield exterior to the fuel region
to simulate the container; and water is assumed to surround the
package as the final shield. Results are calculated for iron container

thicknesses of 1.5 and 2.5 cm, respectively.

lsmearing out is simply averaging the amount of material as if it were
homogencously distributed throughout the available volume.
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Values of 4000 R/hr and 2100 R/r were determined usitig
the abiove dita in ISOSHLD. These results should be closer to the
ifiitial eXpected dose rates than those predicted previously [Van
 Kohitisiburg, 1984] since they consider waste of the proper age,
rélevant contaiher thickensses, and an accurate representation of
the proposed fuel loadings of the container. These lower values
also ihdicate that the testing conditions beihg used to evaluate the
vatibus thatéridls are too high!. The applications preserted in
Chidpter 7 use the values calculated in this section to make

predictions.

2.3.2 Radiation Dose to Contatiiihated Ground Water

It is known that the gamima field associated with spent fuel
will decay more rapidly than the fields associated with alpha and
beta radiations [Jansen, 1987; Lundgren, 1982]. In the long term
(300 to 1000 years), a fiajor soufce of oxidants in the event of a
cotitaitier failure will be the radiolysis of the water by the alpha
and beéta emitters.

‘Two effects are important with régard to the production of
oxidaiits. First, taiSing the oxidation potential of a solution will in
‘général increase the solubility of the actinide species [see for
example, Allard, 1983]. Secondly, if radionuclides migrate from the
breached container to the vicinity of the ufibreached container they

'm”ay a”iter ihe ’“s“%’ih’ifon sufrounidifig it. The second ‘effect is

‘gI”Exp“’é’%ﬁi‘éntal coﬁﬁmo‘?ns ‘of 3.3 ﬁf’aﬂ/hr Were used By Gﬁass [ 1986( D,

1%6(2)] “ghd ?gﬁdﬁd‘ns ‘fanging from 1x10%4 to 2x105 “Radé/hr were used by
Van “‘Konyhenbiarg [1986].
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important if a breached container is in the vicinity of an intact
container. This may lead to the acceleration of degradation of the
unbreached container, and subsequently greater possible releases.
As an upper bound for the dose rates that may be expected, data
from Lundgren [1982], as modified by Christensen [1982], for dose
rates near spent fuel are used. Table 2.2 gives the estimates of

Christensen [1982].
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Table 2.1 Homogenized Densities of Unconsolidated Spent

Nuclear Fuel for Gamma Radiation Field Calculations

Material H ized Deusity (glec

U 1.65
O (from UOy) 0.44
Zr 0.36
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Table 2.2 Dose Rates on the Surface of Fuel Pellets after

Various Storage Times

Dose Rates in rad/s

Time (y) 40 100 300 1000 104 105 106

BWR o« 28 23 15 1.5 7.5x10-2  3.x10-2
B 10 6.9 4.5 2.1 0.45 1.7x10-2 9.x10-3

~

PWR o« 32 26 17 8 1.7 8.6x10-2  3.4x10-2
p 12 8.3 5.4 2.5 0.54 1.4x10-2 1.1x10-2
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2.4 Nuclear Waste Container

The nuclear waste container (hereafter, the container) is the
single most important barrier to the containment of the waste. The
failure of the container exposes the nuclear fuel elements to the
surrounding environment and thereby allows release. Some have
claimed that the cladding of the spent nuclear fuel will also play a
major role in the containment of the waste [Rothman, 1984).
However, as discussed in the following section, predicting the long-
term behavior of this barrier may be too uncertain to rely upon it
as an additional safety barrier. The container will have to meet all
of the containment criteria, but in the event of a failure of the
container, the cladding would provide a margin of safety. This
philosophy would give the design a measure of conservatism rather
than casting doubt on the reliability of the safety systems.

To meet the containment criteria, the DOE proposes to use a
highly-corrosion resistant metal alloy [DOE, 1987]. The candidate
alloys currently being discussed and evaluated for the coiitainer
are Stainless Steel alloys 304L, 316L and 321 (L indicates low
carbon content, which is a desirable characteristic with regard to
the susceptibility of the material to intergranular attack and stress
corrosion cracks), and Incoloy 825. These materials alloys (see
Table 2.3) of iron, nickel, and chromium and have been used
successfully in nuclear power plant applications. The thickness of
the material required depends upon the amount of material needed
as a corrosion barrier and presumably some minimum structural

support as well. The results of preliminary corrosion testing of
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these alloys given are in Table 2.4. As shown in the table (i.e. if the
average corrosion rates are multiplied by 1000 y, the result is the
number of micrometers of penetration expected in this time, e.g.
304L @ 100 °C = 1.02 cm in 1000 years), if general corrosion were
the only mode of degradation of these alloys, all of the materials
would make suitable containers for the waste using only a
centimeter or two of material.

The more insidious side to the use of the austenitic alloys is
the possibility of non-uniform modes of degradation that may
rapidly breach the protective containment barrier. Stress corrosion
cracking (both intergranular and transgranular) and intergranular
attack are the nonuniform mode of most concern [DOE, 1987].
Transgranular stress corrosion cracking usually is associated with
the presence of chloride ions and a tensile stress field. The
repository will certainly have chloride ions, and there is a good
possibility of residual tensile stresses that arise from welding the
package.

Stress corrosion cracking requires the concurrent presence of:
(1) a susceptible material, (2) a tensile stress, and (3) an agressive
environment. Intergranular attack in these alloys is promoted by
thermal treatments, particularly welding, that result in grain
boundary chromium carbide precipitation. The precipitation
process results in the depletion of a narrow region (100-1000 nm),
adjacent to the grain boundary, of chromium. Since the corrosion
resistance of these alloys is derived from passive film formation
that is facilitated by the presence of chromium, an increase in

sensitivity to localized attack in these regions occurs. This
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phenomena is termed "sensitization". Materials usually become
sensitized as the result of heat treatments, such as welding of a
material, that promote the growth of chromium carbides. The
welding operation can be modified to avoid this condition, but there
have been other mechanisms proposed that may lead to
sensitization at the low temperatures expected in a repository
[Juhas, 1984].

Stress corrosion cracking in these alloys can be either
intergranular or transgranular. Transgranular cracking is usually
associated with an environment that contains halides, particularly
chloride, a minimum temperature of 70°C and a minimum oxygen
" concentration of 0.1ppm. The presence of halides in the
surrounding water and of atmospheric oxygen in the unsaturated
environment [see Latanison, 1969], and the changes to the
chemistry due to irradiation [see Ruiz, 1988, for efforts to combat
this problem in the nuclear reactor industry] virtually guarantee
that the environment will be aggressive toward sensitized alloys.
Intergranular stress corrosion cracking has been observed in high-
temperature, oxygenated high purity water and is aggrevated by
the presence of a sensitized microstructure.

The final criterion with regard to stress corrosion cracking is
the presence of a tensile stress. Again, the welding operation may
result in residual tensile stresses in the material. Stress relief of
the individual containers after welding may be necessary to avoid
these residual stresses.

It has been demonstrated that for at least one of the alloys

tested (304), as part of the ongoing investigations to evaluate
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container materials, stress corrosion cracking occurs when radiation
is present [Juhas, 1984] (see Figure 2.3). Tests were conducted at
90 °C with three different regions in the test vessel; a pure steam-
air region; a steam-air- rock region; and a water-rock region. A
dose rate of 1x105 rad/hr of cobalt-60 radiation was used to
simulate the radiation field from the nuclear waste. The specimens
in Figure 2.3 were taken from the steam-air-rock region. The
cracking is shown to be intergranular. It appears that the cracking
is occuring extensively throughout the specimen. In these same
tests, the candidate alloy 304L showed no signs of cracking.
Testing simulated a repository environment under the most
extreme conditions that are expected. The other alloys have yet to
be tested.

Although these preliminary results may be encouraging,
experiences in the reactor industry indicate that materials
originally thought to be resistant did crack after long exposure
periods. These studies are admittedly [Juhas, 1984] incomplete and
no other site specific testing has been published to date to assess
the cracking issue.

The possibility of accelerated corrosion phenomena coupled
with uncertainties concerning the exact mechanisms involved make

it paramount that the characteristics of the environment be known.
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Table 2.3 Composition of Candidate Nuclear Waste Container

Alloys
Chemical composition (wt % perce )€

Cosson slloy uns® : e Uiher
designation designation Carboa Manganese Phosphorous Sulfur Silicon Chromiue Nickel alesent
Jo4qL §30403 0.030 2.00 0.045 0.030 1.00 18.00 20.00 8.00:12.00 N: 0.10 sax

J18L 531603 0.030 2.00 0.048 0.030 1.00 . 16.00-18.00 10.00-14.00 Mo: 2.00-3.00

N: 0.10 sax
825 no8s25 0.08 1.0 Not 0.0) 05 19.8 23.% 38.0-46.0 No: 2.8 3.8
specified Ti: 6.6-1.2
Cu: 1.8-3.0
Al: 0.2 eax

nformation adapted frow ASTM specifications A-167, B424 (ASTM, 1982).

N
bUNS designation fros Unified Nusbering Systes for lc;nln and Ailoys (SA! 1977).
he velues given are sazisuss except where ranges are given.
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Table 2.4 Preliminary General Corrosion Testing of Candidate

Alloys
Corrosion rate (um/yr b

Alloy Temp (°C) Time (h) Medium Average 3::2i:§gn
304L 50 11,512 Water 0.133 0.018
316L 50 11,512 Vater 0.154 0.008
825 50 11,512 Water 0.211 0.013
304L 80 11,056 Water 0.085 0.001
316L 80 11,058 Vater 0.109 0.005
825 80 11,0586 Vater 0.109 0.012
304L 100 10,360 Vater 0.072 0.023
316L 100 10,360 Water 0.037 0.011
825 100 10,360 Vater 0.049 0.019
304L 100 10,4568 Saturated steas 0.102 (c)
316L 100 10,456 Saturated steas 0.099 ()
825 100 10,458 Saturated steam 0.030 (e)
304L 150 3,808 Unsaturated steam 0.071 (c)
316L 150 3,808 Unsaturated steam 0.064 (c)
825 150 3,808 Unsaturated steanm 0.030 (<)

bAverage of three replicate specimens of each alloy in each condition.
“Not determined.
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Figure 2.4 Cracking Developed in 304 Stainless Steel While

Tested in Simulated Repository Conditions Under

Irradiation
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2.5 Spent Nuclear Fuel

As briefly discussed in Chapter 1, the waste forms will be
spent nuclear fuel elements, predominantly from PWR's and BWR's.
An analysis of the repository receipt rate, given the projected
inventory [MIT, 1988], indicates that the minimum age of the fuel
that can be emplaced is approximately 16 years old. The thermal
and radiation analyses have assumed that the waste will be 10
years old, so they are conservative due to the 6 year decay time
that is not taken into account in the calculations. The decision as to
whether or not to consolidate! the fuel has not been made yet [DOE,
1987].

The fuel is currently being stored at the reactor sites in either
spent fuel pools or in dry storage casks. The failure rate for
current fuel elements is approaching the goal of 0.01 to 0.02
percent for new fuel, but the failure rate of older fuel may be an
order-of-magnitude higher failure percentage rate [Frost, 1982]. A
review performed by Rothman [1984] concludes that the fuel will
not undergo significant degradation during the 300 to 1000 years
of storage. This review is based upon experience with Zircaloy in
autoclave tests and limited experience with dry storage of
irradiated fuel. Many of the modes of degradation of spent fuel are
dismissed in this review without solid evidence to support such a

decision. One type of degradation that may be significant when

1Consolidation is the dismantling of the fuel assemblies to allow them to be
packed closer together and theoretically allow more fuel to be put into each
container.
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radiation is present is that of hydriding. The fact that significant
alpha radiolysis would be occurring in the event of a breach
(Section 2.3.2) leads to increased levels of hydrogen that may form
hydrides. As noted by Rothman, this issue is not fully resolved. If
spent fuel is to be considered as one of the safety barriers to
radionuclide release, much more experimental work is needed with
actual spent fuel and not just Zircaloy studies.

Rothman's review also does not address the fact that the fuel
to be emplaced will have to undergo a significant amount of
handling and transpertation. One would expect that the handling of
literally millions of these rods would result in many of types of
failures not currently observed in the spent fuel. With a large
enough number of failed rods, the presence of alpha radiation
(even at 1000 years, as seen in Section 2.3.2) may play a significant
role in the further degradation of the cladding and the magnitude
of the release.

In the event of a breach of the container intact cladding will
shield the encroaching ground water from the alpha and some of
the beta radiations. The failed fuel elements will allow contact of
groundwater and the bare fuel elements, with the accompanying
alpha and beta radiolysis of the solution. The greater the number
of fuel elements failed, the greater the dose to solution. In long-
term studies of radiation effects, it is critical to know how many
fuel elements may be failed to accurately assess the potential

impacts from a radiation point of view.
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3.0 RADIATION EFFECTS

This chapter examines the radiolysis interaction, depicted in
Figure 2.2. All of the interactions related to equilibria and
interaction of the radiolysis products is discussed in Chapter 4.
Chapter 4 also ties together all of the concepts presented in Figure
2.2

Two principal changes occur when materials are used in
radiation environments. The first is the direct damage of the
material being used by collisions of the radiation with lattice
atoms and the subsequent displacement of these atoms. The
second type of change, and the one under consideration for this
work, is the interaction of the radiation with the aqueous
environment in contact with the materials.

The discussion of radiation effects is divided into two sections
that describe first, the physical interaction of the radiation that
results in the deposition of energy in the solution and the
production of chemical species. The second section discusses the
chemical interactions of species produced by the energy deposited

as a result of the radiation.

3.1 Passage of Radiation Through Agqueous Media

In nuclear waste package and nuclear reactor systems there
is a wide range of types of radiations that are encountered. In

waste package systems the radiation types of concern are high-
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‘tisrgy ‘pliotons, alpha particles ahd ‘béta Particles. 'High ehergy
phiotons -are ‘of ¢onceérn to ‘the “dsign of ‘the ‘ptithary barrier (in the
wise ‘of the proposed tepository in ‘WEf rock, this would be 304LSS,
316LSS, ‘or Incoloy 825 [DOE, 1987)) sifice ‘they would pass
‘thtough ‘this bartier ahd ‘affect any ‘ground water near the
package. Alpha and ‘béta particles dre of mmore concern in the
unlikély event that the primary bartier is ‘breached (since the
‘particles have very short ranges in ‘most materials, they cannot
‘penétrate ‘the primary barrier while it is still intact) and ground
water comes in direct contact with the waste.

In nuclear reactor systems, the most important radiations are
“high energy ‘photons and mneutrons. As will be explained later, the
inteéractions with solutions are through électronic interactions.
Since “neutrons are neutral particles they ‘do not interact directly
‘with ‘the ‘électrons. Neutrons “iiitérdct with water molecules by
colliding with ‘the hydrogen nuclei ‘thus tranisférring energy and
“gjecting “the “hydrogen from “the “moleciile. Ejected hydrogen nuclei
“4te cliatged ‘(high energy protons at this point) and deposit
gtiergy to ‘the ‘medium through ‘€électronic interactions. The
glectronic “ifiteractions and -subsequent cheémical transformations
40 “aqueous ‘solutions ‘is ‘termed ‘radiolysis ‘and ‘is “described in more
‘detail ‘below.

It is well known that charged=particle (a, B, p, ...) and ‘photon
(gamma-and xiray) radiations -déposit ehiefgy to “the’ medium
“through~Wwhich they ‘are :é"ﬁpaé"s‘ihgt “By coulotibic  interaction with “the
“$¢¥8Etrons ‘o the meditm Evifis; 1955). For %l %of ‘the 4bove

radiations, iry- “ititeractions “rélease ‘secondary eleétrons

Do)
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that lose energy through the same physical mechanisms. The
final result is a cascade of electrons and secondary photons that
excite and ionize the medium. In aqueous solutions, the
assumption is made that all the deposited energy goes into the
excitation and ionizationv of water molecules (this will be termed
ionizing, but excitation is implied.) Excited water molecules

decompose into a host of chemical speciesl:
H,0 ==> H70,;, HOp, H, OH, e, H¥, OH, Hp 3.1

Amounts of each of the above species that are produced
depends upon the ionization density (this is usually differentiated
in terms of linear energy transfer (LET)) of the particular
radiation. The spectrum of possible LET has been categorized into
three distinct classes based upon the geometric nature of the
energy distribution of the ionizaiions [Mozumder, 1966]. The
three classes are spurs (photon and beta particles), blobs
(protons) and short tracks (alpha and recoil particles); they are
depicted in Figure 3.1. The significant differences between these
classes result from the proximity of the interactions. The spurs
produced by betas and photons are widely separated and thus the
probability of interaction of radicals, in seperated zones produced
by the radiation, with each other is minimized. The net result is
solvation of the radical species by diffusion into the bulk solution.

Therefore, the solution is exposed directly to species produced by

1The non-molecular species in unusual valency states are termed radicals,
i.e. HO2, H, OH, e, Hy
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the radiation and the primary yields (i.e. those yields that can be
thought of as homogeneous distributions in solution) are higher
for radicals than for molecular products. There is little variability
in the yield with changing the energy of the incident photons or
electrons [Schwarz, 1966].

The other extreme from the spur-type reaction is the short
tracks produced by alphas and recoil nuclei. More radicals are
produced in close proximity to each other [LaVerne, 1986] for
these higher LET radiations and therefore significant interaction
can occur prior to the solvation of the species in the aqueous
medium. The blobs produced by proton irradiations are
intermediate to these two cases. Blob and short-track radiations
favor the production of the molecular species (e.g., HoO2 , Hp)
rather than radicals.

Unlike the low LET radiations, the observed yields from ion
irradiations vary with particle energy. The result is an increase in
the total number of species produced rather than a change in the
type of species produced. Numerical values for the yields of the
various species (expressed as number of species produced per
100 ev of deposited energy) are given in Tables 3.1, 3.2, 3.3 and
3.4. a comparision of the numerical values given in Tables 3.1
(spur type interactions), 3.2 (blob type interactions), and 3.3
(short track type interactions) support the geometric assumptions
discussed in the beginning of this section for the classifications of
yields. The experimental techniques used to generate these data

sets are discussed in the next section.
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Figure 3.1 Schematic of the Distributions of Encrgy By Various

Particles
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Associated with Alpha and High Energy Charged Particle Radiations
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Table 3.1 Gamma (and Beta) Radiolysis Yields (species/100 ev)

at Low(25- 90 °C) Temperatures

G(e)) G(H*) G(H202) GOH)  G(HO2) G(H)  G(Hp)

2.7 2.7 0.61 2.872 0.026 0.61 0.43
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Table 3.2 Fast Neutron (P+ and D+) Yields

LET or

neutron energy

G(e) G(HY) G(H02) GOH) G(HO2) G(H)  G(Hz)

4ev/Al 0.93 0.93 0.99 1.09 0.04 0.50 0.88

2 Mev2 0.15 0.15 0.95 0.37 0.41 0.855
18 Mev3 1.48 1.48 0.91 1.66 0.64 0.68
Fission4 0.8 0.8 1.27 0.68 0.45 0.99
4ev/AS 0.08

1Bums, 1976

2Gordon, 1983, at high temperatures, T > 100 °C
3Appleby, 1969

4Katsumura, 1988

SLaVerne, 1986



Table 3.3 Alpha Radiolysis Yields

LET or
alpha energy

G(e’)

4-5 Mevl

32 Mev2 0.72
12 Mev3 0.39
244Cm* 0.13
244Cm5 0.13
244Cm6 0.06

G(H*) G(H202) G(OH)

0.30
0.72
0.39
0.13
0.13
0.06

1Gray, 1984
2Schwarz, 1966
3Schwarz, 1966
4Bibler, 1974
5Burns, 1981
6Christensen, 1982
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0.30
1.00
1.08
0.98
0.92
0.985

1.30

0.18
0.44
0.24

G(HO2) G(H)
0.50 0.10
0.42
0.27
0.35 0.5
0.11 0.14
0.22  0.21

G(Hp)

0.30
0.96
1.11
1.28
1.17
1.3

1.40
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Table 3.4 Gamma and Beta Radiolysis Yields at High

Temperatures (> 100 °C)

G(H202) G(OH)

G(e") G(HY)

0.4 0.4 0.0

3.2 3.2 0.57

3.2 3.2 0.6
1Burns, 1981

2pikeav, 1988
3Katsumura, 1988

0.7
5.3
4.7

G(O)

2.0
0.0
0.0

G(H)

0.3
2.4
3.4

G(Hp)

2.01
0.442
1.23



3.2 Experimental D inati f Yield

The experimental determination of yields is made using a
technique known as pulse radiolysis. The experimental setup
used by Burns [1981] for determining yields in the temperature
range of 25 to 400 °C is shown in Figure 3.2. In this setup, water
is flowing through the main reaction vessel, where the radiolysis
is occuring, the irradiated water is run through a cooler and then
to an analysis system. The analysis is usually performed with
optical absorbtion and other spectrographic techniques (part of
the "analysis system" not pictured in Figure 3.2.) Schuler [1987]
presents a good review of the history of the spectrographic
techniques used to determine the rate constants and yields. The
resolution of the techniques is on the order of nano- to
picoseconds. This is more than adequate for the processes being
modeled in this analysis.

Direct measurements are not routinely made to determine
yields of the radical species (molecular species are measured
directly, though.) Instead, a scavenger species is introduced to
interact with particular radicals. The yield of the products of the
reaction of the scavenger with the radicals is measured directly
and determines the yield of the radical indirectly. The method
that Burns employs to measure the yields (Table 3.2) of the
reducing radicals H- and e-3q are made in saturated nitrous oxide
(N20) solutions and the yield of N2 is measured from the following

reactions:



52

[\

H,0 +e,,+N,0=N, + OH + OH 3.

H +N,0=N, + OH 3.3

Thus the yield G(N2) is expected to measure Ge- + GH. As a means
of differentiating between these two yields, methane is often used

to remove H:

H+CH, =H, +CH, 3.4

In this case the yield of nitrogen, G(N2), is a measure of Ge-.
An alternative method was used by Pikeav (and Katsumura)
to make determinations similar to those of Burns. Instead of a
nitrous oxide solution to determine the reducing species, Pikeav
used a solution of Fe(IlI) in 0.4 M H2S0O4. The yield of Fe(Ill) is
given by:
G(Fe’*) =3(Gy, + G,) + G, + 2G 3.5

HO,

By combining this with a materials balance of water radiolysis, or

G(H,0) = Gy + G, + 26, =Gopy +2Gy 3.6
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gives the following dependence of reducing radical yield on
Fe(III) and Hp yield:

G(Fe™) = 4(G,, + G,.) + 2G, 3.7

2

Both G(Fe3+) and G(H2) are measured directly and, therefore, the
radical yields are determined. To determine other yields, Pikeav
used a solution of CrpO72- (Katsumura used ceric sulphate but the
rationale is the same as that of Pikeav) which interacts with the
radicals to produce the following:

T 1
G(-Cr,07) = 4| % * e~ Con * 20np) 3.8

Again, by combining this equation with the balance equution for

water radiolysis, the following two yields are determined:

2-
Gy =Gy +G.. + GHz - 3G(-Cr,0,) 3.9
_3 2-. 1
GHzoz = -2—G(—Cr207) +5 GHZ 3.10

In general, both of the above techniques should provide the
same results. At room temperature this equivalence has been
widely demonstrated [e.g., Schwarz, 1966; Burns, 1981; Pikeav,
1988]. The two sets of results given in the previous section have

some significant differences that are probably not due to the
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differences in the type of reagent used to determine yields. A

discussion of the discrepancies is given in the next section.
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Figure 3.2 Experimental Setup of Burns [1981]
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33 Di .

In light of discrepancies in some of the experimental results,
the following discussion attempts to rationalize and explain. The
literature is rich with information on the evaluation of gamma
yields, and it appears that discrepancies can be resolved. The

following sections discuss possible resolution of the discrepancies.
3.3.1 Gamma Yields

The yields described in Section 3.2 are generally for aqueous
solutions at room temperature and there is a general consensus as
to the numerical values listed in Table 3.1. Up to a temperature
of 100 °C, the yields are practically independent of temperature
[Pikeav, 1988]. As the temperature is increased beyond 100 °C,
the values published for the yields differ somewhat. For gamma
irradiations, Burns et al. [1981] obtained the following distribution

of products at a water density of 0.45 kg dm-3, 300 °C:
27 HO ==> 04e-+04H*+03H+070H+20H; +200 3.11

These results are in contrast with the more recent results

calculated from work published by Pikeav [1988]:

5.87H20 ==>3.2e- + 32H* + 24H + 53 0H 3.12
+ 044 Hy + 0.57 HO2
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“Results ‘from’ a ‘recent “Japanese 'study ‘{Katsumura, 1988] also ‘show
spesiilts for high “temperature - yields ‘sirnilar to-that ‘of “Pikeav:

“6MHI0 ==> 32 +' 32@?[-14' + 34H + 47T0H 3.13
+ 1.2%Hy' +0:6H20,

“The “discrepancy “between ithe ~dbove results can, ‘in’ part, ‘be

“traced “bdck to the experimental ‘method ‘of “Burns “and ‘the ‘method
by which -data -were -generated “for ‘this 'yield ‘determination. The
‘system' used “by “Burns -was a ‘flowing ‘system. - Figure 3.3 ‘shows the
yield ‘of hydrogen (G(H2)) as a function of flow rate. The fact ‘that
“the ‘yield shows' a strong -dependence on flow rate is highly suspect
since ‘the equilibration time of ‘the reactions from which “the yield
should be ‘derived is on the -order of -microseconds{Dorfman,1974].
No -‘plausible -argument - was arrived at to -explain why flow rate
should have -any affect at all. -In fact, when a set of the data:from
“Burns ‘is linearly extrapolated to zero flow -rate, the yield -becomes
sprecisely the same value as ‘that obtained by Pikeav. Therefore, in
+this~werk, ithe -data of “Pikeav-has-been used-at :the reference yields
at-temperatures “from' £00 - to :300" °C.
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Figure 3.3 Yield of Hydrogen G(H3) as a Function of Test Flow
Rate
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4.0 THEORY OF THE INTERACTION OF RADIOLYSIS
PRODUCTS

This chapter discusses the theory applied to arrive at a
comprehensive model of radiation chemistry. The discussion of
the last chapter is supplemented with discussions of chemical
kinetics, temperature dependencies, chemical equilibria, materials
interactions and transport considerations. The complete
theoretical model of radiation interactions is presented in 4.9.
Both theoretical and experimental aspects are discussed where

appropriate.
4.1 Chemical Reaction

All of the species produced by radiation are highly reactive.
Subsequent interaction of the radical species occur through
classical chemical kinetics [Fontijn, 1983]!. The chemical kinetic
interactions of water radiolysis products have been so extensively
studied wmat an entire data center has been established, at the
University of Notre Dame, to compile the available reaction rate
information [Beilski, 1985, Anbar, 1973; 1975; Buxton, 1978;
Farhataziz, 1977; Ross, 1979]. A homogeneous chemical kinetic
model of the interaction of the species has been adopted to model
the reactions. The species chemically interact with each other and

with the constituents of the solution to produce other chemical

lcontains the details of collision and transition state theories from which
simpler kinetic expressions are derived
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species and to recombine into water. The types of interactions
that occur and the rates at which they occur are determined by
the principles of chemical kinetics. The rate of reaction is based
upon the proximity of the various reacting species to each other
within the media. The probability that various species will
interact is proportional to the product of the concentrations times
a rate constant [Denbigh, 1978]. The applicable types of reactions

and the associated rates at which they proceed are:

REACTION R\

Unimolecular .

A= B+... R = -k[A] 4.1

Bimolecular

A+B=>C+D+... R = -k[A][B] 4.2

Catalytic bimolecular

A+B=>C+B+... R = -k[A][B] 4.3
d[B]/dt = 0

Catalytic Trimolecular

A+B+C=>C+D+... R = -k[A][B][C] 4.4
d[Cl/dt = 0

Trimolecular

A+B+C==D+E+... R = -k[A][B][C] 4.5

where k represents the reaction rate constant for the particular
reaction. Reactions involving more than three molecules are so

highly improbable [Fontijn, 1983] (unless water molecules are
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involved) that they are neglected. In general for aqueous solutions,
water molecules are considered ubiquitous and are not necessary in
the formal evaluation of the rates of reaction of the various radical
species. All concentrations are normalized to moles per liter of
solution. If gas phase species interact with each other, the rate
constant must be adjusted to reflect the volume of the gas rather

than that of the solution, i.e.:

. . \V4
N P 2] Y Worges || H21 46
mput | mole - s 23l [ mole - s]| Vg .

Rate constants in the gas phase are sometimes given in terms of
molecules rather than moles, so a check of the reported rate
constant's units is important.

An example of the formulation of chemical kinetic equations
is given in the first of the benchmark cases presented in the
Appendix E. This case covers bimolecular, catalytic bimolecular,
and catalytic trimolecular reaction sequences.

A compilation of reaction rate data important to the radiolysis
of aqueous media is provided in Appendix A. Most of the data
were taken from the above-mentioned documents obtained from
the Notre Dame Data Center. Additional data were taken from
numerical studies involving water and air radiolysis. The data sets
from the other numerical studies usually have their origins in the

Notre Dame work.
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2 Experimental Determinati

The reactions that occur with the radicals are extremely fast
(rates ~1.0x1010 molar-1-s-1, generally, see Appendix A). Accurate
measurement of these reaction rates is generally carried out by
pulse radiolysis as was discussed earlier. These methods have been
improved to the point where picosecond.resolution is routinely
possible [Dorfman, 1974; Schuler, 1987]. The reactive species are
monitored in situ using optical absorption techniques. A typical
experimental setup for the measurements is shown in Figure 3.2
and is discussed in Chapter 3. This setup is identical to the type

used to obtain the data on yields presented in the previous chapter.

4, T rature Effects

Temperature effects are treated in two distinct ways; the
radical species are calculated using an Arrhenius temperature
dependence, while the solubility products are calculated using the
Criss-Cobble method for the temperature dependence [Criss, 1964].

These two methods and the implementation are discussed below.

4.3.1 Temperature Dependence of Radical Interactions

As with the data for yields, it is important to be able to
determine the changes in the reaction rates as a function of

temperature. Burns proposed a method of assigning Arrhenius
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expressions and associated activation energies for most reactions.

The usual expression for the Arrhenius temperature dependence is:
E,| L _L
k =k, exp RIT, T 4.7

where E, is the activation energy, ko is evaluated at a reference
temperature Ty, R is the universal gas constant, and T is the desired
temperature . Arrhenius behavior up to 150 °C was confirmed by
Christensen [1987], for reactions involving the hydrated electron.
Behavior up to 230 °C for the hydroxyl radical interactions has also
been measured by Christensen [1983], as well as by Fontijn [1973]
for a wide range of reactions. Burns [1981] assigned numerical
values of the activation energies based upon the assumption that
the reactions were aqueous diffusion controlled. For most fast
reactions (>108 1-mole-1-s-1), a value of 12.6 kJ/ mole was assigned.
Reactions with low rate constants (i.e., on the order of 1C5to 108 1-
mole-1-s-1) were assigned an activation energy of 18.8 kJ/mole on
the assumption that they have low activation barriers. The data
bears this out, as most of the measured activation energies
[Christensen, 1987, 1983, 1981; Fontijn, 1983] are similar to those
given by Burns [1981]. Fontijn [1983] demonstrates some deviation
of the Arrhenius temperature dependence, but this only occurs at
very high temperatures (T > 1000 °K). Activation energies for
particular reactions are given in Appendix A along with the

reaction rate.
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4.3.2 Solubility-Product Temperature Dependence

The temperature dependencies of the major chemical (i.e.
non-radical) species have been more extensively studied, and a
more rigorous formulation has been devised to predict solubility
constants. The method employed in this thesis is to compute the
solubility constants for a particular temperature using the Criss-
Cobble method and not to use the Arrhenius behavior described
above. The desired quantity for predicting high temperature
behaviors is the free energy of formation (AG®°) at particular
temperatures. The most useful function for this calculation is given

by:

NP [ T2
o\ o o - p——
A(AG®) = -AS TlAT+AC p|Tl * ] AT T21"T1 4.8

where AS° is the entropy, AC°p is the average heat capacity
between Ti and T3. Howéver, the data for AC°p are scarce at high
temperatures. In an attempt to remedy this problem, Criss [Criss,
1964] introduced the linear-correspondence principle of entropy
(8°) between 25 °C and T»:

S°,5(abs.) 4.9

2

S° . =a_ +b
T,” 7’1
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The coefficients a and b can be obtained with good reliability
[Ahluwalia, 1964] and the entropy at T2 is used in the following

equation to obtain the average molar heat capacity:

» T, § °T2 - 8%
p, 25 = T 4.10
In 2
298.2

The values obtained from this equation are substituted into the
free energy equation to obtain free energies at high temperatures.
This is the essence of the Criss-Cobble extrapolation of free energy

data to high temperatures.

4.4 Chemi ilibri

In the past [e.g., Christensen, 1982], very simplified data sets
have been employed to address the full range of hydrolysis and
oxidation/reduction reactions that are probably occurring (i.e.
Christensen considers only Fe2+ and Fe3+, and neglects the
hydrolized forms of iron: Fe(OH)*+, Fe(OH)2, FeOHy+, Fe(OH)2+) . This
thesis employs a thermodynamic database in an attempt to better
describe incorporate the knowledge that we have on relevant
chemical equilibria into radiation chemistry models.

Since the equilibria must be expressed in terms of forward
and reverse rates of reaction, an arbitrary assignment of a reaction
rate is made for the forward reaction (unless one is available) and

the reverse reaction rate is adjusted to give the appropriate
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chemical equilibrium constant, Equilibrium constants are taken
from Barner [1979]. Barners' data were derived from published
data from the National Bureau of Standards (NBS) and extrapolated
up in temperature using the Criss-Cobble method [Criss, 1964],
discussed in the previous section. Very little has been done in the
way of confirming the absolute values of most of the high-
temperature equilibrium coefficients.

The determination of the solubility constant is made with the

following equations:

[Reactants] <==> [Products]

where the solubility constant (KSP)is expressed as:

AG® - AG®
sp
- products reactants
K reaction = exp[- RT ] 4.11

where the free energies of formation (AG®'s) are taken from the
appropriate temperature values in Appendix C. Using the
determination of KSP, the forward and reverse reactions are

determined from:

f KP 4.12

k reaction

Since the forward (kf) and reverse (k) reactions are inversely

correlated, an assignment of one of the rates determines the other.
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In the absence of data, arbitrary assignment is made to one cof the
rates (within a range of physically plausible choices) and the other
is calculated to give the appropriate solubility constraint.

As an example, a complete solubility reaction is calculated
from basic quantities to demonstrate the above procedure.

Consider the following equilibrium reaction:

NiZ* + H,0 ==> NiOH" + H' 4.13

The free energies of formation at 25°C given in Barner [Barner,

1979] for the reactants and products are:

AG , = -54.4 Kcal/mole
NiOH
AG - = -10.9 Kcal/mole
Ni 4.14
AGH20 = -56.7 Kcal/mole
AG = 0.0 Kcal/mol
H

Subtracting the free energies of the reactants from those of the
products and substituting into the equation for the solubility

constant:
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13.2 x 10° 2L

mole

cal °
[1.987 mole-‘K_*(zgs K)

- e = 21x10" 4.5

reaction

Comparative values of this solubility constant [Bard, 1985] range
from 3.2 x 10-7 to 2.3 x 10-11, but most of the values are reported
near 5 x 10-10. The above value is reasonably close to the reported
values and thus provide some confidence in utilizing this approach

for calculating solubility constants.
4 Ph Partitionin

For gas phase partitioning of volatile species produced by
radiation, an approach has been used that is similar to that
employed by others [Ibe 1985a, 1985b], except for the fact that
convective effects as described by Ibe [1985] are not relevant to
the repository system. Henry's Law coefficients account for the
partitioning of the volatile species between the vapor and aqueous

phases:

P

_ gas
KH [concentration in solution]

4.16

where Pgas is the partial pressure of a particular gas-phase species
that is soluble in solution. Kinetically, the process is described by

two exchange reactions: one from the liquid to the gas phase, and

the other from the gas to the liquid. The ratio of the forward to

reverse reactions is the volume-averaged Henry's Law coefficient.
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As with the equilibria, an arbitrary assignment is made for one of
the reaction rates (unless the actual rate is known) and the
opposite reaction is adjusted to provide the correct value of the
Henry's Law coefficient. This is achieved using the following

relation for volume and temperature:

M

1 g RT

Here, kf refers to the rate of transfer from gas to liquid and vice
versa for kr. The Henry's Law coefficient us usually expressed in
atmospheres per mole fraction. This equation is essentially a mole
balarce that accounts for the total number of molecules in the
system. V] and Vg are the liquid and gas volumes, respectively, R

is the gas constant, and T is the absolute temperature.

4 Materials Interaction

The interaction of materials within the system with species
produced by radiation is generally handled using chemical kinetics
expressions in the same manner as the reaction of radicals. The
actual nature of the interactions must be determined a priori, and
empirical expressions for corrosion rates can be accommodated.
Precipitation reactions are likewise treated with chemical Kkinetics;
ideally, at dynamic equilibrium, precipitation should be the same as

the rate of corrosion. The overall solubility of a metallic species is
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determined by the solid phase chosen for the precipitation process.
It is important to choose relevant solid species so that solubilities
reflect the real system.
The function used to describe a corrosion interaction utilizes
the Butler-Volmer equation [Newman, 1973]. The current is

related to the flux through the following relation [Newman, 1973]:

Flux=-Dg-%=zFi(103) 4.18

where z is the charge of the ion, F is the Faraday constant (96487
coulombs/mole), i is the current in amps per cm?2, and the factor
103 is to account for the molar volume in liters. Current is related
to the concentrations in solution through the electrode potential via

the Tafel equation:

i=i, expli—g—l,;,—E] 4.19

where B is proportional to the slope of the lines on an Evans
diagram (Figure 4.1) and E is now calculated using the Nernst

Equation:

Creductants
E =E, + nF |p—feduciants 4.20

oxidants

where n is the number of moles of charged species, and C is an

activity (assumed equal to the concentration). The appropriate
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-sonidants-and-seductants for ithe system..are .chosen. a. priori g0
- comespond:-with +the -major -constitients .of sthe - solution -(Morel,
1983]. - Given swma@aﬁmm;egm:nmtrasys;tgm,wail. -of «the .redox
couples should -indicate -the -same :potential..and, -therefore, even  if
the .couple .chosen:.does .not' dominate -the -redox . behavior, the
concentrations -should :still reflect :the .potential.

-It -is -important t0 -note that for -the materials being
considered, the -interaction .of - metals plays a small role with regard
to -radiation .interactions. If a .material were actively corroding and
influencing the solution chemistry on the time scales of interest in
radiation chemistry, -the material would most likely be too reactive
for consideration as a container -material in a repository system.
Recent studies [Marsh, 1987, 1983, 1988; Walton, 1987; Taylor,
1984] have inwvestigated radiolysis effects for carbon steel
containers. Carbon steel is expected to corrode and consume many
of -the oxidants produced by radiolysis. For the candidate materials
.chosen -by -the -DOE (see Chapter 2) very little corrosion is expected
-and sherefore the oxidants produced by radiolysis may accumulate
An-solution. In the event-ghat a stress corrosion crack or pit is
-formed -on -the container, .the .environment .will .more -aggressively

attack the -material -in-this- logalized place and rapidly fail -the
.coatainer. ‘The .modeling: capabilities .developed in this thesis are
designed to allow for the prediction of just-how aggressive the

- solution .may-.be -soward.sthe .container gather. Lmp
«the.-gentainer -to..uniformly -corode: ﬁ!ld sp,,nsgme +the .oxidants.
sExamples-selated do-the-.ase iyely. %g»gmgggg -and. @@ﬁﬁwﬁly
comeding ~materials:-are: @mmd «in-Chapter 7.

s-0f.ac




72

4.7 Transport

'In practical studies, heterogeneties often must be considered.
Often this involves reactive surfaces, two phase environments and
barriers to aqueous movement. To accommodate these issues, the
model was developed with the ability to treat spatially-dependent
problems in one dimension. This was represented by classical

incompressible, diffusive - convective theory in one dimension (x):

aC, azci aC,

- 1
o - Diga t W 4.21

where C; is the concentration, D; the diffusion coefficient, and u; the
velocity. This rather simple transport formulation has very few
restrictions with regard to parameter dependencies and the
implementation of additional spatially-dependent effects, e.g.
electromigration. In the current form of the transport equation,
electromigration can be accommodated as a drift velocity [Newman,

1973], u;:

u =zy FI¢ 4.22

making the assumption that the potential drop (the differential
term in the above equation) is linear in the spatial dimension, i.e.
the drop from point to point is linear.. In the above equation, F is

Faraday's constant, z is the charge and v is the ionic mobility.
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Concurrent work is being performed to better represent the
relevant aspects of this transport mechanisms in the modeling

[Psaila, 1989].
4.8 Experimental Aspects of Radiation Effects

One of the main considerations for the corrosion of metals is
the electrochemical shifts induced by radiation. Potential shifts can
change the environment that the metals are exposed to from one of
passivation to one of potential pitting. In the case of stress assisted
cracking, the potential shifts may increase the rate of attack of the
metals following the rupture of any passive films. The review
article of Airey [1973] presents some of the best descriptive
material on the subject of electrode behavior in the presence of
radiation. Although the material is descriptively correct, there was
an inconsistencies in the modeling aspects of the paper when
compared with experimental results that is presented in Chapter 7
and supplemented by the work presented in this thesis.

Briefly reviewing the relevant portions of Airey's work, we
start by considering iron, steel, and nickel electrodes in acid
solution. The results at low temperature (i.e. room temperature)
point cut two major influences of radiation. First, the electrode
responds to a different cathodic reaction, e.g. involving H202 vs H*,
this is most evident on an Evans diagram that gives the corrosion
potential (Ecorr) at the intercept of the anodic and cathodic reaction
lines (see Figure 4.1 [Latanison, 1985]). In this case, a higher

corrosion potential also indicates a higher corrosion current (icorr)
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although if the material passivates at the higher potential, this is
not always the case. The higher potential caused by the
radiolytically-produced species is further evidenced in the
potential scans performed by Glass [1985] and Kim [1987] on
candidate waste package materials (Figures 4.2, and 4.3.) These
scans show a distinct shift in the corrosion potential with radiation.
It is interesting to note that the pitting potential, the point where
passive films break down, does not change significantly with and
without irradiation. This can be seen as a decrease in the metals
passive region and an increase in the susceptibility to pitting attack
[Glass 1986]. The observations of Figures 4.2 and 4.3 are explained
through Figure 4.4, adapted from Greene [1962], which shows the
effect on a passive metal (such as those proposed to be used for the
repository) subjected to two different cathodic reactions. The
measured Ecorr is shifted upward (corresponding to Ecorr of H2O2 in
Figure 4.1) yet the pitting potential remains the same (i.e. the
cathodic reaction has changed, not the anodic one). The schematic
representation is generally the same phenomenon being observed
in Figures 4.2 and 4.3.

The other notable effect observed in the experiments
conducted to simulate a tuff repository [Glass, 1986] is the
similarity in the effect of radiation and hydrogen peroxide on the
electrochemical behavior of the materials being tested. This effect
is depicted in Figure 4.5 which shows the results when a specimen
is subjected to both peroxide and irradiation. It appears that the
irradiation curve asymptotically approaches the curve

subsequently achieved using peroxide. This is strong evidence that
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the hydrogen peroxide generated during irradiation is controlling
the potential of the solution. It is for this reason that the

sensitivity calculations, discussed below, focus on the concentration

of hydrogen peroxide
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Simplified Evans Diagram Adapted from Latanison,

Figure 4.1
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Figure 4.2 Electrochemical Behavior of 304L SS in a Radiation

Environment
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Figure 4.3 Electrochemical Behavior of Ti-30Mo in a Radiation

Environment

22
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Figure 4.4 Interpretation of Shift in Corrosion Potentials,
adapted from Greene, 1962.
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Figure 4.5 Potential Scan of 304L SS in a radiation

Environment and as a Result of Hydrogen Peroxide
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9 Model of Radiolysis I .

This section collects all of the physical equations presented in
Chapter 3 and the previous sections of this chapter into a
comprehensive expression of the theoretical model for radiation
chemistry. The mathematical description of radiolysis interactions
with aqueous solutions is a system of partial differential equations
that describe the source terms, chemical kinetics, and transport.
The mathematical theory of the radiolysis modeling is described
below for the prediction of solution concentrations of the various
radiolysis products. The form of the equations is that of convective
mass transport with homogeneous chemical reactions and source
terms [Bird, 1960]. The equation is presented in a form found to be
useful for the radiolysis calculations, but the model can easily be
modified to include various dependencies of the parameters on the
concentrations, time and position, as well as additional terms such
as electromigration. Using C; to describe the concentrations of the

species we are predicting, the system of equations is represented

as:
aC.
-a_t‘ = Z G.D, Production
R
5°C, aC,
+ Dg;f*‘ Ui 5% Transport  4.23

Y il T
+ kjp.inC Kinetics



82
where
i is the number of the individual species (of quantity neq),
R is type radiation,
j is the reaction number,
n is synonymous with i.
G is the production rate of species i for radiation type R,
Dy is the dose rate of radiation type R.
D; is the diffusion coefficient of species i,
u is the velocity of the medium,
nrtn is the total number of reactions,
k is the reaction rate constant of reaction j,

u is the stoichiometric coefficient for species i in j.

The large sigmas represent summation, and the pi represents the
factorial function over the index n. The G-values, rate constants,
and stoichiometric coefficients are determined experimentally. A
discussion of these quantities and the experimental determination
was given previously in this chapter and in Chapter 3.

In addition to the above equations, initial and boundary
conditions are needed to complete the description of the model. In
general, the initial conditions are used to define different possible
initial states of the waste package system. The boundary
conditions are used to simulate the behavior of materials
degradation or other phenomena. The most common boundary

conditions for our purposes are:
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dc, )
dx 'boundary = © No Flux Boundary

C = constant Constant Concentration 4.24
4€, =fCn) ¢ '
d x boundary ’ oncentration Dependent Flux

The concentration-dependent flux can be used to describe the
corrosion reaction.

Additionally, as an aid speeding up the solution of the above
system of equations and for use in solving the sensitivity analysis
equations of the next section the Jacobian matrix is needed. The
following expression gives the exact differential for the Jacobian in

a single spatial dimension, x, assuming no convection, u=0:

2 . Imeq
d | dC d dC. Y Him
I el B P i

ldxz m=1 n=1; n#j

The symbols are the same as those provided above. This
expression is exact for pure reaction problems, and approximated

in the first term on the right-hand side for spatial problems.

4.10 Sensitivity Analysis

In addition to the radiolysis model, a sensitivity analysis
model was also developed to aid in the understanding of the
complex systems being analyzed by the radiolysis model described

above. Sensitivity analysis is needed to obtain a understanding of
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the importance of many possible interactions with little a priori
knowledge of how they interrelate. The method that is presented
here was chosen because it gives an analytical representation of the
sensitivitivities of the system without requiring a large number of
extra solutions of the radiolysis model equations as would be used
in a Monte Carlo analysis.

There is extensive associated with the development of
sensitivity theory for systems of equations [Dickinson, 1976; Cukier,
1973, 1975; Piepho, 1981; Caucuci, 1982, 1981a, 1981b, 1984;
Oblow, 1978, 1983a, 1983b; Worley, ; Kramer, 1982; R. A.
Christensen, 1981]. This work has not yet been applied to the
radiation chemistry problem as of this writing [see for instance, H.
Christensen, 1988]. Three general categories exist of methods for
performing sensitivity analyses on systems of equations; the
fourier amplitude sensitivity test [Cukier, 1975, 1973], The direct
method (DM) [Dickenson, 1976; Oblow, 1983] and the adjoint
methods [[Piepho, 1981; Worley, ; Caucuci, 1981, 1981, 1982, 1984;
Oblow, 1983]. Each of the above has advantages and disadvantages,
but for large systems of equations the adjoint (or importance)
method using linear approximations has many advantages [Worley,
; Oblow, 1983].

The most straightforward description of the adjoint
sensitivity analysis method is given by Piepho [1981]. The method
has been adapted for automatic implementation if the system of
equations is solved using the methods described in the Section
5.2.1. The unique aspect of adjoint implementation is that the

solution of the radiation chemistry models only need to be
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-performed.ence. QOnee.this .is.dope, .all.the mwwg of ghe
System.£an-be calenlated -from sthe sesults {Worley, ; Qblow, 1983]

‘The derivation .of .the heoresical equations. given in -Pigpho
[1081) .are -recapitulated in .Appendix D. to .provide. a complete
reference to the work beipg .performed. The results of the
derivation ysed in the pumerical assessment are discussed below.
The following discussion assumes a system of partial differential
equations with appropriate inifial and boupdary conditions.

For gach run of the sensitivity apalysis we need to define a
response, i.e. a quantity whose sensitivity to the yarious
parameters we would like to investigate. Mathematically, the
response, R, is chosen as:

Y

R = j L(Cn,t) dt 4.26
5

where L is the response rate and n is the parameter vector. The
_response is typically taken to be the concentration of a particular
spegies, i.e., we want to know . what parameters affect a certain
concenpration.  Therefore, the response rate is simply the time
«derivative of the concentration, as given in Section 4.9. The adjoint
functions for this system are defined as:

& %j%lf"‘tf_\cti;;c;');@ci 427
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where the adjoints C;* represent the change in response due to a
small change in C; at time t'. The definition of Lewins [1965] is
helpful for the interpretation of the adjoint (which he calls

importance):

"The Importance, N*(x,t), is defined as the expected or
probable  contribution of one particle [molal in our case] at x at
time t to meter the reading at time tr. Thus a particle is

“important” to the (future) observable reading"

The following system, used to calculate the adjoints, was obtained
vy manipulating the system of equations in Section 4.9 assuming
small change in the process variables of the last equation (see

Appendix D):

dCi*“_‘-dL-iC*d_fk_ .
dt dC, ~ & "n dC, 4.28

The term within the summation is simply the adjoint times the
Jacobian matrix that was explicitly defined for the radiation model

calculation. The notation:

f = —K 4.29

is used in the above expression for simplification. In the radiation

model calculation, the Jacobian is used to achieve convergence and
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its exact value is not needed. However, in our application of the
method, the exact Jacobian is needed since it is explicitly used to
define the time rate of change of the adjoints. One of the main
reasons that this type of analysis can be performed automatically is
due to the fact that this Jacobian is defined explicitly. The system
of equations for the adjoints is subject to the initial conditions
(remember that the calculation is being performed in reverse time,

see Appendix D, so the initial condition is defined at the final time):

Ci*(tp) = 0.0 4.30

In other words, events that occur at or after the final time do not
factor into the sensitivity analysis.

The above set of ordinary differential equations is solved to
yield the adjoint functions C;*. From these functions, the total
sensitivity with respect to any of the process variables and/or
parameters can be obtained. The expression to solve for the total

sensitivity is given as:

tf
R _ dc, (0) aL [ _ai]
Sy = kz;l l: Ck*(o) dl:x :,+OI{ ot s Ck* 5o } dt 4.31

where a is any of the parameters of the system, process variable, or
time. The fractional sensitivity is calculated by multiplying the

above expression by o and dividing by R. The fractional sensitivity
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times the relative change in a gives the relative change in R due to

that change.
4 1 _Sensitivi ncti lation

This section derives some quantities required in the solution
of the total sensitivity. In particular, the differential terms within
the integration of the total response are discussed. The parameters
considered are rate constants, dose rates, G-values, diffusion
coefficients, activation energy, and temperature. This derivation
assumes that the response is a concentration of a particular species,
therefore the functionals are just derivatives of the function given
in Section 4.9. Many other formulations could be considered, e.g.,
combinations of parameters and concenirations. There are
virtually no restrictions with regard to the responses, although the
formulation is much simpler if the response is explicitly defined by
the concentrations and parameters.

The variable x is used to represent both the response rate L
and the rate of change of concentration, dC/dt. The variability with

respect to G-values and dose rates are computed using the simple

expressions:
dxj
d—éi- = Dy ifi=j; =0.0 otherwise
ix 4.32
—J —
a, = 5

R
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The total sensitivity with respect to temperature and activation

energy is calculated using:

dx, neq !

J
=i =, iz L HC 4.33

i=

and

dxj _ in L _l_‘n,rmcluikl
dE. L SiMij RT_k k 4.34

The above formulations neglect the temperature dependence of the
dose rate, diffusion coefficients and G-values. If these
dependencies are deemed important, they can easily be
accommodated. The last parameter considered is the diffusion

coefficient:

dx. &%C.
) J
dDi 8x2

if i = j; 0.0 otherwise 4.35

The 3's indicate that the derivatives are approximations rather than
exact values. It should be noted that the sensitivity calculations

are only performed at a boundary in spatially dependent problenis.
This is due to computing limitations rather than anything related to

the theory.
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5.0 NUMERICAL METHODS

This chapter describes the numerical implementation of the
theory presented in the last chapter. The three main portions for
numerical consideration are the radiolysis model equations (Section
4.9), the adjoint equations and the total sensitivity. This chapter
focuses on the numerical computations and leaves the aspects of
input/output and general data handling to the Users Guide
(Appendix E) and the code listings, Appendix B. The numerical

methods provided within each of the computer codes are discussed.

5.1 Radiolysis Model Equations

The numerical methods utilized in the solution of these
radiolysis models owe much to the work of Gear [1973], who
developed a very robust method of solution for ordinary
differential equations. In addition to a strict chemical kinetics
model, the models presented incorporate an option for modeling
the transport of species.

The inclusion of transport, as devised in this thesis, has been
similarly used in prediction of atmospheric radionuclide transport
in two dimensions [Chang 1974] and to solve the Navier-Stokes
equations, also in two dimensions [Painter, 1981]). Christensen
[1982] has attempted to include a "proxy" transport in the form of
separate source and sink terms for radiolysis calculations, but this

is not accurate for more localized calculations. The numerical
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method used to incorporate transport directly into the chemical
kinetics equations, while still using the method of Gear, is termed
the "Method-of-Lines" [Hindmarsh, 1981]. The discussion of these
methods is provided in Section 5.2.2.1, below.

The computer code MITIRAD was developed to solve the
system of equations defined in Section 4.9. The chemical reaction
portion of the solution is identical to the many computer codes now
being used around the world for radiation chemistry problems: for
example, MAKSIMA-CHEMIST, used in Canada [Carver, 1977] (a
variant of which is used in Sweden [Christensen, several citations]);
SYMPHONY, used in Japan [Ibe, 1981]; FACSIMILE, used in England
[Chance, 1977]; and GENKIN, used at Sandia National Laboratory
[Galinas, 1974]. The Listing for MITIRAD is given in Appendix C.

5.1.1 Solving The Partial Differential Equations

The method used to solve the system of equations is a
modification of Gear's method that uses backward differentiation
formulas for stiff problems (stiff meaning that the characteristic
rate constants for the species that are being calculating vary

greatly). The basic system to be solved is given as:
dC/dt = f(C,t, n) 5.1

The required function, f, is the. same as the expressions for the
system of equations used to calculate the time rate of change of the

concentration, Section 4.9, and of the adjoints (Section 4.10). A
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closer look at the numerical details of the functions themselves are
given in later sections. The following discussion will drop the
parameter vectors notation, m, but the presence of the parameters
is implied.
Typical methods for solving ODE's look for an estimates of the
dependent variables based upon a fixed-point Newton method

iterative scheme:

C:n_"1 2 CL. C + B h f(CIH-l’ n+1) 5.2

i=0

where k is the order (typically, 1 < k < 12), a and B, are coefficients
dependent upon the order only, h is the step size, and the
subscripts correspond to the solution at a particular time point (i.e.,
n+l is the next time to be solved for, and n-i are the previous
solutions up to time n+1). Because of the stiffness of the reaction-
transport systems in the radiolysis models, the above iteration fails
to converge for reasonably large time steps. Therefore, the method
of Gear that employs a modified Newton iteration is used to
overcome the time step restrictions of a fixed point iteration.
Gear's method begins by utilizing the above equation with all of the
terms summing to zero to allow a Newton-Raphson iterative

scheme to be applied:

c:n+1 - g n-i B h f(Cu+1’ n+1) 0 5.3



93
Applying the Newton-Raphson scheme [Chua, 1975] yields the

following iterative equation used to solve for Cp.1:

-1
(J"'l) )]
C C [I hp J(Cn-i-l’ n+1)] *

[ e e 2[1}

5.4

i=0

where I denotes the identity matrix and J is the Jacobian matrix.
The superscript j is indicative of the current guess (or the supplied
initial value); we are seeking a more refined estimate, j+1, of the
concentration at time n+1. The degree of refinement is determined
through a tolerance check of the jth and (j+1)th estimates. Failure
to converge results in a decrease in the step size and a reevaluation
as above.

The Jacobian matrix used in the above iteration is the partial
derivative of the function f, with respect to all of the

concentrations:

JC.H = 2H{fC.0)] 5.5

Since the this matrix is used only to refine the current estimate,
only an approximation of it need be used to solve a given set of
equations. In the sensitivity analysis described in Section 4.10, the
Jacobian matrix of the system of equations that describe the change
in the concentrations must be accurately computed as part of the

function f, to solve the adjoint system. Fortunately, the Jacobian
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matrix can be calculated explicitly, not only for the concentrations,
but for the adjoints as well.

By supplying the functions for the system of ordinary
differential equations, f, the Jacobian matricies J and a set of initial
values for each of the variables, C, Gear's method can then solve for
the variables at any point in time. The numerical implementation
of this portion of the model involves the setup of the set of
equations in such a way that they can be solved using a tested (i.e.,
in general use) package for the solution of ordinary differential
equations. The package selected was LSODE, developed by Alan
Hindmarsh of Lawrence Livermore National Laboratory
[Hindmarsh, 1983]. Specific details regarding the numerical
implementation are found in the LSODE write-up ‘(Appendix C) and
in Hindmarsh [1981, 1983]. The main variation to LSODE that is
utilized is the way the inversion of the term involving the Jacobian
matrix is handled. LSODE solves the matrix using either a full
matrix inversion technique, a banded matrix technique (when
appropriate) or a sparse matrix technique. The full and banded
matrix techniques are included in the subroutine LSODE, both are
accomplished using appropriate LINPACK routines [Dongerra, 1979].
The sparse matrix inversion techniques use a similar subroutine
called LSODES. The sparse matrix inversion techniques are from

the Yale Sparse Matricies Package [Eisenstat, 1977a,b].
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5.1.2 The Radiolysis Function

The system of ODE's that were described in Section 4.9 are
modeled using the exact chemical kinetics expressions along with
an approximation to the tranport term that uses the "method of
lines". The method of lines involves simply the discretization of the
spatial terms using an appropriate differencing technique. The
spatial mesh is divided into M uniform subdivisions but this is not
necessarily required. If we are tracking N species and using
centeral differencing, we arrive at the following system of N*M

ordinary differential equations:

dt & i T dx2 ' 5.6
rneq ]
np
+Ykpuip Cﬂ
p=1 n=1

where j indicates a spatial node, and i is a particular species. The

above system is implemented with a convective term available as

an additional option:

j+1 j-1
u.[d -C ] 5.7
1 1 1
Three boundary conditions are implemented that need no
modifications to utilize automatically(constant concentration,

constant flux, and zero flux). The boundary conditions are

A
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implemented by setting the boundary node to one of the following

relations:
ac ,
—cTtL =0 constant/zero concentration 5.8
dCl 2D ju .
—i-—id dJ + production + reactions
d dx 1 ! 5.9

zero flux, i.e. d + = d N

5.1.3 The Jacobian Matrix Evaluation

As described in Section 5.2.2, the Jacobian matrix is useful in
evaluating the radiolysis model and essential in the formulation of
the adjoint equations. A numerical differentiation of radiolysis
function was developed that exactly evaluates the reactions and
approximates the transport terms. The numerical form of the

equation solved is:

NEQ
d(,J ‘S-SN '“w I gt
—[ :l kp“,p“wp w C

dcyldt| &=t n=
D. 5.11
+— if w=i and x = j+1 or j-1
dx
2D,
-—5 ifw=iand x =j

dx
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If the Jacobian is evaluated at a boundary node, the value is equal
to zero if the boundary is a constant concentration. If the boundary

is zero or constant flux, the last two terms of the above equation

become:
2D,
5 if w=1and x = j+1
dx 5.12
2 Di if i and .
- —t if w=1and x =j
dx?

5.2 Adjoint Equation Solution

The numerical implementation of the sensitivity analysis is
almost identical to that of the forward solution of the original
equations. The equations are of the same form as those described
in Sections 5.2.1 and 5.2.2 and are solved using the same solvers,
LSODE or LSODES. The differences involve the functions that are
being integrated and the representation of the values from the

forward calculations.

5.2.1 Function to Calculate the Adjoints

The key difference between solving the radiolysis equations
and the adjoint equations is the replacement of the radiolysis and
Jacobian functions used by the solver to for radiolysis by the
functions to calculate the adjoint and its Jacobian. The adjoint

function is integrated backward in time to get the adjoint functions.
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The adjoint function calls the Jacobian routine of the radiolysis

equations to generate the following set of ODE's:

NEQ
%(-:it—*- = 'J[Cia’ Ci] - 2 Co* J{Cn’ Ci]

5.13

where J[Cj,Ci] is the Jacobian matrix term:

JCu €)= 2 95,_]

aC,| ot 5.14

which is evaluated using the Jacobian implementation of the
previous section. Since the solution routine chooses arbitrary time
steps during the solution, a functional form of the forward solutions
is needed to evaluate the Cj's to be used in the call to the Jacobian
subroutine. This is accomplished using spline fits to the forward
calculations, described in Section 5.3.3. As with the forward
solution, the Jacobian of the new function is used to achieve

convergence of the solution. This is described in the next section.

5.2.2 Jacobian Matrix of the Adjoints

The Jacobian matrix of the adjoint solutions is, by
examination of the form of the adjoint equations of Section 4.10,

simply deduced as:
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By transposing the solution obtained when evaluating the adjoint
function, the Jacobian is easily obtained in by transposing.

This is the exact Jacobian analytically and offers interesting
food for thought, since we knew the exact Jacobian for the forward
solution, we were able to solve for a linear approximation to the
adjoints. Now given the Jacobian of the adjoints, would it be
possible to adjoint the adjoints and obtain a linear approximation to
the second order variation in the forward solution? This was not
pursued in this thesis but offers an interesting topic for future

work.

5.2.3 Fitting the Forward Solutions

As seen in Section 5.3.1, a means of evaluating the forward
soiutions at ‘arbitrary times is necessary. To accomplish this, cubic
splines are fit to the logarithm of the forward solutions with
respect to the logarithm of time. The splines allow interpolation to
time points between those evaluated by by the radiolysis
equations, and those that are needed by the sensitivity analysis to
calculate the right hand side of the time rate of change of the
adjoint.

The forward solutions are very well behaved on plots of log
concentration versus log time and therefore we felt justified in

using this type of interpolation technique. Also, in some of the

radiolysis calculations, the solutions span many (>10) orders of
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radiolysis calculations, the solutions span many (>10) orders of
magnitude in both time and concentrations, therefore, the only
practical means of handling the representation is log-log.

The numerical implementation of the spline fit involves
fitting a third-order polynomial to each interval between the time
points, requiring that the first derivatives be continuous and the
second derivatives are zero at the interval boundaries (a so-called
natural spline). For a particular interval, the equation being

evaluated is:

2 3
Ci(t) = Ci(tk) + bk(t-tk) + ck(t-tk) + dk(t-tk) 5 16

HSES Gy,

where the constants by, cx and dy are determined for each interval.
The determination of the constants by the is described by Forsythe
[1977]. A spline fit is generated for each species prior to the
beginning of the solution of the adjoint equations. Due to the fact
that the logarithms of the values and of time are being fit, the
spline does not try to fit the values to zero time. A linear
extrapolation (in log-log space) from the first time point is used to
evaluate points between the first time point and zero. The spline is
evaluate by the above equation by sorting for the appropriate
interval and determining the constants to use. If the time to be
evaluated is the initial time, the initial values are used.

In some instances, the cubic splines do not provide an

accurate estimate of the forward solutions. This situation usually
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occurs when severe transients are being modeled without enough
time points being determined by the radiolysis equations during
the acutal transient. Since it is usually difficult to judge when
transients will manifest themselves and it is impratical to have
thousands of points for each run, an alternative means of fitting the
time points is simply a linear interpolation of the log-log plots. This
type of interpolation not only avoids possible problems with the
spline fits, it also offers a significant enhancement in the speed of
the calculation (in one case with 40 species and 80 reactions, the
runtime of the adjoint solution went from 30 to 6 minutes with
only a 1% difference in the results produced by the total sensitivity
analysis)

Significant enhancement of the speed of the the sensitivity
calculation is also obtained by extrapolating the adjoints from the
smallest time point greater than zero, to zero. The concentrations
of the species exhibit a step jump over the first time evaluation (i.e.
going from zero to some non-zero value) that the integrator spends
a significant amount of time evaluating, at this last time point. In
pratice, the adjoints rarely make significant changes in this last
small time segment and therefore, the extrapolation saves
computing time without sacrificing accuracy. It is important to be
aware of this approximation, especially if the number of points
being evaluated by the sensitivity analysis equations is

significantly reduced.
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5.3 Total Sensitivity Equations

Once the adjoints have been obtained through the solution of
the ordinary differential equations, the total sensitivity is obtained
with respect to all parameters of the model. The total sensitivity
equation is integrated numerically using a trapezoidal rule method.
Many of the function described previously are used in the
integration to determine the various quantities defined in Section
4.11.

The choice of trapezoidal rule integrationwas made after
many unpredictable failures in more advanced adaptive
quadrature techniques (DQUANCS [Forsythe, 1977] and CADRE
[DeBoor, 1971]). In many instances the more advanced techniques
worked and provided better accuracy than obtained with the
trapezoidal rule. However, the vigilence required to use these
proved too cumbersome and therefore the trapezoidal rule was
adopted for automatic implementation.

Numerically, the total sensitivity analysis is very
straightforward. The various functions of Section 4.11 are
integrated using:

a5 & (80t + &t )]

@ intervals z[tkq.]-tk]

where g represents the appropriate function of Section 4.11. The

g's are
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integrated for rate constants, production rates (G*D) and dose rates
(D). The number of time intervals is evaluated is pre-selected
using the since it is a trapezodial integration, the number of points
should be at least 100 to keep the error introduced by the
integration to ~ 1%.

The form of the total sensitivity calculation equations is ripe
for enormous cancellation errors. This means that numbers very
close to each other (e.g., 1.00000 and 0.9999999) are being
subtracted and the significance in the result is beyond the precision
of the calculations. In pratice this occurs all too frequently and a
flag has been established in the calculation to sense this. In
general, when dealing with radicals as the response function,
cancellation errors will occur when evaluating the total sensitivity
of rate constants.that have the radical as a reactant. The first part
of the LINTY output (after some recapitulation of the input) lists a

time period over which the sum of:

1+C*® =0 5.18

In most cases when dealing with radicals, this time period is the
entire calculational period. All this means is that changes to the
concentration of the radical, in and of themselves, will quickly be
restored to the "unperturbed" state by other processes. When the
output flags this type of situation, the integral sums are displayed
along with the time period over which the result was insignificant.
When the time period covers the entire interval, the response

terms exactly cancel (as far as the calculational methods can



104
determine) and the residual terms are the total sensitivity. In the
case of the example, the residuals for the effect of Oz on the e-
population (the response contribution was insignificant over the
time interval) predicted a variation of 0.879%. By applying a 10%
change to this rate constant(i.e we predict a 0.10*0.0879=0.00879
fractional change) and rerunning the code, the variation in the

response (in this instance e-) was 0.880%.

5.4 Computer Listings

The listings of the computer programs that are used in this
thesis are as self explanatory as possible. All variables except
reusable indices are defined, along with all subroutines and
functions. The multiple indexing that is used to make many of the
routines compact and expandable without user intervention must
be mastered if modifications to the programs are to be attempted.
The computer listing is much more of a working document than
other parts of this thesis. The listings of Appendicies B and C
include all subroutines except for LSODE/LSODES, which are
generally available.

The programs were written in VAX-11 FORTRAN (Version
4.2) compiled on a MicroVAX II computer. Except for the use of
NAMELIST and INCLUDE statements for I/O processing, the
program conforms to FORTRAN 77 conventions. Portions of this
work have been ported to a Macintosh personal computer with a
minimum of effort, and the same would be expected for installation

on most systems. The optimized code running with moderate
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numbers of species and node points may still use considerable
dynamic memory and time, so do not expect great results with the

personal computers available at the writing of this thesis.
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6.0 VERIFICATION

This chapter is provided to verify that the computer code is
performing the calculations correctly, and also to provide an analog
to the computer code that is used for the analyses. The forward
'solution of the equations is fairly straightforward, i.e. the
integration of ordinary differential equations. The equations used
for the sensitivity analyses are somewhat less intuitive and
therefore the verification gives a proof of principle of the methods.
The so-called Bateman equations were used for this example to

provide an analytically simple, yet nontrivial, example.

6.1 Forward Solutions

The solution of the Bateman equations has been well defined
[Bateman, 1910; Evans, 1955] and the derivation is inciuded here
for completeness. Also, some of the quantities derived in this
section are needed for the next section. The system is defined as:

N1 ==> Ny rate = A1 = Decay constant 1

Decay constant 2;

N2 ==> N3 rate = A2

or in differential form, neglecting the N3 component:



107

N
dt 1

6.1
'('j"‘ITI—z:lt-).t |
dt 1 2

Systems of ODE's such as the above are subject to initial conditions
that allow for particular solutions to be obtained. The general

initial conditions are defined as:

9
N, = N
N2=N§

Setting the second condition equal to zero results in a less general
solution, but key points are still demonstrated with less algebraic
exercise. Starting with the solution for Ni(t), dividing by N; and

multiplying by dt gives:

le
N - A dt 6.2

1

Integrating this resvlt from 0 to t gives:

0 Mt
N@® =N'e 6.3

Substituting this expression into the differential equation for Np,
multiplying by the integrating factor, exp[A2t], and rearranging

gives:



108

d lzl
Nze = N0 ['2r])
dt =AMNE 6.4

The above expression is integrated from O to t, some
rearrangement is performed and the initial condition for N3 is

applied to arrive at the well known result:

AN
MW= le” - e

0
1

r -At -;.2(1
| 6.5

This result along with the result for Ni(t) are essentially the
quantities calculated by the forward portion of the computer code.
To verify these results, a calculation was performed with A; and A;
set to values of 0.01 and 0.02, respectively, and N10 set to 2.0. The
comparison of the results is presented in Figure 6.1. The points are
the computer calculated results and the solid lines are the results
obtained using the analytical expressions of this section. As can be

seen, the agrzement is excellent.
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Figure 6.1 Results of Forward Solution of the Bateman Equations
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6.2 Sensitivity Solution

The first aspect of performing a sensitivity analysis, using the
methods described in Section 6.2, involves selecting a variable. The
selection here is arbitrary but it could be any, or all, of the process
variables. As an example we will choose to find the response to the
final concentration of N; assuming a starting concentration of zero.
This means that we want to know how N2 varies as we change
everything else in the model. In particular we look for the

following two responses:

dN, dN,
i, da,

6.6

Since A1 and A2 are experimentally measured, we will find the

effect of small deviations (like experimental error) of the values on
the final concentration of N3. Since we have an explicit expression
for N2, we can differentiate the expression to find the exact values
for the above derivatives. The exact values can then be compared

to the results obtained using adjoint analysis.

6.2.1 Adjoint Determination

The first quantities that need to be derived, as explained in

Section 4.10, are the adjoint functions. The adjoints give us the

instantaneous change in the response; here N is the response
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(generally denoted by L), with respect to the other variables in the

model, i.e. the Nj's:

SN, (tp) = Ni‘(t) ON, 6.7

The system of equations that needs to be solved along with the

initial conditions is generally stated:

dN* NEQ

1 - . N*
dt et "k dN .
Ni(t,) = 0.0

Here, fx is simply the expression for the kth ODE, defined in Section
4.10. The index NEQ is the number of process variables (in
chemical systems, this would be the number of different chemical
species being tracked.) The equation requires the above initial
condition for each of the Nj*. Since we start the integration of these
equations at the final time and integrate backwards to the initial
time, the above initial condition means that things that would
happen in the future, t > tf, have no effect on the sensitivities at ts.
Integration of our example system requires the values of the
Jacobian matrix, i.e. the dfy/dN; term on the right-hand side of the
general equation above. In matrix form the Jacobian of our simple

system appears as:
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— 4N, N,
dt dt
d_
aN, M M 6.9
-d_ ;
A O A

Fully written out, the ordinary differential equations for the

adjoints are:

*

le * * *
dN, . .
-(Tt—— = 7\,2 + ).2 N2 Nz(tf) =0

Solving the second of these equations first, introducing
integrating factor, ery! to each side of the equation, and

rearranging yields:

M.
dNje ®| = Agpe “dt 6.11

Integrating the equation from tf to 0 and applying the initial

6.10

the

condition yields the following analytical expression for Nj*(t):

. -lz(tf-t) i

N2 = e 6.12
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Substituting this result into the ODE for N*, introducing an
appropriate integrating factor, integrating the equation from tf to O,

and applying the initial condition for N;* yields:

[ 1
* 1 -A (t,-t) -A(t,-t)
NI® = 55 1 o 2] 6.13

The adjoints provide us with the intermediate values that are
needed to calculate the expressions defined at the beginning of
Section 4.11. These expressions are obtained using the equations
for the total sensitivity; the details are explained in the next
section.

As a means of verifying this intermediate step the values
used for the example in Section 6.1 are used in a run of the adjoint
portion of the computer code and in the equations of this section.
The results of the comparison appear in Table 6.1. The results of
Figure 6.1 show a near- perfect match between those numbers
calculated using the numerical procedure, and those calculated
using the analytic solution. This gives confidence that the

calculations are being performed correctly.
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Table 6.1
Equations
Time Analytic
Adjoint
Np* Ny *
37.5 0.2074 -.1175
0.00 0.4773 -.3935

Numerical Solution of The Adjoints of the Bateman

Computed
Adjoint
Np* Nap*
0.2074 -0.1175

0.4773 -0.3935
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6.2.2 Total Sensitivity Determination

Once the adjoints have been obtained, a general procedure
has been developed to utilize them to compute general sensitivities

of the response function with respect to the rate constants, i.e.,

dN,(t.)
~dk 6.14
1
This quantity gives the variation of Ny with respect to the
parameter kj. The total sensitivity can then be used to judge the

physical significance of the parameter on the desired result.

6.2.2.1  Analytical Determination of Total Sensitivity

Since we calculated the exact solution for N2(t) in Section 6.1,
we can differentiate it explicitly to obtain the necessary expression
for the total sensitivity, defined in Section 4.11. The total
sensitivity expression obtained using adjoint theory should be
equivalent (to a first order approximation) to the expression
obtained by direct differentiation. This section offers a proof by
example of the entire sensitivity analysis from an analytical point
of view; this is accomplished by showing the equivalence of the
exact method and the good, yet approximate, method of adjoint
theory. Although some of this section is condescending, this
'workingmans' result gives some feel for the abstraction of the

adjoint theory for some readers.
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The following section shows how this equivalence is
calculated using a numerical method for the integrations rather
than the analytical expressions. The need for the numerical
solution is due to the fact that the analytical expressions for the N's
and the N*'s cannot be easily obtained for even slightly more
complex expressions than the one presented here as an example.
But, the adjoint formulation for the total sensitivity is composed of
elements that can be solved for numerically; and it therefore gives
us a sensitivity analysis without complex analytical expressions.

The first step in calculating the total sensitivity is to obtain
the exact result by simply differentiating the expression for N3
obtained in Section 6.1 with respect to the two parameters, A1, and

Az. Starting with Na(t):

N = 75" - e 2] 6.15

We differentiate with respect to Aj; and A2 to obtain (after some

work):

and,



117

0 'A'ztf 1,-A
dN, AN [e[z 3 1}

= , 1
da, AR, =y +t, 6.17

Now we construct the expression for the total sensitivity
using adjoint theory, referring back to the equation given in Section
4.11 for total sensitivity. Noting again that N2 is our response
variable, the expression for the derivative of N2 with respect to =

is defined as:

[dN dN| N‘ ]
dx d ldl it N dtJ 6.18

2]
Z
oc_.,_;.

The notation using the & instead of the standard derivative denotes
the adjoint result. By substituting the appropriate values of the
Jacobian matrix and the appropriate values for the N*'s, an

expression that can be integrated analytically is obtained:
N i
[ (t-)- ] -K(t-t)_]
2=N(:I|[:1_Thekz(tft)llt-e 1th+er Jdt 6.19
0

Integrating this expression is relatively straightforward and gives

us the following result:
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By inspection of the comparative equation determined exactly in
the last section, it is shown that the adjoint method produces an
exact result. For completeness, the same steps to solve for the
second comparative derivative are given below without narrative.

The method is exactly the same.

Through an exact integration:

N, Nae [ ;[ ]
2 _ 171 [ [ezlf-lJ-Pt:l 6.21

= - - f
81, U R

Formulating the adjoint:

t
SN ‘[ dN dN dN
_2.=J' 24N —1L +N*——2-,dt 6.22
5, )| dhdi T 1 dnde 2d,dt)

0

Substituting appropriate values:

0,
SN, NA g 1
2 _ 1™ J' At s AL gt 6.23
= -e + -
3, Ay ) | e ']

Integrating to obtain final result:
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0
SN, NA, -l .1 I [1,M) } ]
2__ 1 l 2f 2 1 (4 +t 624
= (] - .
A A _ll {XZ‘XI e 1 f

Here again, the exact result is obtained. The method demonstrated

above has been implemented numerically to allow for more
complex reactions to be considered. The next section presents a
verification of the accuracy of the numerical method in reproducing

the analytical result.

6.2.2.2 Numerical Determination of Total Sensitivity

Although the numerical implementation of adjoint theory was
requisite for considering complex systems, it must be able to model
the simple systems as a starting point. In fact, during the
development of the code, this test was the benchmark that
successive revisions of the code were compared against to check for
proper function. The relative sensitivities of the example are
calculated to within 4% of the value of the total sensitivity from the
analytical solution. This is roughly the numerical error that is

introduced in the numerical integration step.
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7.0 RESULTS/APPLICATIONS

The tools presented in the previous chapters are used in
various analyses of the effects of radiation on nuclear waste
containers. The first analysis investigates some basic observations
with regard to radiation effects on corrosion and applies the new
tools in drawing conclusions from this data set. An expanded data
base is used to evaluate the effects of radiation on the external
portion of a nuclear waste package in simulated repository
environments. A discussion is also presented with regard to the
potential long-term issues of radiation effects in the event of a
breach of the container. Mixed radiation fields of beta and alpha
radiations are considered in this latter case.

This chapter details phenomena that are generally observed
in well controlled experimental situations. The modeling results
discussed in this chapter are only as good as the available data, no
fitting of the parameters of the model are made. Improvements in
the model only come with improvements in the available data base.
The ability of the model to "point" to key parameters in the model
make it a powerful aid to experimentalists, especially when the
number of possible parameters is as large as in the radiation
chemistry case. Therefore, extensions of the mode! to the
repository environment are made to draw preliminary conclusions
and demonstrate the usefulness of the model. The ability to limit
the data set to a small subset of controlling reactions using the

“sensitivity analysis is discussed. The definitive evaluation of the
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repository environment will have to wait until more detailed

characterization of the expected environments are made.
7.1 Basic Interactions of Radiation With Metals

This section describes the modeling of the behavior of a
simple system of iron in water and also a system showing active
corrosion of stainlesls steel when radiation is applied. These model
experimental studies conducted by Pourbaix [1974], Airey [1973]
and Burns [1983]. This chemical system has been well studied
because it is the system used in the Fricke dosimeter, as well as one
of the methods employed by various researchers, discussed in
Chapter 3, for measuring the yield. The quality of the simulation is

a direct result of the high quality of the data.
7.1.1 Simulating Iron Species in a Radiation Field

This simulation assumes a deaerated solution with ferrous
iron concentrations in solution at equilibrium with Fe(OH); at room
temperature. The starting potential, as measured by the Fe2+/Fe3+

potential:

[re]
[Fe*] =

E = 0.771 + 0.0591 log
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was set to O V (SHE). The initial pH was set at 7 after the work of
Pourbaix. The simulation was run until the calculated hydrogen
peroxide concentration was relatively constant with time. The data
sets employed are the water and iron data given in Appendix A.
These reactions represent interactions of water and iron species,
including appropriate hydrolysis reactions of iron.

The results of the simulation are summarized in Table 7.1
along with the experimental results of Pourbaix [1974] and Burns
[1983] and the results that Airey [1973] would calculate using a pH
of 3.4:

E = 0.85 - 0.0591pH 7.2

The work of Pourbaix was not under irradiation but simulated the
radiation environment using hydrogen peroxide. The explanation
for the behavior of the system was deduced from the sensitivity
analysis results. The major means of production of HpO2 is through
the primary yield of HyO2. The destruction of H20O7 is through its

reduction by Fe2+ and H. The specific reactions are:

Fe2+ + HyOp ==> Fe3+ + OH- + OH F10
H + Hy0y==>0H + Hy0 W19

The equation numbers refer to the appropriate equations in
Appendix A. The more subtle result is that the H concentration is
predicted by the sensitivity analysis to be dominated by the

interaction with Fe2+ and Fe3+ through the reduction reactions:
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Fe3+ + H ==> Fe2t+ + H+ F14
Fe2+ + H ==> FeH* F6

and by its production rate. Both directly and indirectly, the
concentration of ferrous species control the concentration of
peroxide (i.e., by having a direct effect on the concentration as well
as strongly influencing species that also interact directly with
hydrogen peroxide) and hence the potential. The effect of ferrous
species having a strong influence on the measured solution
potential has been observed experimentally by Sunder [1987],
wherein addition of ferrous ions! to an irradiated solution lowered
the potential of a UO; electrode. When species such as ferrous ions
are introduced, they also contribute to the reduction process, if the
ferrous ion concentration is large enough. This behavior is unique
to species that can be oxidized by H202, such as iron (Fe2+ ==
Fe3+). Nickel is very slowly oxidized to a higher oxidation state and
consequently has little influence on the potential. Radiation
produces both oxidizing and reducing species, the concentration of
the reducing species produced by radiation is found to be
controlled by the major redox active species in solution and in turn,
the concentration of the reducing species controls the oxidants
produced by radiation which strongly influence the potential of the
solution. This is a reoccuring theme as shown in the results of

Section 7.2.

1The concentration was 1 x 10-5 molar Fel+.
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The shift to a lower pH (-log(H*)) is indicative of the
hydrolysis of both ferrous and ferric species as the potential is
raised. The hydrolysis reactions are often neglected and can cause
differences in the computed results since the most species
concentrations are sensitive to pH, as well as the fact that the
solubilities of important species change. A similar change in pH
(starting at pH = 6.2) was noted without explanation by Burns
[1983] for the irradiation corrosion of mild steel. Unfortunately, no

potential measurements were made for these experiments.
7.1.2 Simulation of Active Corrosion

In this section a system in active corrosion, followed by
passivation is modeled. The results are presented to simulate in a
qualitative manner the results of Airey [1973], presented in Figure
7.2. Figure 7.2 depicts type 347 stainless steel being irradiated by
Co-60 gamma rays in an acid solution. The data of interest in this
figure are curve 1. The first portion of this curve is simulated by

assuming a net corrosion reaction:

Fe + 2H,0 = Fe(OH), + 2¢- + 2H' 7.3

By assuming this net rate, the precipitation kinetics of Fe(OH); are
not factored into the system explicitly. Physically, this restricts the
system to saturation conditions with regard to ferrous species. The

rate for the above reaction is relative to the surface area of the
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metal, the effective volume of the liquid and the active current.
The choice of rates was made by trial and error and a value of
1x10-4 s-1 was selected as the "active" rate.

The model results simulating the first half of curve 1 (the
second "on" arrow from the left) are given in Figure 7.3. It of
interest to note that the brief induction period (i.e. the potential
stays the same after the "on" arrow) prior to the precipitous drop of
the potential of curve 1 in Figure 7.2, this also appears qualitatively
in the simulated results (note the log-log scale in seconds rather
than minutes). The sensitivity analysis indicates that the aqueous
electron population is controlled by the reactions involving oxidants
produced by radiation and oxygen. This induction period is related
to the period of time it takes for the electrons produced by the
corrosion reaction to consume the oxidants being produced by the
radiation. This period is very brief and the oxidants are calculated
to disappear in approximately 1 minute. The second half of curve 1
is simulated assuming a "passive" rate of 1x10-8 s-1. The return of
the solution to its potential value during the induction as in curve 1
is properly simulated, as shown in Figure 7.4 (compare the HyO»
concentration at the upper plateau of Figure 7.3 with the final
plateau of Figure 7.4). The passive rate of electron formation is not
sufficient to consume the oxidants produced by the radiation and
therefore, the potential is high.

The simulation of the passive environment mimics the
behavior of stainless steel used in radiation environments. Since
they do not actively corrode, the oxidants produced by radiation

build up in solution causing high potentials. If a pit or stress



126
corrosion crack develops, the potential of the solution makes it
particularly aggressive to the small anodic area and a rapid failure
may result. Conversely, the "active” behavior consumes the
oxidants produces by the radiation. Therefore, if a sufficient
thickness of actively corroding material is used in the waste
packages to both shield the solution from radiation and to provide a
wastage margin (i.e., allow enough material to consume all of the
oxidants), the rapid non-uniform modes of failure associated with

stainless steels, such as stress corrosion cracking, would be avoided.
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Table 7.1. Potential and pH Comparison for Irradiation of Ferrous

Solutions
Study Potential (V SHE) pH
Pourbaix 0.72 3.4
Burns ---- 3.7

Airey (calculated) 0.64 using 3.4

This work 0.72 3.04
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Figure 7.1 The Time Evolution of Key Species in the Irradiation of

Ferrous Solutions
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Figure 7.2 Potential vs Time from Airey [1973] for Corroding 347
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Figure 7.3 Simulation of the "Active" Corrosion Portion of Figure
7.2
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Figure 7.4 Simulation of the "Passive" Corrosion Portion of

Figure 7.2
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7.2 Modeling the Repository Environment

The only attempts at a better understanding of the effects of
radiation on the waste package and spent fuel have been
performed at Lawrence Livermore National Laboratory[Von
Konynenburg, 1986, Glass, 1986]. Experimentally, the issue of the
effects on the waste package has been better addressed, although
incompletely, than effects on the waste form. Radiolysis effects
have been acknowledged in the experiments utilizing actual spent
fuel, but no attempt has been made to quantify these effects
experimentally. Theoretical studies to better understand how well
the current data explain the observed effects have not been
performed, see quote in Section 1.3.

The two cases of particular interest are, first, the effect of
gamma radiations on the environment surrounding an intact waste
package and secondly, the effect of alpha and beta radiations on the
solutions that may contact spent fuel in a breached container. The
first case represents the early life of the container when significant
gamma radiation will escape from the package (see Chapter 2) and
thereby cause radiolysis interactions. The secoiid case represents
the behavior when spent fuel is contacted by water in the event of
a breach. In both cases, the effects of concentration of the halides
are evaluated, the systems are equilibrated with atmospheric
oxygen, carbon dioxide, and for the first run, nitrogen species. The

yield of fixed nitrogen was calculated from Burns' equation [1982]:
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s 1
G(N)=2C°R{ {. e.1.45x10’omj " 4

This is equivalent to the reaction sequence:

N, = 2N k = RGD(1.45x10")
7.5

N = N, k = GD(1.45x10")

the variables are defined as: R is the ratio of gas to liquid volume
(assumed = 1), G is an experimentally determined yield (=1.9,
Burns, 1982), D is the dose rate in MRad/hr and C, is the
concentration of nitrogen molecules in the gas phase. The reaction
set, air reactions in Appendix A [Ibe, 1988], employed in the
analysis accounts for the back reactions of N, therefore the second
reaction above is not used. The first equation can be treated as a
yield of N atoms and by substituting the appropriate values, this
was determined to be 0.01. Since the candidate material is
stainless steel, the systems are also equilibrated with Fe(OH); and
Ni(OH)3 using the same reactions as in Section 7.1. ;\dditional
reactions sets used for chloride, sulphate and carbonate species are
given in Appendix A. The resulting reaction set involves 136
reactions and 50 different species. Dose rates of 1x105 and 4100
rad/hr were used, the former being associated with the
experiments of Juhas [1984] and the latter being the dose rates

calculated in Chapter 2.
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The analysis is specific to the causes of changes to the
solution potential, i.e. the H202 and e- concentrations, as these are
seen as the most important for consideration for waste package
degradation and radionuclide release. Investigation of other
effects, e.g. hydrogen gas generation, methane production, etc. can
be performed by a similar analysis only using a different response.
Since the entirety of the data sets is unwieldy, only an initial run
was made with the complete data set and by using the sensitivity
analysis techniques, the reactions that do not significantly effect
the response were removed for more extensive analysis with the
more important species. The analysis is at 90 °C with Arrhenius
temperature extrapolations for the rate constants. The equilibrium
reactions used equilibrium constants calculated at 90 °C using
Barner [1979] data or using values in EPRI-NP-2400 [1982].
Henry's Law coefficients were taken from Von Konynenburg [1986]
or Gray [1985]. Figure 7.5 and 7.6 gives some of key species
produced in the complete data set. Figure 7.6 is for 100 days to
demonstrate the equilibration of the H2O3. Hydrogen continues to
increase in this simulation because a closed system (gas to liquid
volume of 100:1) was used. In the real repository, Hy would escape
the waste package region.

Since the solution is equilibrated with oxygen and hydrogen
peroxide, they control the concentrations of the reducing species at
a lower value than the ferrous species discussed in Section 7.1.1.
At the repository pH, the solubility of ferrous species is very low,
and most of the iron species are hydrated forms of ferric ions

which do not react with HpO7. This in turn allows the HoO2
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concentration to build to a very high level (1.1 V SHE vs 0.72 V
SHE) as compared to the case when ferrous species control the
potential. By comparison, Airey [1973] measured a potential of
1.05 V (SHE, actually measured 0.81 V SCE!) when the materials
were not actively corroding.

The variability in the solubility of the metal species,
discussed briefly in Chapter 4, may have moderate to significant
impacts on the potential. Therefore, knowing the basic equilibrium
chemistry without radiation effects becomes as important as
knowing the radiolysis equations themselves, in terms of long-term
predictability.

The sensitivity analysis points to the interactions of H202 and
O3 with H and e- as being dominant for the back reaction of H7O>.
They equilibrate to roughly the same concentration. This is in
general related to similar reaction rates with the reductants. An
additional back reaction is introduced to this system, the reduced
form of carbonate, C03-, does exhibit some back reaction with HyO».
Again, the level of CO3- is determined by the level of reductants
available to reduce HCO3- to CO3-. These reductants are determined
by their production rates and the concentrations of H202 and Oj;.

The pH was in general very important in determining the
concentrations of most of the species. The pH is dominated by
carbonate interactions, the pK of water and any significant
hydrolysis reactions that occur as a result of increasing the

potential. In the repository system, the pH will in general be

ISCE denotes a standard calomel electrode, while SHE denotes a standard
hydrogen electrode. SHE = SCE + 0.246.
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buffered by the carbonates so that no significant changes are
expected, or observed [Juhas, 1984].

The concentration of halides did not directly affect the
concentration of peroxide, even when concentrated 100x over the
nominal concentration. The lack of a direct effect is certainly not
indicative of no effect, as chloride ion is well known to promote
stress corrosion cracking without the need for radiation to be
present [Latanison, 1969]. A more subtle effect of concentrating
the halides may be the effect they have on the solubility of the
gases through the salting out effect [Harned, 1958]. Since the
reactions involving the solubility of O were flagged as being
significant, the effect of changes to the solubility of the dissolved
gases should be more thoroughly studied in the specific repository
environments. Again, this points to a need for a good
understanding of the non-irradiation physical chemistry to truly
understand the long-term effects of radiation in repositories.

The effect of air was predicted to be minimal on the
determination of the HO, concentrations. The concentration of
NOj- increases slightly (See Figure 7.5) over the course of the
simulation. Production of nitrate is of importance since it may
lower the pH if significant quantities are produced (essentially
producing nitric acid). Experimentally, a pH change has not been
observed in short term experiments [Glass, 1986]. The presence of
calcuim carbonate or other carbonate species is expected to
probable buffer most of the additionally produced acid over the

long term.
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The data for the radiolysis of nitrogen species is particularly
poor, Ibe [1988] recently published G-values for N atoms of 16.
These were substituted for the G-value of 0.01 from Burns [1982]
to produce the results in Figure 7.7. Obviously, the G-values that
work for reactor environments do not accurately depict the lower
temperature repository behavior. The pH in this simulation was
calculated to be ~2.5 and the ammonia concentrations were an
astronomical ~ .01 molar. Even when using the lower G-value of
Burns and running the simulation to a long enough time (up to a
year) predicted dramatic lowering of the pH through production of
nitric acid. This indicates that the precipitation/dissolution kinetics
of the carbonate species are important since the experiments of
Juhas [1984] did not show large pH changes. These large
discrepancies in the observed and predicted results indicate that
more experimental work is needed but judging from the
experimental evidence so far, the effect of nitrogen species is
secondary. This was echoed by a recent review on the subject for
the tuff repository by Reed [1987]. Reed states that the large
discrepancies can only be resolved by more experimentation. The
report goes on to implicate ammonia for the potential of cracking a
copper container. The ammonia concentrations predicted in the
model calculations associated with Figure 7.5, were very low using
the G-value provided by Burns. Juhas also observed just traces of
ammonia in the irradiation tests discussed in Chapter 2, over a year
long period at 1 x 105 rad/hr. The two highly varied results
presented above do indicate that although not highly influential on

the corrosion potential, the other products of the irradiation of air
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may be a factor in materials degradation. In terms of pH, the
actual value of the G-values may not be as important as the
buffering capacity and the kinetics of the carbonates.

By using the sensitivity analysis to judge the importance of
the various reactions, 55 reactions involving the halides and
nitrogen species were removed from the original data set of 136
reactions. The results of a run without these species is shown in
Figure 7.8. As predicted, the H202 concentrations is seen to be
unchanged by the removal of these reactions. This is a major result
of this work, i.e., being able to limit the reaction sets to the ones
that demonstrate the largest effects on the quantities being studied.
This type of capability has been called for in the literature [Ibe,
1988] to aid in the determination of which rate constants need
further investigation. With the complicated chemical systems of
the repository environment, it is virtually impossible to evaluate all
of the potential interactions. To get the most from each
experiment, analyses such as those presented must be used in
conjunction with experimental design. The speed at which this
determination can be performed with the’ techniques developed in
this work makes the method of varying a single coefficient and re-
running the codel! [Christensen, 1988; Ibe, 1988] to determine the
effect virtually obsolete.

Comparing the effect of dose rates, Figure 7.5 was at 1x105

rad/hr while Figure 7.9 is at 4100. rad/hr. The time is one day and

1This method was used to check the results of the sensitivity analyses for key
reactions and the comparisons were excellent, see Figure 5.4 and associated
discussion.
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the peroxide concentration has not yet equilibrated. By running
the simulation to 100 days at the lower dose rate, the peroxide
concentration is shown to equilibrate at virtually the same
concentration as with the higher dose rate (Figure 7.10). The
competition of oxygen and hydrogen peroxide for the available
reductants will always result in equilibration to the same values
since the oxygen concentration is always constant in solutions
equilibrated with air.

This effect is also demonstrated when the radiation is not
gamma but rather alpha and beta radiations which would result
from a breached container. Using the values for the PWR dose
rates given in Chapter 2 for 1000 years, Figure 7.11 was generated.
The time to reach the equilibrium was 1000 days, but the same
concentration of hydrogen peroxide was achieved as in the gamma
radiation case. The potential of the solution in this case becomes
dependent upon the residence time of the solution near a breached
container. The longer the solution stays in contact with the spent
fuel, the greater the potential will be and for most of the actinide
species their solubility will increase. Since soluble actinides emit
their own radiation, if enough of them are dissolved into solution
the need for direct contact with the fuel is no longer necessary to
raise the potential of the solution.

This is of particular importance for the potential corrosion of
unbreached containers that may be contacted by water that has
spent some time near a breached container. The implications of
this case have not been addressed in any previous studies of

radiation effects on the waste container. Since the possibility of the
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temperature being below the boiling point of water is much greater
at 1000 years, this situation actually would be more probable than
the unexpected contact of water with the waste packages during
the period when gamma radiation is present. A complete analysis
of this effect requires detailed information concerning the
solubilities of the radionuclides at the temperatures expected in the
repository.

The work of Wolery [1983] attempts to provide the necessary
equilibrium chemistry for the repository system. A marriage of the
techniques and data being used by Wolery with the techniques
presented in this thesis would provide a powerful tool for
investigating the long-term effects of radionuclide release and its

effects on unbreached containers.
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Figure 7.5 Species Chosen From Complete Data Set. H03, Oz and
NO3- are major species, Nio* and NiOH+* are present in
small concentrations, CO3- is the reduced form of

carbonate.
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Figure 7.6 Prediction
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Using Ibe [1988] Data for Nitrogen Fixation
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Figure 7.7 Prediction of the Same Species as Figure 7.5, with

Reduced Reaction Set.
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Figure 7.8 Prediction Using Repository Dose Rate of 4100 Rad/hr

and Reduced Reaction Set.
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Figure 7.9 Long-Term (100 days) Prediction Using Repository Dose

Rate and Reduced Reaction Set.
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Figure 7.10 Long-Term Prediction of H202 Under Alpha and
Beta Dose Rates for 1000 Year Old Waste
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8.0 DISCUSSION, CONCLUSIONS AND FUTURE WORK

This chapter summarizes the work and discusses some of the
key conclusions deduced from the work presented. A brief
description of future work related to issues in the nuclear power

industry is also discussed.

8.1 Discussion and Conclusions

Providing assurance that the containers for the nuclear waste
will provide substantially complete containment over a long period
of time is a very complicated matter. The presence of radiation
only enhances the complexities of the systems that must be
modeled in the long term. (1) Based upon the results generated for
this thesis, the experimental approach that is currently considered
by the DOE for degradation of waste packages needs to address the
likely scenarios of irradiation of high-temperature steam by
gamma irracd.ationl [Reed, 1987] and irradiation of liquid water by
low-level alpha and beta radiations in the presence of container
material, Section 7.2. The decision to use stainless steels as the
container material is also drawn into question since they are

susceptable to rapid non-uniform modes of attack, particularly at

1The key conclusion here is that no data were available to make a considered
analysis of this likely scenario, other than that conducted by the nuclear
industry for high purity systems which is a completely different
environment than expected in the repository. If the DOE is standing by the
thermal calculations, Chapter 2, the repository will most certainly be a high-
temperature steam environment for hundreds of years. Experimental
assessment of the candidate materials in a gamma irradiated, high-
temperature (>100 C) environment is vital.
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potentials predicted by the radiolysis models, even in the long-
term. Consideration of a material such as a mild steel that is not
susceptable to cracking, and used in sufficient thicknesses to
account for its more rapid general corrosion rate may be
appropriate.

(2) The analyses indicate that the potential is determined by
the interaction of radiolysis products with the major constituents of
the solution. The prediction of radiation effects in the repository
environment is strongly affected by the ability to predict the
physical chemistry of the solutions expected in the repository in
the long-term. Integrating the methods of this thesis with those
being developed by Wolery [1983], to predict equilibrium
chemistry, would provide the necessary combination of a detailed
description of the physical chemistry and an appropriate radiation
chemistry model. This is particularly important for assessing the
effects of radiation on the solubility of the actinides [DOE, 1987] and
thus amounts that would be released.

The most likely time for liquid water to be present in the
repository is after hundreds of years, therefore, the gamma
radiations would be negligible. The possibility that alpha and beta
radiations leaking from a breached container in the vicinity of
unbreached containers! would have significant effects on the
degradation of the unbreached containers, also needs to be
addressed. (3) This effect is shown to be dependent upon the

amount of time the solution is exposed to the radiations (~ 1 year at

1The DOE proposes to use several containers per borehole if the choice is
made to emplace the containers horizontally.
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1000 years to reach the same potential achieved in ~ 1 day from
the high levels of gamma radiation expected during the very early
years of the repository, Section 7.2). Therefore, ground water flow
models also become important in the prediction of the total release.
(4) The implication here is that although it may be desirable to
have slow flow rates, when the radionuclides finally are released,
higher concentrations are present. The higher concentrations
would be the result of higher solubilities of the actinides at higher
potentials, as well as the possibility of more packages being
breached due to the more rapid degradation of the container at
higher solution potentials.

In the complex chemical systems of the repository it is
simply not possible to assess the impact of all the potential effects.
It is very important to be able to glean from the best available data
the interactions that are predicated to be the most important and
target them for further study. This is not to say that other effects
should not be looked for just because the available data (if there is
any) does not indicate an effect. But on the other hand, the
available data cannot be ignored when important interactions are
predicted. (5) The abiltiy to get the most of the available data is a
key result of this work. By being able to identify key interactions,
a better physical understanding of the processes involved in certain
behaviors becomes evident, e.g. the role of the radiolytically
produced reductants and oxygen in the control of hydrogen
peroxide.is physically understandable but hardly deducible a priori

from the hundred reactions used for the models in Section 7.2.
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(6) The sensitivity analysis proves very useful in deducing
physical effects and, from a more pratical point of view, it proved .
very useful in debugging the computer runs of the non-physical
effects. Its role as a debugging tool cannot be overlooked since
results in the literature if not carefully checked, contain non-
physical data. As én example, the following reaction is given by
Bielski [1985] in, what is usually reliable, a compilation of data

produced by the Notre Dame Radiation Chemistry Data Center:
O2" + HOz- ==> H202 + 02 8.1

This equation contains two non-physical aspect: (1) no charge
balance and (2) no material balancel. Since HO2- only exists in
significant quantities at high pH, thus the impact of this reaction is
not discovered unless assessments are being performed at the high
pH. This reaction was flagged early when looking at the sensitivity
of OH- (charge was mysteriously going away!). Other instances of
non-physical results often come from simple mistakes made in the
handling of the many data sets, and species concentrations that
must be used in radiation chemistry. The sensitivity analysis
proves very helpful in getting the data sets properly prepared.

(7) The methodology presented is a powerful tool for both:
(1) predicting the complex interactions of radiation with aqueous

solutions in terms of potential effects on nuclear waste containers

1In general, H20 can be added to. either side to produce the material balance
without being explicitly stated since the activity of water is taken to be 1, but
this is not the case here.
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and (2) determining the important interactions to be targeted for
further experimental investigation. These are both critical aspects
with regard to the assurance of safety that must be provided by
the DOE with regard to the nuclear waste repository. Combining
these efforts with other investigations is seen as key to developing
the complete understanding that is necessary to properly predict

long-term effects.

8.2 Future Work

In addition to the repository environment, the methods
developed can be directly applied to radiation chemistry problems
in the nuclear industry. Water radiolysis along with convective
effects in nuclear reactor cores result in waters being concentrated
in oxygen from 100 to 300 ppb. This concentration of oxygen
increases the susceptability of austenitic stainless steels to
intergranular stress corrosion cracking (IGSCC) [Ruiz, 1988].
Currently, a program is being undertaken to by General Electric to
reduce the concentration of oxygen in the water and thus lessen the
chance of IGSCC. The program being undertaken is called Hydrogen
Water Chemistry. The predictability of the physical processes of
the system is very important to developing an effective program.
Since the model developed here is based upon established laws of
physics and chemistry, the application to assisting in the HWC
simply requires supplying the necessary physical constants. The
incorporation of spatial resolution in the model allows for localized

corrosion phenomena to be accurately modeled with regard to
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spatially dependent effects. This is especially important when
evaluating localized aspects of cracking phenomena in reactor

waters.
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