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ABSTRACT

In addition to traditional telecommunication applications, devices based on InP
have received increased attention for high-performance electronics. InP growth on GaAs
is motivated by the fact that InP wafers are smaller, more expensive, and utilize older
fabrication equipment than GaAs. High-quality InP on GaAs may also serve as a step
towards bringing high-quality InP onto the Si platform. Integrating high-quality InP onto
bulk GaAs has proven to be challenging, however. While a number of commercial
Molecular Beam Epitaxy (MBE) growth foundries offer InP on GaAs for M-HEMT
(Metamorphic High-Electron-Mobility Transistor) applications, the successful
demonstration of InP-based, minority-carrier devices on bulk GaAs remains elusive.

In this work InP on GaAs suitable for minority carrier devices is demonstrated
exhibiting a threading dislocation density of 1.2x1 0%cm’ determined by plan-view
transmission electron microscopy. To further quantify the quality of this InP on GaAs, a
photoluminescence (PL) structure was grown to compare the quality to bulk InP.
Comparable room and low (20K) temperature PL was attained. (The intensity from the
PL structure grown on the InP on GaAs was ~70% of that on bulk InP at both
temperatures.) To achieve this, graded buffers in the InGaAs, InGaP, InAlAs and
InGaAlAs materials systems were explored. In each of these systems, under certain
growth conditions, microscopic compositional inhomogeneities along the growth
direction blocked dislocations leading to dislocation densities sometimes > 10°/cm?.
Using scanning-transmission electron microscopy, composition variations were observed.
These composition variations are caused by surface-driven phase separation leading to
Ga-rich regions.

As the phase separation blocked dislocation glide and led to high threading
dislocation densities, conditions for avoiding phase separation were explored and
identified. Composition variations could be prevented in In,Ga, As graded buffers
grown at 725 °C to yield low dislocation densities of 9x10>/cm? for x < 0.34,
accommodating ~70% of the lattice mismatch between GaAs and InP. However, further
grading to 53% In is required to attain the lattice constant of InP. Compositional grading
in the InyGa,.,P (0.8 <y < 1.0) materials system was found to accommodate the
remaining lattice mismatch with no rise in threading dislocation density by avoiding
phase separation. Consequently, to achieve high-quality InP on GaAs a graded buffer in
the InGaAs material system was followed by a graded buffer in the InGaP materials
system to reach InP.

The research to achieve high-quality InP on GaAs diverged into two paths. The
first successful path, using graded buffers in different materials systems, was discussed
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above. The second path involved the deposition of InP at various temperatures on the
high-quality Inj 34Gag ¢sAs platform that was developed to determine if InP deposited on
the InGaAs platform with 1.2% misfit relaxed controllably without much dislocation
nucleation. To the contrary, rampant dislocation nucleation occurred in this highly-
strained InP at all temperatures studied. Interestingly, however, the InP was observed to
relax via a secondary-slip system, a/2<110>{110}.

This secondary-slip system has a Burgers vector typical in semiconductors of
a/2<110>. Unlike the primary-slip system, where dislocations glide on {111}-type
planes, the secondary-slip system dislocations glide on {110}-type planes. Relaxation
via the secondary-slip system was found to be a function of stress and temperature. A
critical stress, e, appears to be required for dislocations to glide via the secondary-slip
system otherwise all relaxation occurs by the primary-slip system. For e > e, and at all
temperatures studied, both the primary- and secondary-slip systems are active with
apparent cross-slip from one system to the other. At low temperatures, nearly all of the
relaxation was accomplished through the secondary-slip system, however. The amount
of relaxation via the primary- and secondary-slip systems at three different temperatures
was quantified; the resulting Arrhenius plot suggests a difference in the activation energy
for glide between the two systems is 1.5 eV.
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nearly lattice matched to Ge for future integration on Si. The arrows and numbers indicate
different ternary and quaternary materials paths that were explored in increasing the lattice
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Figure 6.4: Sample 650Ing 36Gag,.64As (The naming convention lists the growth temperature and
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...................................................................................... 88
Figure 6.5. Sample 725In¢ 34Gag,66As in bright-field g=<220> XTEM (a) and PVTEM (b)
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Figure 6.6. (a) AFM, (b) BF, g=<220>, XTEM, and (c) BF, g=<220>, PVTEM micrographs of sample
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trench in the surface and that the deeper the trench the earlier the defect was formed. Finally,
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Figure 6.7. STEM results from sample 725In, 5,Ga, 53As in plan view. Figures (a), (b), and (c) are
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annular dark field image of the same region taken just before collecting the compositional maps
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that both the As map and ADF image indicate that the material is thinner in the vicinity of the
Ga-rich region. Finally, close inspection reveal that there are dislocations pinned along the Ga-

rich defect in (e) 92

Figure 6.8. Plan view TEM micrographs of two samples grown side-by-side during the same growth
to a final composition of Ing 3,Gag ggAs at 725 °C. The sample depicted in micrograph (a) was
grown on an on-axis GaAs substrate while that shown in (b) was grown on a GaAs substrate
that was cut 2° towards the (101) pole. Notice the In-depleted regions imparting strong contrast

to (b) and how these region pin dislocations in the lower left-hand corner. 95

Figure 6.9: InGaAs graded buffer to a final composition of Ing 35Gag¢;As grown at 725 °C on a 2°
offcut wafer towards the (101) pole. Figures (a)-(c) are BF, g=<220>, TEM micrographs.
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figure then the wavelength towards the top. Figure (c) is a large area PVTEM micrograph.
The periodicity of the vertical lines are about 4-5 um similar to the distance between the

diagonal trenches shown in (d). 96

Figure 6.10: PVTEM of graded Ing3Al,;As (a) and graded Ing 3Gag14Al ¢3As (b) samples. The
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together. 101

Figure 6.11: TEM and EDS micrographs of sample 625Ing,g2Gag,18P. Figure 6.11(a) and (b) are
XTEM micrograph and Ga XSTEM map respectively while (c) and (d) PVTEM (in the
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Figure 6.12.
InGaP graded buffer grown at 600 °C on an InGaAs virtual substrate. Figures (a)-(e) are cross
section micrographs of the same region. Micrographs (a)-(d) are STEM results including a Ga
element map (a), an In element map (b), a P element map (c) and an ADF image taken of the

region under the diffraction condition in which the maps were taken. Micrograph (e) is a
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XTEM in a <220> beam condition. Figures (a)-(e) all have a line through them to denote the

region the line scan shown in (f) was taken. Micrograph (e) has the line scan in (f)

superimposed onto it to demonstrate how the composition line scan correlates with the

diffraction contrast in the XTEM micrograph. .........c..cocovcercenreceinreeennesescnssesennesessssessssssssnes 105
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725In9,32Gag,68As/625In0 §Gag 2P of the same region. Micrographs (a)-(d) are STEM results

including a Ga element map (a), an In element map (b), a P element map (c) and the ADF
image taken of the region under the diffraction condition in which the maps were taken.
Micrograph (e) is a XTEM in a <220> beam condition while Figure (f) a XTEM micrograph is
in an <004> beam condition. Note that the dark specks in Figure 6.13(e) and (f) are milling
AmMAge ATGFACLS. ........cocuetcrcecci st e s sen s s st 108
Figure 6.14. InGaAs and InGaP graded buffer with an InP cap on GaAs in XTEM (a), AFM (b), and
PVTEM (c). Figure 6.14(a) and (c) are BF TEM images in the g=<220> diffraction condition.
The RMS roughness of the AFM image, Figure 6.14(b), is 61.9 nm over the 15 pm X 15 pm
area. The features other than the threading dislocations in the PVTEM are believed to be mill
damage. In the micrograph in (d) CuPt-B ordering is visible in the InGaP graded layers..... 110
Figure 6.15: Dislocations being pinned by composition variations in BF XTEM InGaP (a) and
PVTEM Ing35GaggsAs (b). The XTEM micrograph (a) is enlargement from Figure 6.12 to show
how the dislocations are completely blocked by the Ga enriched regions as they climb up the
sides of the phase separation. The PVTEM micrograph (b) shows misfit dislocations being
blocked by phase separated regions as the dislocations stop along the Ga enriched regions... 113
Figure 6.16: PVTEM micrographs of sample 725Iny ;;Gag 75As/600Ing ;3Gay 2;P (a) and sample
7251In9 3,Gag 63As/6251Ing 3Gay ;P (b). Notice that there are many stacking faults in the low
temperature grown InGaP (a) while there are none in the InGaP grown at 625 °C. The
presence of stacking faults suggests that the partial dislocations which bind either end of the
stacking fault were separated when the dislocation glided through a tensile region. The
presence of stacking faults further supports the presence of Ga-enriched regions with a smaller
lattice constant[94]. The dark, small, and round speckles uniformly distributed in both figures

are damage cause by ion MillINgG. ........cccooeverimerncrrier et res e 115
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Figure 6.17 Schematic Time-Temperature-Transformation Curve (TTT Curve) designed after
Huston et al. for a phase transformation[95]. The region to the left of the curve represents the
conditions, time at a given temperature, of an untransformed material while the region to the
right represents the conditions to transform a material. The curve represents schematically the

conditions for which phase transformation starts to occur. 117

Figure 6.18. Bright-field, g=<220> XTEM (a) and PVTEM (b) micrographs of a commercially
available MBE grown Ing 5;Alp 4As graded buffer on GaAs using the InAlAs materials system.
There does not seem to be any large composition variations. However, a fine speckle contrast is

visible in both (a) and (b) and may be the results of slow diffusion at low growth temperatures

typical of MBE growth. 121
Figure 6.19. Schematic graph showing threading dislocation density, p,, as a function of growth
temperature, T, for a materials system with phase separation (PS) and for the same system if
one could repress phase separation (No PS). There are four regions associated with this plot,
() no phase separation with slow dislocation velocities, (II) dislocation velocities increase and
phase separation is weak, (ITI) phase separation is strong, (IV) no phase separation and fast

dislocation velocities. The “No PS” line is based on real data in the SiGe system from Leitz et

al.[100] and the 4 squares are actual data points in the SiGe system. 122
Figure 6.20. PL structures grown on GaAs (a) with a graded buffer and (b) without a graded buffer.

The PL structure consists of a 55 nm Ing 5,Gag 4sAs well clad with InP. Notice in (b) the large

density of misfit dislocations at the InP/GaAs interface visible because the sample is slightly

tilted. 124

Figure 6.21: PL data taken at 20K of a 55 nm Ing 5,Gay4¢As well on three different platforms using a
Ge detector. These three InP platforms are (1) an InP bulk substrate (denoted as InP), (2) an
InGaAs to InGaP graded buffer structure outlined above (denoted as Graded), and (3) an InP
layer grown at 500 °C on GaAs (denoted as GaAs x50) listed by intensity from highest to lowest
in Figure 6.21. The PL data of the structure grown on low temperature InP on GaAs was
multiplied by a factor of 50 to be able to see the peak on the same scale as the other two. The
integrated intensity of the Ing5,Gag 4As on the graded structure was about 70% of that grown

on bulk InP. The FWHM of the three peaks, from highest to lowest, were about 39 nm for the
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InP and graded structures and 48 nm for the GaAs structure. Notice the long red tail in Figure
6.21 for the PL Structure 0n GaAS...........ciicenniinscnseie s ssessssessssssesssssssessssssnsens 125
Figure 6.22. Room temperature PL on a 55 nm Ing5,Ga, 46As well clad with about 120 nm of InP on
an InP bulk substrate and an InGaAs to InGaP graded buffer structure outlined above. PL
data of the structure grown on low temperature InP on GaAs is not displayed because no peak
was evident above background noise. The integrated intensity of the PL structure grown on the
optimized graded buffer was about 68% of the intensity on the InP bulk substrate. The
FWHM for both peaks are 184 and 185 nm for the PL structure on InP and on the graded
bUSTEr TeSPECHVELY.....vuveetitiic st saasnes 126
Figure 7.1: The structure of most samples in this study. The highly stressed layer, usually InP, is
deposited on a graded buffer usually to a final composition around Ing33Gagg:As. The highly
stressed layers are of thickness (t), on a graded buffer whose final composition is x, see Table 2
for details about each SAMPIE. ..ottt rsnsnee s 136
Figure 7.2: Relaxed InP that was under a small amount of compression via an InGaAs/InGaP graded

buffer on GaAs[122]. (a) shows the structure upon which the InP film was grown. (b) shows a
bright-field, § =(220) , PVTEM micrograph of relaxed InP/InGaP on a graded buffer whose

final composition is Ing ¢3Gagg,P just underneath the InP. The misfit dislocations seen in (b) are
from the interface DOXed iN (@).........ccceevuruiereereeeeieeeirreessaesetsesaesensssssesessessesesssassssasanssesnsssasse 138
Figure 7.3: Bright-field, PVTEM g - b analysis of the dislocations that a 10 nm InP film grown at

625 °C on Ing 3;Gag 63As induced while relaxing (sample 9 in Table 2). Care was taken to
arrange all PVTEM micrographs in this paper such that the [110] direction points upward on
the page, parallel to the micrograph edge. In each micrograph, the diffraction condition by
which the figure was taken is displayed in the inset and the diffraction vector for each

micrograph is labeled beside each micrograph. Notice that the misfit dislocations no longer lie

exclusively along (110) -type directions compared to Figure7.1(b) and that those that lie close to
the {100] or [010] directions go out of contrast when gis close to parallel to the dislocation line
direction. The solid arrows mark Lomer dislocations, ones that disappears ina g=(220).

These Lomer dislocations appeared to form from the reaction of two other dislocations similar
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to what was described in reference [8]. Dashed arrows marked CS, for cross-slip, are kinks

showing that cross-slip is present. 141

Figure 7.4. Bright-field, PVTEM, g - b analysis of the dislocations that a 14 nm InP film grown at

560 °C on Ing 3;Gag 63As induced while relaxing (sample 8 in Table 2). The secondary-slip
system appears to be more active then in the case of the InP grown at 625°C seen in Figure 7.3

as there are less misfit segments lying vertically or horizontally and more dislocations

disappear in the g = (010> orthe g = (100) . 144

Figure 7.5. Bright-field, PVTEM g - b analysis of the dislocations that a 15 nm InP film grown at

500 °C on Iny 3;Gag 63As induced while relaxing (sample 4 in Table 2). As is evidenced by the

micrographs, nearly all of the relaxation occurs via the secondary-slip system. This has been

determined by the fact that half of the dislocations go out of contrast with the g= (010) and

the other half when g= (300) . The arrows in all of the figures highlight Lomer dislocations

similar to Figure 7.3. 145

Figure 7.6 In(lgo/lgo) [the natural logarithm of the misfit dislocation length attributed to secondary-
slip system, lgy, divided by the misfit length attributed to the primary-slip system, Ig] versus

1/KT (1/eV). The three points that trace out a line whose slope is -1.5 eV represent data taken

from InP grown on Ing 3;Gagg:As. 146
Figure 7.7: BF, g =(220), PVTEM of Sample 3 in Table 2. Notice that prolific dislocation nucleation

along <110>-type directions. 148

Figure 7.8: BF, §=(220), PVTEM micrographs of three samples showing three different relaxation

morphologies of InP films. The <110> direction points upward in all three figures and all three
figures are to the same scale. The micrograph on the left is from sample 4 in Table 2 grown at
500 °C and displays relaxation almost completely via secondary-slip system. The micrograph in
the middle (sample 6 in Table 2) is also grown at 500 °C but the InP layer is a greater thickness,
and there is relaxation via the secondary-slip system and the primary-slip system. The

micrograph on the right, from Figure 7.2, shows relaxation via the primary-slip system. The
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borders around each micrograph correspond to the three different paths or relaxation
indicated in Figure 7.9. ...ttt aenens 150
Figure 7.9: Schematic of relaxation process of the three InP films in Figure 7.8 illustrating the
possibility of a critical strain associated with relaxation via the secondary-slip system. Two of
these InP films (samples 4 and 6 in Table 2) start with high strains above the critical strain, &,
and the third film starts with low strain (depicted in Figure 7.2). These three samples take
three paths to relax as the film grows. The three paths correspond to three microstructures.
Relaxation via the first path (taken by sample 4) shows that all relaxation was done at high
strains and as a result relaxation occurred only via the secondary-slip system. The second path
started at high strains however, as the film relaxes the strain reduces below g, and relaxation
via the primary-slip system occurred. Relaxation via the third path, taken by the sample
depicted in Figure 7.2 occurred at low strains and, as a result, only 60° dislocations are present.

....................................................................................................................... 152

Figure 7.10: lg/ly versus misfit strain for InP grown at 560 °C and 625 °C. Though there are only
two points for each temperature, the trend for each temperature is the same: namely that as the
misfit strain increases, relaxation via the primary-slip system increases as well....................... 153

Figure 7.11. Elastic Strain vs. Thickness for InP films deposited on ~Ing 3sGays;As at 500°C, 560°C,
and 625°C. The curve without error bars is the theoretical elastic strain vs. thickness calculated
using an equation derived similarly to Matthews et al. in [6] and modified by Fitzgerald in [7]

for dislocations in the primary-slip system..........

Figure 7.12: Bright-field, PVTEM micrographs of sample 11 under different diffraction conditions.
The structure of sample 11 consists of a 15.2 nm of Ing53Gag 4;As film on an Ing 35Gag gsAs
graded buffer. The Ing;3Gag4;As film was grown at 500 °C. Relaxation of the final
Ing 53Gag 47As appears to be a combination of primary and secondary-slip systems. The

microstructure is somewhat reminiscent of InP grown at 625 °C. The arrows in the figure
mark Lomer dislocations that disappear in the g = <2§0> et bbb s s aetae 158

Figure 7.13: Weak-Beam, dark-field, PVTEM micrographs of 12.1 nm of Iny 4Gay¢As on Ing;GaggAs

grown at 500 °C (sample 12) under different diffraction conditions. These micrographs display
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more Lomer dislocations that do not appear to be the result of dislocation interactions, unlike

those seen in earlier figures. 159

Figure 7.14: Schematic displaying the influence of stress and temperature on the dislocation
morphology in relaxed semiconductor films grown on the (001) axis. At low stresses, the
primary-slip system, associated with 60° dislocations, is active. However, for higher stresses,
the secondary-slip system, associated with 90° dislocations, becomes active and is favored at

high-stress and low temperature 162

Figure 8.1 Bright-field, g=<220>, PVTEM micrographs of InGaAs out to a final composition

Ing3;Gag geAs (a), and Ing 35Gag gsAs (b) on 2° offcut GaAs substrates. 167
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Chapter 1. Motivation
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1.1. Motivation for InP on GaAs

The properties of InP and other materials with similar lattice constants enable
state-of-the-art electronic and optical devices. Near lattice matched InGaAs on InP has
very high electron mobilities and band alignments that have enabled record transistor
speeds (604 GHz with electron mobilities, p. > 10* cm?/V s[1]). The traditional use of
InP materials, however, is in the telecommunications industry where lattice matched
Ing s8Gag.42As0.9P0,1 emits 1.55 um light which corresponds to the low absorption
wavelength in SiO; fiber optic cables (see Figure 1.1). InP is a small, expensive, and
fragile semiconductor, however limiting its use to niche markets. Bringing the InP lattice
constant onto GaAs and perhaps eventually onto Si will allow for greater economies of
scale and possibly opening new markets. An additional problem for InP and other related
materials lies in the fact that InP devices are fabricated on wafers with small diameters.

To understand why the small size of InP wafers is a problem, one must
understand the implications on the InP industry from the Si industry driving the
integrated circuit technology for over 40 years. Over the years the Si wafers were
produced with larger diameters to take advantage of economies of scale. (Many costs
associated in fabricating microelectronics are largely insensitive to size of the wafer. As
a result the larger wafer one can use implies a lower cost per chip.) As Si wafer sizes
increased, old Si fabrication facilities that produced chips on smaller wafers were sold to
the GaAs industry as GaAs wafer sizes also increased. Thus the GaAs industry used old
Si industry tools; one step further from state-of-the-art, the InP industry purchased old
GaAs fabrication facilities. Since the minimum feature size has reduced in the Si
industry as the wafer size has increased, older InP fabrication equipment can typically

render only large feature sizes. This has not been too problematic because the InP
21



industry has used epitaxially defined layers to fabricate key dimensions. Thus bringing

InP to GaAs (and eventually to Si) offers a two fold benefit, greater economies of scale

and use of more state-of-the-art equipment.
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Figure 1.1: Attenuation coefficient, a, vs. wavelength of light in SiO, fiber optic cables. The
minimum absorption occurs at 1.55 pm which corresponds to the bandgap of Ing 53Gay 42As 9P ;-
The peaks in the attenuation above the Rayleigh scattering around 1.2 and 1.4 pm are due to
absorption by OH impurities. (The figure was reproduced from Gorham ef al[2])

Typically devices are designed such that the epitaxial semiconductors used in the

devices are lattice matched to the substrate. For this reason, group IV semiconductors are

not usually associated with heterojunctions because no group IV semiconductors are

lattice matched to them. In III-V semiconductors, however, lattice matched materials are

available making them very flexible and useful. Lattice-matched semiconductors are
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available for compound semiconductors because of the extra degree of freedom brought

about through the use of two atoms which allows a number of ternary and quaternary

materials systems available for a given lattice constant. For example, InP has a lattice

constant of 5.868 A and, as a result the ternary and quaternary I1I-V semiconductor

systems include InGaAsP, InAlGaAs, InGaAs, InAlAs, and A1AsSb are lattice matched

to it (at particular compositions). These materials systems on InP allow for a bandgap

range from about 0.7-1.95 eV as seen in Figure 1.2.
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Figure 1.2 Energy gap vs. lattice constant diagram for many group IV, III-V and II-VI
semiconductors. (Figure reproduced from poster by V.G. Keramidas and R.E. Nahory.)
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1.2. Motivation for Dislocation Control

Designers tend to grow lattice matched materials on commercially available
substrates to avoid dislocations because dislocations reduce minority carrier lifetimes and
decrease free carrier mobility. There has been some work in lattice-mismatched
semiconductors (especially for quantum wells in III-V materials where the layer can be
grown thin enough to avoid dislocations). However, because of the lack of understanding
of lattice-mismatched semiconductors and dislocations, lattice-mismatched
semiconductors are generally avoided.

Figure 1.3 shows the effect of the density of dislocations in devices on the
minority carrier lifetime in that device. In Figure 1.3 the minority carrier lifetime is
constant for low dislocation densities and then reduces roughly proportionally to the
dislocation density. This plateau for low dislocation densities is because for low
dislocation densities, most electrons will not encounter a dislocation and recombine there.
However, once the spacing between dislocations is on the order of the mean diffusion
distance of a minority carrier the minority carrier lifetime will decrease. As dislocations

are detrimental to device performance, they must be minimized.
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Figure 1.3: Minority carrier lifetime vs. threading dislocation density in GaAs. The data comes from
Groenert[3] and Carlin[4] and compiled by Groenert[3].

1.3. Thesis format

The next chapter discusses why dislocations are thermodynamically favored for
some lattice-mismatched films and the conditions for which this occurs. As three
different types of dislocations were observed in this work, Chapter 2 also discusses the
difference between these dislocations including the glide plane and Burgers vectors.

Chapter 3 discusses methodologies by which high-quality materials can be
integrated together including bonding, small area growth techniques and compositional
grading. Graded buffers are discussed in some detail because most samples discussed in

this work have some compositional grading.
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Composition variations due to phase separation were observed in some of the
semiconductor alloys explored in this work. Consequently, chapter 4 discusses phase
separation in semiconductors. Since phase separation is not fully understood for growth
conditions, phase separation in general is discussed as well.

Chapter 5 briefly discusses the methodologies used in this work with emphasis on
transmission electron microscopy as well as x-ray diffraction since these were the two
characterization methods used most.

Most of the results from this work are in chapters 6 and 7. Chapter 6 discusses
how high-quality InP on GaAs was achieved using InGaAs and InGaP compositionally
graded buffers. This result was obtained by understanding and avoiding phase separation
in the InGaAs and InGaP materials systems.

Chapter 7 discusses the relaxation of InP depositied on a lattice constant between
GaAs and InP. This InP was found to relax via a secondary slip system where
dislocations glide on {110}-type planes instead of {111}-type planes. The relaxation via
the secondary slip system was studied as a function of temperature and lattice-mismatch.

Finally, chapter 8 summarizes the key results from this work and indicates some

paths for future work for these and other materials.
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Chapter 2. Introduction to Lattice-mismatch
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Heteroepitaxy, epitaxial growth of a different material on another, allows for the
ability to engineer band gaps, band offsets, lattice constants, and mobility enhancements.
Without heteroepitaxy, quantum well lasers, HBTs (Heterojunction Bipolar Transistor),
or modern CMOS devices would not be possible[5]. Heteroepitaxy can be divided into
two types, heteroepitaxy with materials having the same lattice constant or lattice-
mismatched heteroepitaxy. Often, engineers restrict device designs to those that have
lattice constants close to commercially available substrates. The criterion to limit the
choice of materials to those close to the lattice constant of the substrate is the result of the
desire to avoid nucleating dislocations which deteriorate device performance.
Dislocations reduce the minority carrier lifetime as well as reduce the electron and hole
free carrier mobilities, pe and py, in devices. The reduction in minority carrier lifetimes
results from the fact that dislocations are recombination centers for electrons and holes.
Figure 1.3 plots the minority carrier lifetime versus threading dislocation density in
GaAs. The minority carrier lifetime in phosphide-based materials is expected to be less
affected by the threading dislocation density. Dislocations reduce . and p, because
dislocations are scattering centers for free carriers since they are deviations from a perfect

crystal having both broken and bent bonds.

2.1. Background in lattice-mismatched
semiconductors

At times a desired performance metric cannot be achieved at small misfits from

the substrate lattice constant where the misfit, f, is defined by
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=¢+0 Equation 1

where a, and ar are the lattice constants for the substrate and film, respectively and € and
d are the elastic and plastic strains, respectively. When the desired metric requires
dislocations to be nucleated, dislocation morphology must be understood and controlled
to ensure the device is not deleteriously affected.

Equation 1 suggests there are two mechanisms by which a lattice-mismatch can
be accommodated, elastic and plastic strains. Elastic strain accommodates the lattice-
mismatch through the distortion of atomic bonds away from the equilibrium atomic
position, r,. This deviation from 1, increases the energy of the system as seen in the
Leonard-Jones potential, Figure 2.1. Plastic strain, on the other hand, accommodates the
lattice-mismatch through the formation of dislocations. Dislocations can be extra half
planes of atoms that reduce the elastic distortion of lattice-mismatched films. The
formation of a dislocation requires energy, E4. Eg4 is usually larger then small deviations
from the equilibrium atomic position. Consequently, a lattice-mismatched material will
initially deform elastically because a small deviation from equilibrium increases the
energy of the system roughly continuously while nucleation of a dislocation requires a

finite increase.
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Figure 2.1: Schematic of the Leonard-Jones Potential which illustrates the energy of a system of two
atoms separated by distance, r. The energy at infinity is defined as zero while the minimum energy
atr, is E,. The Leonard-Jones potential can be used to schematically illustrate the effects of
changing the interatomic distance in a solid away from the equilibrium spacing, r,. Small deviations
from r, increase the energy of the system roughly continuously. The energy to form a dislecation, E,,
is a finite energy above E,. As a result, atom bonds in a solid will initially distort and, after the
distortion is large enough, form dislocations.

As is suggested from the Leonard-Jones potential, initially a reasonable lattice-
mismatched film will grow psuedomorphically on the substrate. That is to say the film
will adopt the in-plane lattice parameter of the substrate, thereby deviating from r,, and
no dislocations will be nucleated. As a result, all of the misfit stress will be taken up in
elastic distortion of the crystal lattice. Expressed in terms of Equation 1 the lattice-
mismatch is equal to the elastic strain, f=¢. A film initially takes all of the mismatch
stress by deforming the lattice because distortions of the lattice are roughly continuous
while dislocations add a finite energy to a system due to the broken bonds and strain
fields associated with them.

If the substrate were thin it too would deform, however, since the substrate is

usually much thicker than the film and elastic energy is proportional to thickness, for
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small thicknesses it is a good approximation to assume that the substrate maintains its
equilibrium lattice constant while the film distorts to match the substrate’s in plane lattice
constant. The case for a film whose equilibrium lattice constant is larger than the
substrate’s is depicted in Figure 2.2; because as> as, the film is in a state of biaxial

compression. (All lattice-mismatched films in this work have lattice constant larger than

the substrate.)
( filrh
h 4
\
ar
Su pstrate as

Figure 2.2: A pseudomorphically grown film, with thickness h, and an equilibrium lattice constant a,
on a substrate with equilibrium lattice constant a;. Pseudomorphic material implies that there are no
dislocations and all of the misfit strain is taken up elastically by lattice distortions.

2.2. Critical Thickness

As the thickness, h, of the film in Figure 2.2 is increased, there will be a critical
thickness, h, at which dislocation formation will be energetically favored. This occurs
because the elastic strain energy is proportional to thickness and eventually the energy to
distort the lattice will be greater then the energy to form a dislocation. The case where

there is elastic strain and dislocations present, the misfit strain will be divided between
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the elastic and plastic components, f=¢€ + 8. A film with both elastic and plastic

deformation is schematically illustrated in Figure 2.3.

‘

film

h > hg
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Figure 2.3: Lattice-mismatched film of thickness, h > h, (the critical thickness). The fact that h > h,
is evident by the presence of a misfit dislocation at the substrate film interface. The misfit dislocation
partially relaxes the misfit strain f. Consequently, the misfit strain, f, is divided into elastic, ¢, and
plastic, 8, components whose sum is f (See Equation 1).

The value for the critical thickness, h. at which dislocations become energetically
favored, can be calculated equating energies or forces. Matthews et al. have derived h, in
both ways yielding similar expressions[6]. A short derivation of the critical thickness, h,,
using the energetic considerations is presented here following the work of Fitzgerald[7].
As mentioned earlier, the elastic strain energy per unit area, E., of a distorted film is
proportional to the thickness, h, and the stiffness of the material given by the Young’s

Modulus, Y, following the expression below.

E.=&Yn Equation 2

where Young’s modulus for the (001) surface is given by
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Gy

Equation 3
ot

Y= Cn + C12 -
where Cjj are the components of the stiffness tensor of the film.
Dislocations have broken bonds and strain fields associated with them;

consequently, their presence introduces a discrete energy into the system. The energy per

unit area of an array of dislocations whose average distance, S, apart is given by

E = (é)[Db(l —vcos® a)][ln(R/ b)+1] Equation 4
where b is the Burgers vector of the dislocation, v is the Poisson’s ratio, a is the angle

between the Burgers vector and the dislocation line, R is the outer cut-off radius of the

dislocation core and D is an average shear modulus given by Equation 5 below.

D = GiGb/n(Gr+ Gg)(1 - V) Equation 5

Gy and G; are the shear moduli of the film and substrate respectively. Using Equation 4
and the fact that the amount of plastic strain relieved is given by, & = f - € = bes/S, the
dislocation energy per unit area, Egq is:

E, = D(bi](l —veos’ a)( f—¢)[In(R/ b)+1] Equation 6

eff

The total energy of the system, therefore, is the sum of elastic and dislocation energies
expressed as Ei: = E; +E4. One can take the derivative of the total energy expression with
respect to elastic strain, set it to zero and thereby derive a critical strain. The critical
thickness, therefore, is the thickness at which this critical strain occurs and is given by

Equation 7 as long as h, < S/2.
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b D(b/ be,,)(l —veos’ a)( f-&)In(h, / b)+1]

Equation 7
¢ 21F 1

2.3. Dislocations

2.3.1 Different types of dislocations

In this work three different types of dislocations are encountered and to
understand these dislocations, some background will be given. The primary-slip system
in Face-Centered Cubic (FCC), diamond and zinc-blend structures is the a/2<110>{111}
slip system. These are the type of dislocations that are most often reported. The slip
systems notation described the Burgers vector and the slip plane. Thus a/2<110> is the
Burgers vector and {111} is the slip plane. These dislocations are often called 60°
dislocations, because when using a (001) substrate the angle, a, between the line
direction, <110>-type directions, and the Burgers vector is 60° for dislocations on the
(001) plane. For 60° dislocations on the (001) plane, besr = b/2 and is depicted in Figure

2.4 showing that the line direction, #, is along the <110>-type direction.
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Figure 2.4 Dislocations discussed in this work including the common 60° dislocation, the 90°
dislocation and the Lomer dislocation. All of these dislocations have a a/2<110>-type Burgers vector.
The Lomer dislocation is the only sessile dislocation of the three as its Schmid factor is zero on the
(001) surface.

The other dislocations discussed in this work include secondary-slip 90°
dislocations and sessile Lomer dislocations, also depicted in Figure 2.4. The 90°
dislocation belong to the a/2<110>{110}-slip system. 90° dislocations glide on {110} -
type planes and, because the intersection of {110}-type planes on the (001) surface is
along <100>-type directions, have <100>-type line directions. 90° dislocations have a
larger bes than 60° dislocations and the largest schimd factor which resolves the shear
stress onto the glide plane. The Schmid factor is large for 90° dislocations partly because
their glide plane is 45° from the surface plane. The Schmid factor, M, is given by the
equation below

M = cos A cos ¢ Equation 8
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where A is the angle between the Burgers vector and the normal (in the film plane) to the
line that is formed by the intersection of the film plane and the glide plane. The angle, ¢,
is the angle between the film plane and the normal to the slip plane.

Like secondary-slip dislocations, Lomer dislocations are also 90° dislocations
since they are pure edge. Lomer dislocations are thermodynamically more favorable
because they have the maximum effective Burgers vector, bess = b. However, unlike the
previously mentioned 90° dislocations, Lomer dislocations are sessile, cannot glide, when
formed on a (001) growth surface because their Schmid factor is zero. Lomer
dislocations belong to the a/2<110>{100}-slip system. As a consequence, Lomer
dislocations have only been observed to form via dislocation reactions[8] or, thought to
be formed through the coalescence of islands during the initial layers of growth of a
lattice-mismatched material[7]. However, because their Schmid factor is zero, unlike the

60° and 90° dislocations do not often form.

: d= 435 =0.14a
Glide-set ——> ¢4
glide plane
3a
d= i =0.43a

Shuffle-set ——
glide plane
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Figure 2.5: Possible glide planes for 60° dislocations in a zinc-blende crystal. 60° dislocations in
diamond structure materials are similar except that instead of the structure having two different
atoms, all of the atoms are the same. Both sets have <111>-type slip planes; however, owing to the
fact that there are two atoms for every FCC lattice point, there are two types of <111> planes. The
letters to the right lower case and capital A, B, and C are the index of each plan of atoms. The
equations on the right refer to the interplanar spacing, d, and the lattice constant, a, for each of the
slip planes. Glide-set dislocations 60° dislocations are most often observed given by the fact that
partial dislocations are often observed[9, 10].

Unlike with Lomer and secondary-slip 90° dislocations, there is an added level of
differentiation required for 60° dislocations in zinc-blende or diamond structure
semiconductors. 60° dislocations in semiconductors can be of two types belonging to the
shuffle- or glide-set. These two types of dislocations are differentiated by their different
glide planes. Figure 2.5 shows the two different types of {111} planes in the zinc-blende
structure.

The origin of the two different glide planes in zinc-blende and diamond structures
derives from the fact that each FCC (Face-Centered Cubic) lattice point has two atoms

associated with it, one at each FCC lattice point and one at (++1). As is evidenced from

Figure 2.5, the two different {111}-type planes have different interplanar-spacings, d,
namely a shuffle plane, with d = 0.43a (a is that lattice constant), between planes with the
same index (for example the plane depicted in Figure 2.5 between atoms of index B and
b) and the glide plane, with d = 0.14a, between atoms of different indices (for example as
in Figure 2.5 between atoms of index ¢ and A).

Dislocations belonging to the glide-set whose Burgers vector is a/2<110> can
dissociate into two partial dislocations of a/6<112>. Dislocations can not dissociate in
the shuffle-set, however, because of the large energy required to do so[11]. Partial 60°
dislocations are usually observed in semiconductors[9, 10] thus 60° dislocations usually
belong to the glide-set and form because the dislocation energy is proportional to b*[12].

A caveat to the formation and glide of glide-set dislocations lies in the fact that the planes
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associated with glide-set dislocations are much closer (d ~ 0.14a) then in the shuffle-set
(d ~ 0.43a). For this reason the Peierls stress is expected to be larger for glide-set
dislocations whose origin is thought to be from the frictional force associated with

shearing atomic planes across each other.

38



Chapter 3. Phase Separation
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3.1. Phase Separation in Compound
Semiconductors

Phase separation was observed in many of the materials studied in this work.
Phase separation proved to be deleterious to material quality and was avoided when
possible. For this reason, a brief background on phase separation is presented. The body
of literature calculating phase diagrams in ITI-V semiconductors is extensive and
seemingly contradictory at times. Various work exists on the subject using different
approximations and techniques like using a valence force field approximation[13] or by
calculations from first principles[13]; in addition, some works account for coherency
strains[14, 15] (first suggested by Cahn[16]) and others do not[17, 18]. Seemingly more
understood is that, ITI-V semiconductors are expected to phase separate at low
temperatures because of their positive enthalpies of mixing[19, 20].

Initially, when some phase diagrams for zinc-blende semiconductors were
calculated de Cremoux and Stringfellow used only the energy term due to chemical
considerations (comparing the spinodally decomposed state to the random alloy)[17, 18].
Later those same authors considered elastic coherency terms (terms associated with
changing the lattice constant in the matrix when phase separation occurred) and found a
suppression of the spinodal decomposition critical temperature[14, 15]. The suppression
of the spinodal region with the inclusion of the elastic coherency term makes intuitive
sense as phase separation induces composition deviations and (in most compound
semiconductors except AlGaAs) thus cause lattice-mismatch relative to the matrix. The
change in lattice constant will, in turn, induce elastic lattice distortions and will increase

the energy required to enable phase separation to occur thereby suppressing the spinode.
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Figure 3.1 illustrates the effect of the addition of the coherency strain term in the
InGaAsP materials system calculated by Stringfellow[14, 18]. Note that with the

addition of the coherency strain term, the spinodal region reduces in size.

GoP InP o tam
° T T
2t 7 F-3 -~
‘4 - 'Y ud —
y E
Sr h . —
.‘ 2 b Y od —f
1.0 . . | | i I
10 & 6 4 2 0 ®o - - - 2 o
GoAs x InAs - as

Figure 3.1 Phase diagrams for InGaAsP materials systems without (a) and with (b) coherency strain
terms calculated by Stringfellow in [18] and [14], respectively. Note that the spinodal region
decreases when the coherency term is included as the coherency term adds energy to any process that
causes a lattice-mismatch.

There remains a disjunction between calculated phase diagrams and experiments,
however. Even if one uses the phase diagram with a larger phase separated region that
does not include coherency terms, in this work and in other works[21-24] phase
separation is still observed at even higher temperatures than those predicted by
Stringfellow in the InGaAs and InGaP materials systems. The observation of phase
separation at temperatures higher then expected by calculations suggests either a missing
energetic term that should be considered or a problem with the models used.

As an added level of confusion, no work known to the authors has been published

on phase separation at a surface under MOCVD growth conditions. Without any other
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considerations due to MOCVD growth at a surface, the expected coherency strain terms
should yield a phase diagram intermediate to those depicted in Figure 3.1(a) and (b).
This is because at the surface, the film would experience some coherency strain due to
the substrate; but, not as much as if it were in the bulk. Given the confusing state of the
literature and the fact that the calculated phase diagrams do not accurately predict the
results of experiments, the specifics of predicted phase diagrams will not be address
further. Instead some basic concepts and trends of phase separation and phase diagrams

will be discussed.

3.2. General Phase Separation

Spinodal decomposition is expected if the enthalpy of mixing is positive in the
Gibbs free energy expression, Equation 9 below. Stingfellow and Zunger have calculated
that the enthalpy of mixing, AH, in compound semiconductors is positive[19, 20]
implying that spinodal decomposition and phase separation is likely at sufficiently low

temperatures.

AG=AH -TAS Equation 9

where G is the Gibbs free energy, T is the absolute temperature, and S is the entropy.
Spinodal decomposition arises from the fact that the Gibbs free energy, AG,

becomes concave down at some compositions and temperatures. This occurs at
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sufficiently low temperatures when the enthalpy of mixing, AH, is positive. The Gibbs
free energy is the sum of these enthalpic and entropic terms, shown schematically in
Figure 3.2(a), for a temperature T greater then the critical temperature (T.) above which
spinodal decomposition does not occur. If the magnitude of the entropic terms is about
the same as that of the enthalpic term, the Gibbs free energy will, for some composition,
be concave down. The situation where the Gibbs free energy becomes concave down
occurs at temperature below Tc. Figure 3.2(b) plots the Gibbs free energy versus
composition for four different temperatures all of which are below T¢c. That the
temperatures are below T¢ is evident from the fact that the concavity of AG is negative in
places unlike in Figure 3.2(a). The arrow in Figure 3.2(b) indicates increasing
temperatures; this is evident as the composition range where there is the negative

concavity decreases.
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Figure 3.2 Schematic figures that have spinodal decomposition. In (a) the enthalpic (AH) and the
entropic (-TAS) terms combine to form the Gibbs free energy at a temperature, T > Tc, where T¢ is
the critical temperature above which no spinodal decomposition is favored. In (b), the Gibbs free
energy as a function of composition is plotted for various temeperatures T all of which are less then
Tc as evident from the change in concavity of the Gibbs free energy for four different temperature.
The arrow marks the direction of increasing temperature.
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The phase diagram (bottom of Figure 3.3) for a materials system can be derived
by knowing the Gibbs free energy curves (top of Figure 3.3) at a number of different
temperatures. This process is shown schematically in Figure 3.3 for temperatures T, T,
and T all of which are lower the T¢. First to plot the edges of the miscibility gap (where
the nucleation and growth region begins) one must determine the compositions at which a
common tangent can be drawn on either side of the concave down portion of the Gibbs
free energy curves. These points of common tangency are then mapped to the phase
diagram through the vertical lines at the temperature the curve came from. The
boundaries of the spinodal region at a given temperature (not marked with vertical lines),
occurs at the composition where the change of concavity in the Gibbs free energy curve
occurs. The spinodal regime is different from the nucleation and growth regime because
unlike within the nucleation and growth regime, within the spinode the system is unstable
to small perturbations in composition as all fluctuations reduce the Gibbs free energy.
The nucleation and growth region on the other hand is stable to small fluctuations and

requires larger fluctuations to occur to reduce the free energy of the system.

44



G vs. Composition

— e e

Free Energy (G)

| Composition

0 X

Figure 3.3 A schematic illustration of how the Gibbs free energy curve (top) determines the phase
diagram (bottom). When the free energy curve becomes concave down, the tangent to the curve at
the lowest points dictate the location of the miscibility gap as illustrated at temperatures, T;, T, and
Ts. Though harder to see in this figure and not traced out, the composition, at a given temperature,
where the concavity changes marks the beginning of the spinodal region of the phase diagram.
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3.3. Avoiding Phase Separation

As phase separation was not desired in the materials grown in this work the trends
to reduce or eliminate phase separation are examined. In looking at a standard phase
diagram, there are two experimentally controlled parameters to affect the miscibility of
the system, temperature and composition. One trend is that if phase separation is
observed at a particular composition and temperature, an increase in temperature could
avoid phase separation. Another way to avoid phase separation is to change the
composition at a given temperature. In looking at the phase diagram in Figure 3.3,
compositions close to the pure components, pure X for example, are miscible.
Consequently, if phase separation is observed and avoiding phase separation is desired,
then one can increase the temperature of the system or the composition could be changed

to a composition closer to a pure substance.
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Chapter 4. Integration of Materials
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4.1. Introduction

Direct growth of materials with large lattice-mismatches onto a substrate yields
high dislocation densities as is depicted for Ge on Si and InP on GaAs in Figure 4.1(a)
and (b), respectively. The large threading dislocation density (p; > 10%/cm?) is due to
enhanced dislocation nucleation from the large lattice-mismatch, f ~ 4%. This nucleation

will be discussed later.

Figure 4.1: Highly mismatched compressive films. Ge directly grown on Si is depicted in (a)
reproduced from Langdo[25]. InP directly grown on GaAs is depicted in (b). Notice that many
dislocations intersect the surface in each film each with about 4% lattice-mismatch leading to a
threading dislocation density > 10%/cm’.
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Figure 4.2 Three different methods of integrating materials together (a) bonding, (b) Epitaxial
Lateral Overgrowth, a small area technique, and (c) compositionally graded buffer.

To avoid the large threading dislocation densities and microstructures depicted in
Figure 4.1 and maintain good crystal quality, there are three main methods to integrate
high-quality materials together: bonding, small area growth techniques, and
compositional grading. These techniques are schematically depicted in Figure 4.2.

Bonding, the first technique schematically depicted in Figure 4.2(a), can be
achieved by bonding two materials directly or through the use of some type of interlayer,
like a transient liquid phase[26]. Typically bonding requires elevated temperatures and
pressures. The primary advantage of bonding is that each material can be independently
fabricated using the best process for that material and then brought together. In this way
both materials, say Si and GaAs, are of high-quality before and after the bonding process.
A limitation of bonding, however, lies in the choice of the materials that can be bonded
together. The limitation stems from the need to have bulk materials strong enough to
manipulate and bond together. For this reason only materials able to be produced in bulk

can be bonded together. An added limitation embedded in the previous argument is the

49



limit of available sizes of bulk materials. For example, in trying to bond say GaAs to Si,
one is limited by the smaller size of the GaAs wafer.

Direct bonding, bonding of the two materials directly together without the use of
an interlayer, is particularly difficult to accomplish on a reproducible level with a large
area because the process is so sensitive to particles and surface roughness. Bonding
using an interlayer, for example a transient liquid phase, is much more forgiving to
particles and surface roughness but may not have the thermal budget of direct bonding as
the interlayer usually has a lower melting point. Regardless of the method of bonding,
bonding is typically limited to about 100 mm in diameter because of the differences in
thermal expansion coefficients. With the other two methodologies shown in Figure
4.2(b) and (c), materials not available in bulk can be integrated, for example SipsGe s

can be integrated on Si.

dislocations

dislocation dislocation

50



Figure 4.3 Two small area growth techniques for lattice-mismatched materials. (a) represents the
necking process that can occur in ELO. In (b) a dislocation that intersects the growth surface can be
made to glide out of the edge of a mesa through more growth or thermal cycling.

Small area growth techniques, like epitaxial lateral overgrowth (ELO) [27], or
patterned substrates[28, 29] can be used to integrate high-quality materials. Two small
area growth techniques are depicted in Figure 4.3. First in ELO, through a process
reminiscent of necking in crystal pulling, dislocations may be forced to exit the crystal
because of the geometry of the glide planes in the vicinity of where the crystal was
seeded as depicted in Figure 4.3(a) (for example, dislocations in Zinc-blende and
Diamond structure materials usually glide on {111}-type planes). In this way, areas
away from the seeded region can be made free of dislocations. Another small area
technique to reduce p is through patterning. By growing in a small area less than 100 um
and more typically on the order of 1 um lateral dimensions[28], the likelihood a
dislocation will glide until it reaches the edge is high thereby ensuring a low density of
dislocations at the surface where devices typically reside. If dislocations, as grown, do
not exit through the side of one of these mesas, thermal cycling may drive the dislocation
along until it does[29]. This process is schematically depicted in Figure 4.3(b) where a
dislocation that initially intersected the surface continues to glide out of the side of the
crystal. As mentioned earlier, small area growth techniques allow commercially
unavailable lattice constants and materials. However, the major drawback for these
methods is that the small areas grown are too limiting for use in most commercial
applications.

Graded buffers (unlike small area growth techniques) enable large areas and
(unlike bonding) enable commercially unavailable lattice constants. There are drawbacks

to graded buffers as well, however. The first is that only materials with a similar crystal
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structure to the substrate can be grown on that substrate. The second is that typically
thick films must be grown, and the larger the lattice-mismatch (f) between the two
materials, the thicker the graded buffer has to be due to dislocation engineering
requirements. For example, to relieve a 4% lattice-mismatch a graded buffer has to be
around 10 pm thick in order to allow for low enough dislocation densities to achieve
working minority carrier devices[30, 31]. Previous results show that thinner graded
buffers lead to an increase in dislocation density[32]; however, recent work by Gupta et
al. suggests that with careful engineering the dislocation density can be minimized using

a significantly thinner graded buffer[33].

4.2. Compositionally Graded Buffers

Since compositionally graded buffers are used extensively in this work, the
strategies and requirements to maintain low p; through the use of graded buffers will be
discussed in some detail. As a preface to this discussion of graded buffers, a discussion
of dislocations and the desired microstructure of a single lattice-mismatched layer is
required to understand why graded buffers are important.

Misfit dislocations, those that reside at the film/substrate interface, are necessary
to relieve the lattice-mismatch stress between two materials. Because dislocations must
end at an interface and they deleteriously affect devices, ideally all dislocations would go
from one end of the crystal to another, like the longer dislocation in Figure 4.4(a), thereby
avoiding the growth surface where devices may reside. Since this is a difficult

microstructure to achieve in crystals the size of semiconductor wafers (50-300 mm in
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diameter), it is desirable to have the longest misfit dislocations possible similar to the
shorter dislocation in Figure 4.4(a).

Figure 4.4 depicts two possible dislocation microstructures that a single lattice-
mismatched film could adopt to relax. The misfit dislocation length in both Figure 4.4(a)
and (b) are the same indicating that both films are equally relaxed. The difference, then,
lies in the number of dislocations required to produce this total misfit dislocation length
which relaxes the film. In Figure 4.4(a), only two dislocations were required while, in
Figure 4.4(b) five were required. As a result of needing more dislocations to relax the
film the threading dislocation density, p; (the density of dislocations that intersect the

surface), is significantly higher in Figure 4.4(b).

Thread

a b

Figure 4.4: Schematic diagram comparing the microstructure of a low dislocation density material
(a) with a structure with higher dislocation density (b). This figure is used to illustrate the various
requirements in order to maintain a low threading dislocation densitiy.

In order to obtain the dislocation morphology depicted in Figure 4.4(a) (a
morphology consisting of long misfit dislocation length and low py) in a single lattice-
mismatched layer two conditions must be met: new dislocation nucleation must be

minimized and fast dislocation glide must be enabled. Limiting dislocation nucleation is
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critical to maintaining low pt and can be achieved by growing a small lattice-mismatched
material on the substrate as high large misfit enhances dislocation nucleation. With this
in mind, the morphologies depicted in Figure 4.4(a) and (b) could correspond to two
different films: one with a small and the other with a large lattice-mismatch, respectively.

Dislocation nucleation is also strongly influenced by the substrate orientation.
Lee et al. have found that even with very small lattice-mismatches (Si97Gao o3 on Si,
£=0.12%) rampant dislocation nucleation is unavoidable for lattice-mismatched films
grown on the (110), (111) and (112) wafer orientations[34]. Lee’s results suggest that
dislocation nucleation is suppressed on the (001) surface. The suppression of dislocation
nucleation on the (001) surface may be why single crystal semiconductors have
traditionally been pulled in this direction in Czochralski crystal growth[35].
Consequently, Figure 4.4(a) and (b) could correspond to the same lattice-mismatched
film grown on two different substrate orientations, say, (001) and (110) respectively.

As mentioned earlier, fast dislocation glide is also required to minimize p;. With
this requirement in mind, Figure 4.4(a) and (b) could refer to films that have fast and
slow dislocation-glide-velocity, respectively. Dislocation-glide-velocities are have been

found to obey the semi-empirical equation below[36, 37].

v, = Ce"e E/MD Equation 10

In this expression ¢ is the strain, T the absolute temperature, C and m are constants used
as fitting parameters and E, is the activation energy, and k is the Boltzmann constant.
Consequently, in order to achieve a low threading dislocation density, one should

increase the growth temperature of the film. Leitz et al. have performed this experiment
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and have seen an exponential decrease in p; as the growth temperature is increased; their
data is shown in Figure 4.5[38].

Examination of Equation 10 above may also lead one to think an increase in € will

increase the dislocation glide velocity, v, , and decrease p; as well. However, to increase

€ one must increase the lattice-mismatch, f, and films with larger mismatches nucleate

dislocations more easily.
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Figure 4.5 Threading dislocation density, p,, versus temperature for graded buffers on Si to a final
composition of Sip ;Gey 3 from Leitz et a[38].

Even after using (001) substrates and growing small-lattice-mismatched films at
high temperatures, one may still end up with a high threading dislocation density
material. This unexpected increase in dislocation density after following the criteria
outlined previously have been attributed to the arrest of dislocation glide[21, 39-42].
Dislocation glide can be arrested by surface roughness[39, 40], other dislocations[43],

crystal defects[43, 44], high-energy boundaries[41, 42], branch defects[21], or
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composition variation caused by phase separation. In this way, Figure 4.4(a) and (b)
could then correspond to materials where dislocations are free to glide and where
dislocation glide is arrested, respectively.

Thus far only single lattice-mismatched layers have been discussed. A graded
buffer can be imagined as a series of single lattice-mismatched steps. A successful
graded buffer, therefore, is a series of small lattice-mismatched steps designed to
maintain a low threading dislocation density. Part of the design of a graded buffer must
be to ensure that each layer as it grows relaxes partially before changing the composition
again. This process ensures that the next film is also only a small lattice-mismatch. In
essence each step of a graded buffer must satisfy the criteria illustrated in the previous
pages to ensure low threading dislocation density. Therefore each layer of the buffer
must be: of small lattice-mismatch, on a (001) substrate, relaxed, grown at high
temperatures, and without dislocation glide being arrested. As will be discussed later,
these criteria can be difficult to achieve for each layer and composition. A schematic and
a Cross Sectional Transmission Electron Microscopy (XTEM) micrograph of a largely
ideal graded buffer along with a graded buffer whose misfit lengths are short are shown
in Figure 4.6. The XTEM micrograph in Figure 4.6(b) has very short misfit lengths
because dislocation glide was arrested by composition variations. This microstructure
leads to high p;. A successful graded buffer, on the other hand, prevents nucleation of
new dislocations, the result is that existing dislocations are, in essence, recycled and used
to relax each film in the graded buffer; this process is shown schematically in Figure

4.6(a).
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Figure 4.6 Schematic diagrams of a series of small lattice-mismatch layers that comprise a graded
buffer. (a) shows how dislocations can continue to glide up through the graded buffer relieving
lattice-mismatch at each interface thereby reusing existing dislocations without needing to nucleate
new dislocations to relieve the lattice-mismatch. A XTEM micrograph of a graded buffer that
successful reuses dislocations at each interface is shown above the schematic. In contrast to the
graded buffer that reuses dislocations at each interface, (b) schematically depicts a graded buffer
that has had to nucleate more dislocations to relieve the lattice-mismatch because of the short misfit
dislocation lengths associated with each dislocation. Above the schematic is a micrograph where
dislocations are being blocked by composition variations greatly increasing the threading dislocation
density.

4.3. Motivation for the Routes Taken

At times dislocation inducing lattice-mismatch is required to achieve desired
device characteristics. Compositionally graded buffers allow a larger amount of lattice-
mismatch maintaining high-quality material over the whole wafer. Compositionally

graded buffers require knowledge about dislocation nucleation and dislocation control.
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Implementation of graded buffers have been used in a number of different semiconductor
systems to be able to integrate high-quality materials together including the SiGe on
Si[39, 45, 46], InGaAs on GaAs[41, 42], and InGaP on GaP[21].

Much work has been done in the SiGe materials system to not just integrate Ge
onto Si[39, 45, 46]; but, to use lattice constants in between that of Si and Ge to enhance
mobilities of electrons and holes[47]. In addition, the SiGe graded buffer has been used
to enable the first reproducible, room-temperature, epitaxially grown GaAs based lasers
on Si[31]. This work seeks to go beyond the GaAs lattice constant towards InP and to
lead the way towards InP grown on Si.

From results from this study, it was clear fairly early that a high-quality
Ing 34Gag 66As graded buffer could be grown to which has a lattice constant over half way
between that of GaAs and InP. However, the InGaAs materials system could not be used
to further increase the lattice constant towards InP because we find that phase separations
causes dislocation blocking. Consequently, the research split into two routes in an
attempt to achieve high-quality InP on GaAs. The first route involved using other III-V
materials systems enabled by of the added degrees of freedom associated with ternary
and quaternary III-V semiconductors. Eventually, a graded buffer using the InGaAs and
InGaP materials systems yielded high-quality InP on GaAs. This work is discussed first.

The second route attempted to use the Ing34Gag ¢6As platform as a platform on
which thin InP layers were grown. It is known that InP grown directly on GaAs leads to
very high threading dislocation densities. However, InP on this Ing 34Gag ¢sAs platform
had never been attempted and it was hypothesized that the InP would relax controllably
without much dislocation nucleation. Dislocation nucleation was extensive, however,

and the InP film relaxed via a secondary-slip system.
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Chapter 5. Characterization Methods

5.1. Overview of Characterization Methods
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The primary methods used to characterize samples in this work are TEM
(Transmission Electron Microscopy) and XRD (X-Ray Diffraction). XRD was used to
determine the composition and strain of the semiconductor films. TEM was used to
determine the threading dislocation density as well as whether phase separation took
place and, if it did, at about what composition it occurred in the graded buffers. XTEM
was also used to determine film thicknesses and amount of plastic relaxation.
Composition variations were determined by EDS (Energy Dispersive Spectroscopy)
analysis in STEM, or by using moiré fringe calculations determined in TEM. The surface
roughness and morphology was determined by AFM (Atomic Force Microscopy). PL
was used to characterize the quality of graded buffers with InP lattice constants compared

to bulk InP.

5.1.1 Transmission Electron Microscopy (TEM)

Transmission Electron Microscopy (TEM) is a powerful characterization
technique in materials science. This technique is extremely sensitive to distortions in the
lattice as these distortions yield diffraction contrast and can be used to determine, amount
other things, the dislocation densities, types of dislocations, atomic displacements, and
thicknesses of films. TEM was used extensively in this study; for that reason a brief
introduction on the technique is in order. Hirsch et al[48] and Fultz and Howe[49] have

written excellent books for more discussion on TEM.
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Transmission electron microscopy involves the use of electrons as waves to image
samples at high magnifications. The wavelength an electrons is approximated by using

the de Broglie equation below.

h h

A= =
myv \2meV

Equation 11

where A is the wavelength, h Planks constant, m, the mass of the electron, v the velocity
of the electron, e is the charge on the electron and V is the voltage the electron is
accelerated through. A shorter wavelength (the higher the acceleration voltage of the

electron) leads to a higher possible resolution.
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Figure 5.1: Real lattice (a) and a reciprocal lattice (b) in two dimensions. The relationship between
the real lattice and the reciprocal lattice

It is useful to think bout the possible resolution of a given measurement technique

using the reciprocal lattice and Ewald sphere construction. If there is a set of periodic

61



scatters, say atoms, whose periodicity is a, b, and c, in the x, y, and z directions,
respectively [see Figure 5.1(a)], one can construct a reciprocal lattice with similar
periodicity to the real lattice accept the distances between the lattice points are a’ = 1/a,
b =1/b, and ¢ = 1/c, respectively (see Figure 5.1(b)). The reciprocal lattice is a useful
framework because one can construct an Ewald sphere (Ewald circle in two dimensions
as depicted in Figure 5.2) whose intersections with the reciprocal lattice denote the
conditions for constructive contrast. The size of the Ewald Sphere is governed by the
wavelength of the incident wave with the radius of the Ewald sphere being the reciprocal
of the wavelength of the incident wave. Figure 5.2 shows a reciprocal lattice with three
Ewald circles corresponding to Ao << A; < A,. The smallest wavelength, A, could resolve
the distance between the b atoms in the real space lattice; whereas the longest
wavelength, A,, would only get diffraction spots from the atoms spaced b apart.
(Diffraction occurs when the wavelength of light is on the order of the distance between
scattering centers. However, to resolve the scattering centers, the wavelength of light
must be a few orders of magnitude smaller then the scattering centers.) To illustrate the
relationship between incident wavelength and resolution, the acceleration voltage for the
electrons was 200keV in the microscopes used in this work, yielding a de Broglie
wavelength for the electrons of about 2.7 pm while the point-to-point resolution (at least

in the JEOL 2010) was 0.19 nm.
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Figure 5.2 Reciprocal lattice corresponding to the crystal lattice in the previous figure with two
Ewald spheres with radi of 1/A; and 1/A; with A; < A,. A third Ewald sphere corresponding to 1/A,
with A, << A, is partially shown. As a consequence of the Ewald sphere with radius of A, having a
larger radius then A,, that Ewald sphere intersects the reciprocal lattice in more places and can thus
have more constructive interference events. However, since the Ewald sphere corresponding to A, is
significantly larger, many lattice points are on the sphere and the radiation of wavelength A, can
resolve the distance between lattice points in the b direction.

The resolution in TEM has been explained; however, part of the power of TEM
comes from the types of image contrast that TEM produces. Of the conventional types of
contrast that can occur in TEM (diffraction, mass and thickness contrasts) diffraction
contrast is usually the dominant form of contrast. In this work, diffraction contrast is
observed from thickness and bend contours, dislocations, moiré fringes, stacking faults

and strain fields. The standard diffraction conditions used in this work are
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the g = <220> and g= (400) two-beam diffraction conditions on the <110>-type poles

for XTEM and the (001) pole for PVTEM (Plan View Transmission Electron
Microscopy). Two-beam diffraction conditions a few degrees away from the pole were
used to ensure a good two-beam condition and to best determine what diffraction
condition the contrast seen in the micrograph was from.

In an ideal two-beam diffraction condition where there is only one excited
diffraction spot, in addition to the transmitted beam, one can get two types of images. In
this type of configuration a bright-field (BF) or dark-field (DF) image can be obtained if
one selects electrons (using an aperture) from the transmitted or diffracted beam,
respectively. The relationship between selection of a particular diffraction spot and the
image obtained from that spot is illustrated in Figure 5.3. Electrons can be bent into a
diffraction spot by bent planes in the sample as schematically illustrated in Figure 5.3.
As a consequence of being bent away from the straight through condition (the straight
through condition creates the bright-field image, BF), regions which caused the electrons
to be bent appear dark in the BF image. These regions correspond to the bent planes. As
these electrons were bent away into the diffraction spot, if one were to look at the
electrons bent into the diffraction spot in the DF image one would see a bright image
corresponding to the location of the bent planes. A perfect two-beam condition is never
attained, however, as more then two diffraction spots are excited in practice.
Consequently, there is not necessarily a one-to-one correspondence between the BF and
DF images as discussed here. A good two-beam condition can be achieved by moving a

few degrees away from the pole to minimize the excitation of other diffraction
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conditions.
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Figure 5.3 Schematic relationship between a TEM image and the lattice planes in a two-beam
diffraction condition. The bent planes diffract electrons into a different diffraction spot. If one were
to look at the image from that diffraction spot, one would see a bright region (in the dark field, DF,
image) corresponding to the bent planes. However, since electrons are being bent from the straight
through image (the bright-field, BF, image) the region of the image corresponding to those bent
planes appears dark as the electrons are being diverted to the DF image.

TEM Methods
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Two semi-quantitative TEM analysis methods were used in this study and
outlined below: g- b analysis and calculation of interplanar spacing using moiré fringes.
A powerful tool used in transmission electron microscopy is g- b analysis (or, more
generally, g- T analysis) where g is the diffraction vector and b is the Burgers vector

(T is the displacement vector). In g- b analysis one can determine the Burgers vector of

a dislocation (or the displacement vector, 7). A dislocation (or other type of
displacement) will go out of contrast, disappear, if the diffraction conditions satisfy the

following two equations where 7 is the line direction along which the displacement

occurs:

g b=0 Equation 12
and

g(E xu)=0. Equation 13

(In the case of a displacement vector, T , associated with some distortion in the lattice
usually only the first equation, g-r =0, needs to be satisfied because almost invariably
the line direction is perpendicular to the displacement vector.) Using this type of analysis
one can determine what type of dislocations are present and what direction the

displacement vector points offering information on the distortion of the lattice.
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Figure 5.4 Diffraction contrast associated with changes in lattice sizes. If the electron beam is
parallel to the interface where the lattice parameter change occurs (horizontal el