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ABSTRACT

Simplifications to the set of scaling parameters for dynamic similarity of fluidized beds
derived from dimensional analysis of the equations of motion for a particle-fluid
suspension were explored. A new set of simplified scaling laws includes the Froude
number based on column diameter, the solid to gas density ratio, the ratio of superficial to
minimum fluidization velocity, bed geometric ratios, and particle sphericity and size
distribution. When the gas to particle drag is represented by either the Ergun equation or a
single particle drag equation, the new simplified laws hold exactly in both the viscous
dominated and gas inertia dominated limits. For intermediate conditions, the gas to particle
drag is well approximated in models based on the simplified scaling laws. The simplified
scaling laws allow very small models to be constructed which properly simulate the
hydrodynamics of a full size reactor or combustor.

Experimental confirmation of the new simplified scaling laws and the viscous limit scaling
parameters, where equality of the density ratio is omitted, were carried out in circulating
fluidized beds. Within the viscous limit, the solid to gas density ratio is an important
modeling parameter when the slugging regime is approached. In general, the solid to gas
density must be matched to achieve good similarity. Using the new simplified scaling
laws, good agreement was observed even when the length scale of the air fluidized model
was as small as 1/16 that of an atmospheric combustor.

The parameters which govern the convective heat transfer to the wall a CFB were
determined from an analysis of the non-dimensional energy equation. Experiments were
performed for an evaluation of similarity in convection heat transfer between
hydrodynamically and thermally similar beds. Heat transfer measurements were taken at
three different bed heights in a 1/4 and 1/16 scale model of the Studsvik 2.5 MWth
atmospheric circulating fluidized bed combustor. Results showed good agreement between
Nusselt numbers over a range of operating conditions and bed heights.

Heat transfer to the walls of circulating beds is primarily due to conduction from clusters of
particles falling along the walls. The magnitude of the heat transfer coefficient decreases
with increased contact time of particle clusters at the wall. Conditions which promote more
rapid cluster breakup can augment heat transfer if the fraction of the surface covered by
particles is not significantly reduced. An experimental investigation was conducted to
determine if bed to wall heat transfer in a circulating fluidized bed could be significantly
enhanced through the use of heat transfer surfaces constructed to minimize the time of
cluster contact while not drastically reducing the fraction of the wall covered by clusters.
Convective heat transfer measurements were taken at three separate axial locations in a 1/16
scale cold model of the Studsvik 2.5 MWth combustor. The bed wall geometry was altered



to include small horizontal ridges placed at systematic intervals along a heat transfer panel.
The use of the altered heat transfer geometries was found to increase the bed to wall heat
transfer by up to 30 percent over the flat wall case. Very small amplitude roughness
elements (~ dp) were effective in disrupting wall flow.

The surface renewal model of heat transfer from a CFB was extended to include the
transient aspects of the effective gas layer thickness between the wall and first layer of
clusters, the contact time at the wall, and the fraction of the wall covered by clusters. The
resulting model allows fro the prediction of heat transfer from a surface including
uniformly spaced horizontal ridges which has been designed to augment the heat transfer
by controlling the time a cluster remains at the wall.

A numerical model of the solids flow and distribution within a circulating fluidized bed is
developed. The model is based on a Lagrangian simulation for determining particle
dispersion. In this approach, dispersion effects are determined by tracking particles
through a continuous succession of turbulent eddies superimposed upon the mean gas
flow. Each eddy is characterized by a mean time and length scale, and the velocity
fluctuations are randomly generated in a Gaussian manner as a particle enters an eddy.
This approach results in a Monte-Carlo procedure where many particle trajectories
(realizations) must be computed to obtain averaged properties. The simulation includes the
effects of particle inertia, 'crossing-trajectories,' particle sphericity, bed voidage, and
particle-particle interactions. Calculated dispersion coefficients are then used to predict the
average dilute phase axial solid fraction profile in the core of a CFB. Overall mass and
momentum equations for the core-annular structure of a CFB are solved to determine the
annular layer thickness, voidage, and fall velocity. Model results are in good agreement
with experimental data for CFB's, and FCC reactors.

Previous research has shown the diameter of a circulating fluidized bed has a significant
effect on the heat transfer rates to peripheral walls. In order to understand the effect of bed
diameter on heat transfer, two laboratory-sized scale models were built and run at room
temperature. The two units were the same height and were run at the same operating
conditions with the same particles; the only difference was that the diameter of the second
unit was 50% larger than that of the first. The two scale models were designed to simulate
the hydrodynamic behavior of pressurized CFB's 14.3 m tall with diameters of 0.33 m and
0.50 m respectively. To compare the effect of bed diameter on heat transfer, the fraction of
the wall covered by clusters of particles was measured. The coverage of the wall by
clusters was determined from visual data recorded with a digital high-speed video camera
through the transparent wall, with subsequent measurements using image-analysis
software. The results show that a 50% increase in bed diameter can nearly double the
fraction of the wall covered by clusters. Using the surface renewal model of heat transfer
from a CFB, an increase in the convective heat transfer (excluding radiation) of up to 60%
can be predicted due to the increase coverage of the wall by clusters.
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ORGANIZATION OF THESIS

This thesis is divided into five distinct chapters, each of which has numerous sections. The
chapters were written to stand alone such that the reader can skip from one to another
without a loss of continuity. The nomenclature is defined within the text of each chapter.
The figures and equations are numbered consecutively within each section of each chapter.
The following provides a brief description of each chapter and its importance relative to the
rest of the thesis. Additionally, the more important Sections in the chapters are pointed out.

Chapter One: General Introduction

This chapter provides an overview of the circulating fluidized bed technology and compares
it to other conventional combustion technologies. Those who already have a good
understanding of the main components and operation of CFB's can skip this chapter.

Chapter Two: Hydrodynamic Scaling

This chapter describes the major effort of this thesis. Section 2 provides a rigorous
development of the complete set of scaling parameters. For those not interested in the math,
it is suggested that you skip to section 2.12. Section 3 presents how the "complete" set of
scaling parameters were simplified for use in the scaling studies in this thesis. This is the
most important theoretical section in this chapter. Section 4 describes the experimental
equipment used. The final 4 sections present the verification of the parameters developed in
section 3. The more important verifications were done on hot combustors (sections 7 and
8).

Chapter Three: Thermal Scaling

This chapter is essentially an extension of chapter 2. It is fairly short and easy to read. It
extends the hydrodynamic scaling parameters to include thermal scaling parameters.

Chapter Four: Heat Transfer Enhancement

This chapter is based on a study which was a direct result of interesting phenomena
discovered during the thermal scaling. It is the least important part of the thesis. The
ultimate conclusion reached from this section is that one can increase the heat transfer
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between the CFB bed and wall by placing horizontal ribs on the wall. Theory and
experimental results are presented which support this conclusion. The most important
section in this chapter is section 3, which describes the experimental results for the different
wall geometries.

Chapter Five: CFB Hydrodynamic Modeling

This chapter represents an attempt to model the hydrodynamics in a CFB through a
simplified numerical scheme. Regardless of all the simplifying assumptions made. It is
still a rather difficult chapter to read. The most important sections in this chapter are
sections 2 (which describes the dispersion model), 4 (which describes the global CFB
model), and 10 (which represents the results). Additionally, a summary section (section 8)
is included so that one can skip the complex derivations and proceed right to this sections.

Chapter Six: Effect of Bed Width on CFB Hydrodynamics

The preliminary results of a study aimed at determining the effects of bed width on
hydrodynamic phenomena in CFB's are presented in this chapter. The study is specifically
aimed at determining the relationship between bed width and bed-to-wall heat transfer.
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CHAPTER 1

GENERAL INTRODUCTION



1.0 INTRODUCTION

A circulating fluidized bed is a device for generating steam by burning fossil fuels in a

furnace operated under a special hydrodynamic condition: fine solids are transported

through the furnace by gas flowing at a velocity exceeding the average terminal velocity of

the particles, yet at a low enough velocity to allow a degree of refluxing of solids adequate to

ensure uniformity of temperature in the furnace. CFB systems were first developed and

applied commercially in the early 1940's for the fluid catalytic cracking processes and

functioned as chemical reactors.

Figure 1.1 illustrates the basic components of a CFB system. The component of major

interest in the CFB is the vertical riser, wherein the desired gas solid contacting is achieved.

Solids introduced at the base of the riser are entrained by means of upflowing gas. The

resulting gas-solid suspension within the riser forms the CFB. This gas-solid suspension

then exits the top of the riser and enters a gas solid separation system, indicated as a

cyclone. The captured solid particles are then returned back into the base of the riser by
means of a return line and solid feed system to complete the closed-loop path of the solid

particle flow. The gas makes only a single pass through the riser and exhausts through the

top of the cyclone.

The creation of the special hydrodynamic conditions of particle refluxing, is the key to the

CFB process. The combination of gas velocity, solids recirculation rate, solids

characteristics, volume of solids, and the geometry of the system gives rise to this special

hydrodynamic conditions under which solid particles are fluidized at a velocity greater than

the terminal velocity of individual particles. Yet these particles are not entrained immediately

as expected in pneumatic transport systems. Solids move up and down in the form of

aggregates, causing a high degree of refluxing. These aggregates are continuously formed,

dispersed, and formed again.
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CFB boilers have a number of features that make them more attractive than other solid fuel

fired boilers. These features include:

1. Fuel flexibility due to excellent gas-solid and solid-solid mixing

2. High combustion efficiency due to good gas-solid mixing, high burn rates, and
recycling of unburned fuel particles back to the furnace

3. Efficient sulfur removal due to high gas residence times, small sorbent sizes and
good gas-solids mixing

4. Low NOx emissions due to the staging of combustion

5. Small furnace cross section because of the high heat release rates due to high
superficial gas velocities and intense gas-solid mixing

6. Fewer fuel feed points required because of the good gas-solids mixing in the bottom
of CFB's along with the extended combustion zone

7. Good turndown and load following capability by adjusting the solids recycle rate

Table 1.1 presents a comparison of CFB combustors with other types of boilers.
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Table 1.1: Comparison of Combustor Technologies

Characteristic Stoker Bubbling Circulating Pulverized
Height of bed or 0.2 1 - 2 15 - 40 27 - 45

fuel burning
zone

Superficial 1.2 1.5 - 2.5 4-8 4-6
velocity (m/s)

Excess air 20 - 30 20 - 25 10 - 20 15 - 30
Grate heat 0.5 - 1.5 0.5 - 1.5 3-5 4-6
release rate
(MW/m2)

Turn down ratio 4:1 3:1 3-4:1

Combustion 85- 90 90-96 95- 99 99
efficiency

NOx emission 400 - 600 300 - 400 50 - 200 400 - 600
(ppm)

SO2 capture in None 80 - 90 80 - 90 Small
furnace (%)

Atmospheric pressure CFB technology has matured to the point where manufacturers are
offering units of up to 300 MW size which are designed to meet all current thermal and
emissions requirements. Pressurization of CFB's, however, is a relatively new technology
with only pilot scale plants in operation, and a few utility scale plants currently planned.
Significant construction and design is underway or has been completed despite deficiencies
in the understanding of heat transfer and hydrodynamic in CFB's. Instead of using
theoretical models, manufacturers extrapolate to larger designs based on past experience.

A major issue facing developers of new technologies is the risks associated with scaling
developmental and demonstration facilities to large commercial plants successfully. In
order to qualify for performance guarantees, as well as financing in many cases, developers
are often conservative in scaling to larger unit sizes, resulting in a longer development-to-
commercial time. Issues associated with scaling to larger sized combustion systems includ
heat release and heat transfer - which effect thermal efficiencies, combustor hydrodynamics
- which can effect both combustion and environmental efficiency, boiler operability, and
availability.
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To reduce scaling risks and accelerate commercialization of new technology physical

models can be developed to simulate larger designs for very low costs, and can provide

basic information as to the hydrodynamics, erosion potential and heat transfer

characteristics of new designs. This not only provides data for validating a specific plant

design, but can also be used to improve operability and performance of existing and new

plants.

In the last decade, the concept of properly scaled cold experimental models to simulate the

hydrodynamics and heat transfer of a hot bed combustor has been put forward [Nicastro

and Glicksman, (1984), Glicksman et al. (1993)]. Results have shown that a suitably

designed cold fluidized bed can closely simulate the behavior of an atmospheric combustor.

Proper scaling involves the use of particles and bed dimensions so that the controlling

dimensionless parameters are equal for the hot and cold bed.

2.0 FLUIDIZATION REGIMES

The gas-solid two-phase flow regime that is desired within the CFB can be described
through an analysis of the various regimes of fluidization (see Figure 1.2). Assume that an
initial charge of particles is placed on top of the gas distributor plate within the riser and the
superficial gas velocity is increased slowly from an initial value of zero. At low superficial

gas velocities, the particles would remain fixed in the bed. At a slightly higher velocity, the
minimum fluidization point would be reached, at which the hydrodynamic forces on the
particles balance the weight of the particles. At slightly higher superficial gas velocities, gas

bubbles would begin to form within the bed and the bubbling regime of fluidization is

encountered. At still higher superficial gas velocities these bubbles would coalesce into

large bubbles and possibly grow to approach the diameter of the riser causing the slugging
regime to be encountered. As the gas velocity is raised through the slugging regime, there is

a gradual transition to the turbulent regime of fluidization. This regime is characterized by

the gradual breakdown of the two-phase structure that exists within bubbling and slugging
fluidized beds, in which a dense phase emulsion forms the continuous phase with gas voids

interspersed. In the turbulent state of fluidization gas voids or bubbles no longer exist. The

turbulent bed consists of refluxing strands of particles and neither the dense phase nor the

lean phase are continuous. The transition from slugging to turbulent fluidization is

apparent by observing the sudden decrease in the pressure fluctuations within the bed. The
measured slip velocities in the turbulent fluidized bed may become an order of magnitude
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greater than the terminal velocity of an individual particle. Surprisingly, the high slip
velocity condition exists with little entrainment from the bed. Therefore, the turbulent bed
may be characterized as having stationary solid particles and an identifiable bed surface,
although much more diffuse than exists for bubbling and slugging beds.

As the superficial gas velocity is increased through the turbulent fluidized bed regime, the
CFB regime is entered. Like the transition from slugging to turbulent fluidization, the
transition from the turbulent regime to the CFB regime is also gradual. This transition is
marked by an increasing rate of particle entrainment with increasing gas velocity which
eventually becomes so high that unless the entrained particles are returned to the bed, the
inventory of particles is soon depleted. This gas velocity, above which the rate of particle
entrainment through a vertical riser of sufficient height has increased sharply, marks the
transition to the CFB regime and is known as the transport velocity. Beyond the transport
velocity, solids pass through the riser in fully entrained flow and the volumetric
concentration of solids in the riser depends not only on the gas velocity, but also on the rate
at which solids are fed back into the base of the riser.

With further increases in superficial gas velocity and at relatively low solid mass fluxes, the
dilute-phase flow regime is encountered. Solid particle concentrations in this regime are
very low and the particles stream upwards in relatively straight paths. Measured slip
velocities approximately equal particle terminal velocities. As the solid mass flux in the riser
is increased while holding the gas velocity constant, the solid suspension in the riser
becomes progressively denser. At a sufficiently high mass flux within the riser, the CFB
regime is established. The CFB regime, in comparison to the dilute phase flow regime, is
characterized by relatively high solid particle concentrations within the riser, aggregation of
particles in clusters which may break apart and reform in rapid succession, and extensive
backmixing. Table 2.1 presents a comparison of the principle continuous gas-solid
contactors range of operation.

33



Table 2.1: Com arison of Fluidization Technologie

Property Packed Bubbling Circulating Pneumatic
Bed Bed Bed Transport

Application in Stoker Fired Bubbling Circulating Pulverized Coal
Boilers Fluidized Bed Fluidized Bed Power Plants

Combustors Combustors

Mean particle < 300 0.03 -3 0.05 -5 0.02 -0.08

diameter (mm)

Gas velocity 1-3 0.5- 3 3- 12 15- 30

through
combustor zone

(m/s)
Typical uo/ut 0.01 0.3 2 40
Gas motion up up up up

Solids motion Static mixing Up and down Mostly up, Up
some down

Gas mixing Near plug flow Complex two Dispersed plug Near plug flow
phases flow .

Solids mixing None Good Near perfect Near plug flow

Overall voidage 0.4 - 0.5 0.5 - 0.8 0.85 - 0.99 0.98 - 0.998

Temperature Large Very small Small Large
Gradient

Typical bed-to- 50- 150 200 - 550 100-250 50- 100
surface heat

transfer
coefficient
(W/m 2-K)

Attrition Little Some Some Considerable

Agglomeration Considerable Some None None

3.0 OVERVIEW OF CFB HYDRODYNAMIC MODELS

A variety of models for the hydrodynamics of CFB's have been published. These can be
broadly classified into three groups
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1. Simple Axial Solids Distribution Models - those models that predict the axial
variation of solids volume fraction but do not predict explicitly the radial distribution of
solids

2. Core-Annulus Models - those models that approximate the radial distribution of
solids by division of the flow into two or more regions

3. CFD Models - those models that use computational fluid dynamic techniques to
predict two phase gas/solid flow from fundamental equations.

3.1 Simple Axial Solids Distribution Models

The simple axial distribution models usually are aimed at approximating the voidage as a
function of bed height. Knowledge of the average voidage as a function of height is

important for estimating total CFB pressure drop, heat transfer, heat release by combustion,
and bed inventory requirements. An approximation of the voidage profile is fairly easy to

determine for an experimental facility by using differential pressure measurements.

Typically, the voidage profile of a CFB is has an "S" shape, with low voidage near the

bottom and higher voidage near the top. The Kwauk log profile model (Kwauk et al. 1986)
is frequently cited because of its mathematical simplicity:

E= = exp ~z (1)

where E is the cross-sectional average voidage at height z, Ea and e* are the voidages which

are approached asymptotically at the bottom and top of the bed. The parameter zo is a
characteristic length over which the voidage increases for Ea to e*, and zi is the inflexion

point, which is centered on the region of voidage increase. The model was based on a

balance between the upward diffusion flux of clusters and their downward gravitational flux.
The variables Ea, e*, and zo must be determined through empirical correlation.

Determination of zi is based on a pressure balance between the riser and the downcomer.

The underlying mechanisms of the model of Kwauk are based on a number of unstated

assumptions, not least of which was a postualtion for the axial diffusion mechanism which

is inconsistent with Newton's second law [Harris (1993)].

Rhodes and Geldart (1990) proposed a model which described the dilute region of a CFB

as being analogous to the freeboard of a bubbling bed. The dense region of a CFB was
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approximated as a bubbling bed. Entrainment from the surface of the dense region was

modeled using well known approximations [see, for example, Wen and Chen (1982)]:

E-E = exp (- K(z - zo) (2)
E- E,, -

where Eo is the entrainment at the bed surface, E. is the saturated carrying capacity, zo is

the height of the bed surface, and K is the decay coefficient. The net flux Gs for the column

is the value of E at the top of the riser. Equation (2) describes the entrainment for that

portion of the riser above the dense bed. Rhodes and Geldart suggested ignoring the

downflowing solids and solving for the voidage by assuming that the slip velocity is equal

to the single particle terminal velocity. The resulting equation for voidage can be shown to

be:

ue 2'-(Uo u+ u + Uo= 0 (3)

Bubbling bed models were used to describe the dense region of a bubbling bed.

Correlations for the entrainment values at the bed surface and infinity were given by Wen

and Chen (1982). Westphalen (1993), predicted the bed surface flux Eo to be lower than

the net solid flux Gs. In addition, the voidage calculated was much too close to 1 for any

reasonable value of E. This is not surprising since the available correlations for Eo are

generally based on bubbling bed data for which the gas fluxes are much lower than that in a

CFB. With all its problems and assumptions, the Rhodes/Geldart model is beginning to

gain more acceptance with recent data indicating that large CFB's behave as if the dense

region were a bubbling bed [Johnsson et al. (1992)].

Kunii and Levenspiel (1990) provided improvements to the Rhodes and Geldart model by
showing that for typical CFB flows the volumetric solid fraction decreases exponentially

with the same decay coefficient K which applies to the upward solid flux. The resultant

equation is then

= exp (- K(z - zo)) (4)

where , is the solid fraction at large heights, and o0 is the solid fraction at the bed surface.

This simplification allows one to correlate for the solid fraction rather than the entrainment
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rate. For a given riser, the solid fraction profile can be calculated once +, 0, and K are
known.

Kunii and Levenspiel also presented correlations to determine K, <. and +0. These

correlations are somewhat more reliable than those of Rhodes and Geldart simply because
they are based on CFB data rather than bubbling bed data. The database for determination
of the fitting parameters in (4) has recently been extended by Adanez et al. (1994).

The main problem with the approaches of Rhodes/Geldart and Kunii/Levenspiel is that they
assume a CFB can be broken into a distinct dense bottom region and a dilute upper region.
For most CFB's, there is not distinct bed surface, rather there is a gradual transition from a
region of high solids volume fraction to a much more dilute region. Additionally, these
models do not explain the radial variation of flow in CFB's

3.2 Core/Annulus Models

Core annulus models for vertical flow of particulate suspensions predate the current interest
in CFB's: Nakamura and Capes (1973) used a core/annulus model to account for their
experimental observations in a pneumatic conveying system. Models of this type have
found widespread acceptance in the literature.

Yang (1988) presented a model for CFB flow based on a core annulus description of the
flow structure. According to this model, flow is upward in the core and downward in the
annulus. A continuous exchange of particles occurs between the two regions. The net solid
flow is equal to upward flow in the core minus downward flow in the annulus. The core

flow was described as pneumatic transport flow at the choking condition in which slip

velocity is equal to terminal velocity. The annulus flow was assumed to be at terminal
velocity and the annulus voidage was assumed to be equal to minimum fluidization voidage.
This model was incomplete in that it did not describe the exchange of particles between the

two regions.

Ishii et al. (1989) proposed a model based on the assumption that particles move upward in
the form of clusters in the core, and downward in clusters in the annulus. Slip velocities in
both regions were based on cluster rather than particle diameter; the equation of Richardson
and Zaki was used to determine the drag on the cluster. Additionally, the clusters were
assumed to be homogeneously distributed throughout the core and annulus. Cluster
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diameters and voidages were introduced in the model as dependent variables. Completeness

of the model was achieved by assuming minimization of energy dissipation across the bed.

This allowed differentiation of a pressure gradient expression with respect to some of the

variables, producing additional equations.

Other core-annular models can be found in the literature [Berruti and Kalogerakis (1989),
Werther et al. (1991), Senior and Brereton (1992), Harris and Davidson (1993)]. In

general these models are incomplete, having too many variables. Closure is provided in

some cases by an assumption of minimum pressure drop minimization. This approach,
while convenient, is not justified physically [Hyre and Glicksman, (1995)]. In addition,
most core-annulus models, although providing a detailed description across the riser do not

address particle movement across the core annulus boundary rigorously.

3.3 CFD Techniques

Mixture theory equations describing the motion of two-component flows for use in
fluidized beds have been developed by Anderson and Jackson (1967). The models typically
involve the time/volume/and or ensemble averaging of mass, momentum, and energy balance
relations, resulting in a separate set of equations for each of the flow components. These
equations are connected by terms for interaction between the phases in the forms of drag,
heat transfer, and mass transfer. Ensemble averaged equations are presented in detail in
Chapter 2. Time averaging of the equations is usually a preliminary step. An alternate
approach is to bypass the volume averaging, thus starting out with a time averaged set of
equations. This was first accomplished by Ishii (1975).

Time, volume, and ensemble averaging result in a set of equations which are very complex.
The time-averaged equations include many terms representing cross-correlations of various
groups of variables. Closure of the system of equations requires that these terms be
represented as function of the time-averaged variables. Determination of the closure scheme
which accurately represents the physics of the problem is the most difficult problem in the
solution of the equations.

Determination of the role of particles in gas turbulence modulation or enhancement, and the
gas turbulence and collision induced fluctuations in the particle velocities must all be
modeled. The interactions between the particles and gas provide a path for the dissipation
of kinetic energy. Additionally particle collisions which occur due to the differences in
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particle terminal velocities tend to redistribute turbulent energy from small particles to large
particles, which respond much less readily to the gas turbulence. This provides an
additional path for dissipation of turbulent kinetic energy. In situations involving only large
particles which do not respond significantly to the gas turbulence, the solid fluctuating
velocity can be almost entirely due to collisions. Discussions of gas and particle turbulent

velocity characteristics are discussed in detail in Chapter 5.

Modeling of stresses in the dense region of a CFB will require consideration of granular

shear stresses caused by inertial interaction between successive particle layers. These

stresses have been used to describe such things as the motion of sand down a slope

(Bagnold, 1954) and avalanches. Recent formulations of equations for gas/particle flows

have included granular stress terms. These stresses may be important in understanding the

flow of particle layers at the walls and the motion of particles in the dense lower regions of
CFB's.

The solution of time-averaged two-component flow equations for a CFB has been

investigated by Gidaspow et al. (1990) and Lyczkowski et al. (1990). These efforts require

coefficients which must be determined experimentally and which probably change from

condition to condition. The use of such models for design purposes is not yet accepted.

4.0 CONCLUSIONS ON CFB MODELS

While the attraction of CFD models is obvious (ability to deal with complex geometries,
multiple air inlets, etc.) there is much controversy regarding the nature of the constituent

equations, let alone the numerical complexity of the solution algorithms. Furthermore, the

computational effort required for solution is substantial. The simple axial profile models

contain many inconsistencies both in terms of the postulated mechanisms and/or the

experimental evidence cited in support of the models [see Harris (1992) for a complete

discussion of these models]. The core-annulus type models are currently the most

promising avenue for providing a comprehensive model which describes the flow and

distribution of solids within a CFB. This type of model will be pursued further in Chapter

5, in an attempt to develop a model which takes into account much of the physics of CFB

riser hydrodynamics, without requiring the solution of the complete two-phase equations of

motion.
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5.0 STUDY GOALS

The main goals of this study are fivefold. The first was to develop a set of scaling
parameters which allows one to build a small scale model of a large combustor (length
ratios of the order 1/16), and then to demonstrate the use of these parameters as an
alternative to analytical or numerical modeling for prediction of atmospheric and pressurized
CFB behavior. The success of this approach depends on achieving dynamic similarity
between a scale model and a fuldl size prototype; all important forces must be modeled in
such a way that ratios of force magnitudes are preserved.

The question of whether a set of scaling parameters which allows one to arbitrarily select the
size of the scale model used to simulate the combustor can be developed depends on how
many independent parameters are required in order to specify the flow. The work described
below takes the following approach:

Step 1. A model for the flow with qualifying assumptions is developed
Step 2. A set of independent parameters describing the flow is determined
Step 3. The set of independent parameters developed in step 2 is analyzed to

determine possible simplifications due to effects which are secondary or

insignificant

Step 4. Experiments are conducted which indicate the validity of the simplified set of

parameters

This work is described in Chapter 2.

The second goal of this study was to extend the hydrodynamic scaling parameters to

include convective heat transfer. To do this an evaluation of the equations governing heat

transfer to the walls of a CFB combustor were analyzed. The set of parameters necessary

for insuring thermal similarity were determined, and combined with those necessary for

hydrodynamic similarity. Experiments were then performed to indicate the validity of the

thermal scaling parameter through a comparison of dimensionless heat transfer coefficients.

This work is described in Chapter 3.

The third goal of this study was to develop a model which evaluated the effect of wall

geometry on the bed to wall heat transfer in a CFB. Heat transfer to the walls of CFB's is

primarily due to conduction from clusters of particles falling along the walls. The
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magnitude of the heat transfer coefficient decreases with increased contact time of particle
clusters at the wall. Conditions which promote more rapid cluster breakup can augment
heat transfer if the fraction of the surface covered by clusters is not significantly reduced.

An experimental investigation was conducted to determine if bed to wall heat transfer in a

circulating fluidized bed could be significantly enhanced through the use of heat transfer

surfaces constructed to minimize the time of cluster contact while not drastically reducing

the fraction of the wall covered by clusters. Convective heat transfer measurements were

taken at three separate axial locations in a 1/16 scale cold model of the Studsvik 2.5 MWth

combustor. The bed wall geometry was altered to include small horizontal ridges placed at

systematic intervals along a heat transfer panel. The experimental data was then compared

to a theoretical model which was an extension of the surface renewal model of heat transfer

from a CFB. This work is described in Chapter 4.

The fourth goal of this study was to model the lateral solid mixing in CFB risers, and to use

this model in the development of an overall hydrodynamic model capable of predicting the

time averaged behavior of CFB's. A detailed numerical model was developed which

calculated the dispersion of solids in the core of a CFB through a Lagrangian particle

tracking technique. The model determined particle dispersion due to gas turbulence and

particle-particle collisions. Numeric model results were compared to the solids dispersion

data and CFB hydrodynamic data obtained by other investigators. This work is described

in Chapter 5.

The final goal of this study was to determine the effect of bed width on overall bed

performance. Two beds with the same height, but with different diameters were constructed,

using the scaling parameters developed as a result of the first goal. The hydrodynamic

effects of bed width on the vertical solids distribution were evaluated. Additionally, visual

observations of the transparent wall sections were made with a high speed image analysis

system to gain a qualitative estimate of wall coverage by clusters. The wall coverage

fraction has a direct influence on the bed to wall heat transfer rate. Results of this work are

given in Chapter 6.
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CHAPTER 2

HYDRODYNAMIC SCALING FOR
CIRCULATING FLUIDIZED BEDS



1.0 INTRODUCTION

Fluidized beds are employed in a wide variety of applications such as combustors of dirty

fuels, chemical reactors, ore roasters and coating applicators, to name a few. In many

commercial applications the fluidized bed has a large diameter and height and operates at

elevated temperature and pressure. To properly design a fluidized bed the fluid dynamics

must be well understood since it directly influences the bed performance. For example,
in a bubbling fluidized bed, the size, frequency and distribution of bubbles are directly
linked to particle mixing and gas to solid contacting. A bed of uniformly distributed fine
bubbles will yield higher chemical conversion than a bed containing a few large bubbles
concentrated at the center. The particle residence time in a circulating fluidized bed
combustor has a strong influence on the combustion efficiency and the level of pollutant
emission.

The dynamics of a fluidized bed has been found to change as the bed size is increased.
Designers are particularly concerned about the relationship between the performance of
large commercial beds and results obtained from much smaller pilot plants. There is a
critical need to understand and predict the fluid dynamics of large fluidized beds.
However, there is a dearth of relevant information available in the field concerning large
beds, particularly beds operating at high temperature and pressure. Because of the
complexity of the multiphase phenomena, a theoretical solution for the bed behavior
based on first principles remains a distant unfulfilled goal. There is a large body of data
and approximate analytical models based on results from small experimental beds. It is
not obvious how this data can be applied to larger commercial designs.

Detailed fluid dynamic investigations can be carried out more conveniently on small beds
at ambient conditions. However, there must be a technique to confidently assure that
these experimental results accurately duplicate conditions of larger reactors. Similitude
or dimensional analysis represents a powerful tool which will allow a small laboratory
experiment at ambient conditions to simulate a much larger commercial bed.

Similitude has been used in many fields to allow small controlled experiments to closely
simulate physical phenomena. Wind tunnels are commonly used to determine the
aerodynamic properties of aircraft and automobiles. Towing tanks are used to judge the
performance of proposed ship designs. Water tables are used to simulate the drainage
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and flow patterns of large bodies of water. Small scale models are used to determine the
performance of building structures in high winds or earthquakes.

Within the last decade investigators have begun applying similitude principles to the
study of fluidized bed dynamics. Large commercial fluidized bed combustors have been
simulated using smaller laboratory models to determine proper strategy for part load
operation, identify possible causes of erosion of in-bed surfaces and to determine heat
transfer performance. The simulations have helped to identify parameters controlling bed
dynamics and to investigate fundamental flow phenomena. Of particular note is the
initiation of studies to determine the influence of increased bed size on performance: the
scale up issue.

Similitude is a powerful experimental tool which can aid the fluidized bed designer and
researcher. However, the same maxim holds in this field as in computer programming, a
less than careful application can yield useless output or worse, highly misleading design
projections. Over its history the field of fluidization has its share of model studies carried
out without careful consideration of the similitude relations. Simply building and
operating a model with the same geometric shape as the full scale bed will not lead to
valid results. In some cases the particles used in the small scale ambient temperature
model were identical to those used in the large scale high temperature bed! The results of
such studies were less than illuminating.

Similitude principles make it possible to build an experimental model which duplicates
the performance of another bed. That bed may be a larger experimental model operated
at the same pressure and temperature or it may be a large commercial bed or pilot plant
operated at elevated temperature and/or pressure, possibly with a different fluid and
particle material.

As boiler manufacturers build larger commercial size fluidized bed combustors, a critical
problem they face is the influence of bed size on the bed performance. Without a base of
experience in large beds it is difficult for them to anticipate the performance
characteristics of large beds or to correct problems which arise in new systems. A key
issue of the larger beds is the influence of the bed hydrodynamics on such properties as
uniformity of mixing of the coal feed, bed temperature uniformity and the ratio of heat
release by combustion to heat transfer to in-bed heat exchanger surfaces.

47

*~mamr~ill~·141WIIarr~*l-·~-c~--·ll



In addition, correction of problems on large combustors is hampered by the lack of good
diagnostic tools which can be used in a hot environment. Tests which vary the operating

or design parameters of a large hot bed are lengthy and can be prohibitively expensive.

In a previous paper (Glicksman [1984]), a set of scaling relations was developed which

allowed a bed operating at ambient conditions to model a bed at elevated temperature and

pressure. In the general case both beds must have equal values of the Reynolds numbers

based on bed diameter and particle diameter, equal Froude numbers and solid to gas
density ratios. In addition the beds must be geometrically similar and have identical
dimensionless particle size distributions and sphericity. These conditions will be referred
to the full set of scaling parameters.

Several experimental confirmations of the full set of scaling parameters have been carried
out. Nicastro and Glicksman (1984), showed close agreement between the time resolved
pressure differences in a bubbling bed combustor at atmospheric pressure and a cold
model. With the full set of scaling parameters the scale model had linear dimensions of
the bed and the particles which were one quarter of the combustor. Fitzgerald et al.
(1983) showed qualitative agreement between two beds fluidized with different gases; the
disagreements were probably due to static electric effects. Newby and Keairns (1986)
carried out a validation of the full scaling laws using a bed of 200 micron glass spheres
fluidized with air at standard conditions and a geometrically similar bed of 100 micron
steel particles fluidized with pressurized air. They found close agreement between the
dimensionless bubble size and frequency for both beds. Glicksman et al. (1989)
presented results for the TVA atmospheric fluidized bed combustor; these results were in
close agreement with results obtained in a cold scale model designed with the full set of
scaling parameters. Chang and Louge (1992) were able to simulate combustors of
different bed diameters with a single experimental model by varying the composition of
the fluidizing gas. They also found that when the surface of the particle was treated to
yield artificially low friction factors, the behavior of the bed was altered. They conclude

that the friction coefficient should not be an additional scaling factor when ordinary
particles, without the special treatment, are used in the full scale and model beds.
Glicksman et al. (1991) carried out comparisons between a small circulating bed
combustor and a cold model constructed using the full set of scaling laws. For circulating
beds, a dimensionless solids flow rate must also be matched between the two beds. The
two beds showed close agreement. The wall roughness was found to exert an important
influence on the bed behavior; a dimensionless wall roughness must be included in the
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geometric similarity relationships for the model. Westphalen (1993) compared average
solid fraction profiles between a 2.5 MWt Studsvik combustor and a 1/4 scale model
using the full set of scaling parameters. Agreement was good, especially near the top of
the bed.

When constructing a model fluidized with ambient air, matching the full set of scaling
parameters results in an unique set of values for the particle density and diameter and for
the linear dimensions of the bed. To model an atmospheric combustor operating at about
8000C, the model has linear dimensions one quarter those of the combustor. By
simplifying the set of scaling relationships, it is possible to relax the constraint on the
dimensions of the model relative to the full scale bed. Glicksman (1984) identified a
viscous region, for small particles and low velocities, where the gas inertial effects are
negligible. Similarly, an inertial dominated region exists in beds of large particles at high
velocities where the gas viscous effects should be minimal. Modified criteria for the
applicability of these scaling relationships were later suggested by Horio (1990). In both
of these regions, the simplified scaling laws permit some flexibility in model design.
Horio et al. (1986) proposed a set of scaling relationships which differed from those
mentioned above. Glicksman (1988) demonstrated that Horio's set was identical to the
viscous limit for the full set of scaling laws. Roy and Davidson (1988) examined the
limits of the viscous region as proposed by Glicksman in bubbling beds at different
temperatures and pressures (see Table 1.1). They compared measurements of the major
frequency, maximum amplitude and standard deviation of the amplitude to determine
similarity. Most of their tests were carried out at a particle Reynolds numbers of 8 or
below. For tests at low Reynolds number they found that it was not necessary to match
the gas to solid density ratio and the particle to bed diameter ratio. Two tests carried out
at Reynolds numbers of 64 and 105, respectively, did not agree with companion tests
using the reduced set of parameters valid for the viscous limit. A single test carried out at
a Reynolds number of 33 did agree with companion tests; in this test the solid to gas
density ratio was also identical to the ratio for the companion tests.

Horio et al. (1989) derived a scaling law for circulating bed from consideration of the
core and annulus regions in a circulating bed. The resulting scaling law matched
superficial gas, particle velocity, and particle terminal velocity to the square root of the
linear dimensions. The particle size was determined to satisfy the terminal velocity
criteria. They built two scale models of a circulating bed combustor with linear dimen-
sions which varied by a factor of four. The two models exhibited reasonably good agree-
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ment with each other for vertical voidage distributions. The two models used the same
particle density and fluidizing gas conditions. Although equality of gas to solid density
ratio was mentioned as one possible scaling parameter, no attempt to match this
parameter between the model and the combustor was made. The solid to gas density ratio
for the models differ from that for the combustor by a factor of 5.5. Data was not
presented for the combustor; thus proper scaling between the cold models and the
combustor could not be verified. Ishii and Murakami (1991) compared two geometrically
similar beds using the same particle material and fluidizing gas properties, the scaling
was based on the parameters given by Horio et al. (1989). They found close agreement
in measured peak frequency, flow transition, and measurements made with a light
reflecting probe. Their peak particle Reynolds number was about 4.5.

Tsukada et al. (1991) compare the behavior of a circulating bed fluidized at pressures
between 0.1 MPa and 0.35 MPa. They maintained the particle diameter, the solids flow
rate and the gas velocity constant. They found similar results between 0.1 MPa and 0.18
MPa but found considerable differences at the highest pressure which they attribute to
exceeding an upper limit in Reynolds number or to a change in gas bypassing, their
highest value of Reynolds number was approximately 5.

The goal of the present study is the systematic identification and verification of a
simplified subset of scaling parameters. This subset should allow the scale model to
simulate much larger hot combustors. The development of a set of heat transfer scaling
parameters will also be undertaken. The heat transfer scaling will allow the bed to wall
convective heat transfer to be simulated and measured in a cold model.

Section 2 presents a rigorous development of the full set of scaling parameters. Section 3
deals with the simplification of these parameters. Section 4 describes the experimental
setups used to validate the varous simplified relationships. Section 5 presents the results
of attempts to scale CFB hydrodynamics using the viscous limit relationships. Section 6
presents the results of scaling using the simplified scaling laws with constant density
ratio. The simplified scaling laws were used to construct a small cold models of an
atmospheric and pressurized combustor, hydrodynamic comparisons are given in
Sections 7 and 8.
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Table 1.1: Runs Conducted by Roy and Davidson (1988)
RUNS AT LOW AND HIGH TEMPERATURES
Condition/Run A B C D E
Agreement with Run A - Yes Yes No Yes
ps (kg/m3) 2650 7100 7100 7100 2650
dp (x 106 m) 600 180 500 900 240
umf (m/s) 0.15 0.09 0.64 1.25 0.07
p (bara) 1 1 1 1 1
T (K) 1023 288 288 288 288
D (m) 0.135 0.045 0.045 0.045 0.045
uo (m/s) 0.78 0.45 1.0 1.6 0.43
umf/(gD)0. 5  0.13 0.14 0.9 1.9 0.11
Fr-(uo-umf)/(gD)0 .5  0.55 0.56 0.55 0.54 0.55
d/D (x 103) 4.4 4 11 20 4.2
pf/ps (x 104) 1.5 1.7 1.7 1.7 4.9
Re = pfuodp/tp 4.1 5.5 33 105 7.4
RUNS AT LOW AND HIGH PRESSURES
Condition/Run F G H I J K
Agreement with Run F - Yes Yes Yes No Yes
ps (kg/m 3) 384 2650 2650 2650 2650 2650
dp (x 106 m) 240 120 120 240 550 550
Umf(m/s) 0.02 0.01 0.02 0.07 0.09 0.14
p (bara) 1 6 1 1 6 1
T(K) 288 288 288 288 288 288
D (m) 0.28 0.1 0.1 0.28 0.1 0.1
uo (m/s) 0.27 0.16 0.17 0.32 0.24 0.29
Umf/(gD)0"5 0.01 0.01 0.02 0.03 0.09 0.14
Fr=(uo-umf)/(gD)0 .5  0.15 0.15 0.15 0.15 0.15 0.15
dp/D (x 103) 0.9 1.2 1.2 0.9 5.5 5.5

pf/Ps (x 104) 3.3 2.9 4.9 4.9 2.9 4.9
Re = pfuodp/g 5 8 1.5 4 64 12
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2.0 DERIVATION OF SCALING RELATIONSHIPS

2.1 Introduction

The full set of scaling parameters will be derived in this section. This will form the basis for

an initial set of simplifications to the scaling laws. With the scaling laws in hand, a review of

past work will be undertaken with particular emphasis on attempts to simplify the governing

relationships. Those readers not interested in the rigorous derivation of the full set of

scaling parameters should proceed directly to Section 2.12.

When the equations governing a particular phenomenon can be written, the most insightful

way to derive the scaling relationships is to non-dimensionalize the governing equations

(Kline, 1965). Thus, the equations reveal useful information even though they cannot be

solved in general.

2.2 Mixture Theory Equations

Mixture theories are based on the idea of interpenetrating continua in which actual material

points are no longer identifiable; the solid and fluid phases are both present at each and

every material point. The ideas of mixture theory can be traced back to that branch of
mechanics which calls itself rational; a complete account is given by Bowen (1971), with

more recent developments given in papers by Nunziato et al., (1986) and Passman et al.
(1984). Related ideas based on ensemble averaging can be found in Drew (1986). Let p,
V, P and T* be the true density, velocity, pressure and stress in the flowing composite. Let

0 be the solids fraction and E = 1 - 0 the fluid fraction. In mixture theory, equations of

balance are postulated for interpenetrating fields with variables 7f, Ts, vf, v,, Tf, T,, pf, ps,
where yf = pfe and ys = Ps) are partial densities. No algorithm is presented for computing

interpenetrating fields in the classical approach, say in the approach of Bowen (1971) or

Passman et al. (1984). Other authors, Anderson and Jackson (1964) and Drew (1983,
1986) notable among them, generate mixture theories from different kinds of averaging, but

spatial averaging is the most popular.

The classical equations of mixture theory for incompressible constituents are [Anderson and

Jackson (1967)]:

52



-t + v " Vy, +yfdiv vf= 0atf

at +v Vy,+y •div v=O

yf(-d, + vf Vvf =mf+yfbf+divTf

at+ +v' =m+yb+divT

(1)

(2)

(3)

(4)

(5)m, + m. = div S

where bf and bs are the body force per unit mass, m is the force of interaction between
constituents and S is an interaction stress. The quantities m and S are unknown. They are
basic quantities which need to be modeled in the theory.

Equations (1) and (2) can be written as

-t + div Evf = 0 (6)

a+ + div v, = 0 (7)

By adding equations (6) and (7)

div vc = 0 (8)

where

vc = evf + 4v. (9)

Equations (6) and (7) can be combined with (3) and (4) to give:

pa Vf + div (.,))v= mf + pfbf + div Tf
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a + div (+,v), = m, + pb, + div T, (11)

Equations (6), (7), (10), (11), and (5) are the basic system of equations for mixture theories.

23 Ensemble Averaging

Two-fluid equations for incompressible fluid-particle suspensions can be generated by

ensemble averaging. The techniques for doing this were set down by Saffman (1971) in his
study of flow through porous media and by Lundgren (1972) in his study of dense
suspensions and porous media, and in a review article by Drew (1983).

Define an indicator function

H 0xf = o i xisinthe solid (12)1 if x is in the fluid

and let ( ) designate the operating of taking the average. The average is over many identical

trials. Consider an experiment which is started at a certain time. At a later time and at a
certain place, we record the value of some flow variable. We repeat the experiment, wait the
same time, look at the same place and record again. After many trials we average the values
by summing and dividing by the number of trials, and we let N -* oo. In this manner, we
generate a function ( )(x, t).

Using the indicator function it can be shown that [Drew, (1983)]

(H)= E(x, t)= 1 - (x, t) (13)

and

(1 - H) = 1 - (H) = +(x, t) (14)

Since V(x, t) is the true velocity

(HV) (HV)
Vf(X t)=(H) (15)
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and an average solid velocity

V,(x, t) ((-H)V) ((-H)V)(16)((1 - H))

We define composite average and mass averages of any quantity f by

f,= (f) = Eff + f8  (17)

and

(pf) (pf)Efm = ( p) (18)
(p) EPr + +P.

The mass averaged velocity is

S(pV) pV,e + pV.(Vm= = (19)

Next note that H(x,t) is a material variable for materials which do not change phase, always
one following fluid particles, always zero following solids; i.e.

aH-i + V . VH = 0 (20)

Using this and div V = 0,

O= --- +V-VH = + div-HV (21)

a(H)
:ýt + div (HV) (22)

= -+ div EVf (23)
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Similarly, one can show

-- + div +V, = 0

These are the equations of mass balance assumed by mixture theory. It follows that

div V,c= 0

It can also be shown (Drew, 1986) that

ap+ div (pV)= 0Addressing the momentum equations, since

Addressing the momentum equations, since

H +(V V)H= 0
cg-- +, =,,

and div V = 0

we have the identity

HV + [V
at --•-

SV V a= V + div HVV·~]Y a Hat

The momentum equation for the fluid and solid is

P( at IV - VV) = pb, + div T*

Multiplying (29) by H and ensemble average, using (27)

pf(HV) +pfdiv (HVV) = (H div T*) + pfbfe

Differentiating by parts gives

(H div T*)= div (H T')- (VH T')

where
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(25)

(26)

(27)

(28)

(29)

(30)

(31)



VH = 6,(x)n, V(H) = (VH) = (6n) = V(x, t)

6,(x) is a one-dimensional Dirac delta-function across the solid-fluid interface and n is the

outward normal to the solid. Note that n T* = t is that traction vector at a point x, on the

interface. From the definitions of T ,

(HT') = T,;(x, t)

Using the above relations, equation (30) can be written as

pf(aVf +div (HVV) = div eT; - (s(x)t + pfb f

Using the same method, the momentum equation for the solid is

p,(-V, +div (HVV) = div T: - (br(x)t) + p~,b,

Assume that the fluid phase is Newtonian, then

T* = - P1 + 2D[V]

in the fluid; and the solid phase is a rigid body, for which

D[V]= 0

on solids; where

D[V] = I(VV + [VV]T)

is the rate of strain.

The stress for the fluid phase in mixture theory is given by Nunziato et al. (1986):

Tf= - pfl + 2sLD[vf]

(33)

(34)

(35)

(36)

(37)

(38)

(39)
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This differs from the fluid stress arising from ensemble averaging:

T,= ET; = (HT) =(I

= - EPfl + 2iL((H - 1

H(- P1

)D[v])

+ 2ILD[(Vl)

+ 2i(D[ V])

(40)

(41)

(42)

(43)

= - SPfl + 2LD[(v)]

where Pf= pf, (V) = Vc and

((H - 1)D[V]) = 0O (44)

because H - 1 is zero in the fluid and D[V] = 0 in the solid. The relation (D[V])= D[(V)]

used above is true because V is continuous, D[V] is uniformly bounded.

The stresses given by (39) and (43) are different because

D[v.] = D[evf + +v5]

is different from ED[vf].

In the modeling of multiphase flows of rigid particles, it is convenient to write

T' - P1 +

where P is the mean normal stress. The ensemble average of this is

T,=T:=- •+p1 + ((1 - H)

where it is assumed that Ps = Ps and

(45)

(46)

(47)
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P8= (1( -H)P) (48)

For dilute suspensions, it is normally postulated that r = 0 (Nunziato et al. 1986; Passman et

al. 1984; McTigue et al. 1986).

Using (43), (44), and (47), and rearranging the inertial terms, the following system of

ensemble averaged equations results:

+ div Ev, = 0 (49)

0 + div +v. = 0 (50)

Pfe (Vf + + piv (H(V - vf)(V - vf))= - V(spf)+ tV 2v - (6(x)t) + pfbfe

(51)

P v, +., v, + Vv) + p.div (H(V- v.)(V- v.))= - V(p)+ (6(x)t)+ plb, + div ((I - H)T)

(52)

The boundary condition between the fluid and the particle takes form in the traction vector

term in (51) and (52) and it is probably best not to combine the equations. Joseph and

Lundgren (1990) have shown - pdiv (H(V -v)(V - v,))+ (b(x)t)= m, and

- pfdiv (H(V - vf)(V - vf)) - (b(x)t) = mf. ms and mf are related through equation (5).

The existence of two fluid equations even when one of the fluids is solid is perfectly justified

by ensemble averaging. These equations, like other two-fluid models, are not closed and

methods of closure, or constitutive models for the interaction terms are required.
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2.4 Constitutive Relations

2.4.1 Particle Pressure

The simplest assumption one could make concerning the closure equation for the phase

pressure difference is to assume equal pressures. In this case, the model equation for the

two-phase flow system retain only one independent pressure field. Stuhmiller (1977) has

shown that this assumption leads to instabilities for initial-value problems in flows where the

phase velocities are not equal. The instabilities are a result of complex characteristic roots

imparted to the fundamental equation set by assuming equal pressures.

For the case of a particulate phase of spherical particles suspended in a fluid, Stuhmiller

(1977) and Prosperetti and Jones (1984) have investigated the local flow in the vicinity of an

isolated sphere, where their interpretations of the interface pressure account for the local

inertia of the flow. By considering the flow of an inviscid fluid around a sphere, Prosperetti

and Jones (1984) have proposed the following form for the pressure difference:

p1 - pf = - yf(vf - v,) 2  (53)

This expression indicates the solid-phase pressure is less than the bulk fluid pressure. This
assumption will lead one to calculate particle concentration profiles which contradict
experimental observations for 2-D, Poiseuille flow of a dilute suspension. Specifically, this

expression leads to a particle flux in the direction of increasing particle concentration
gradient (McTigue et al., 1986).

Ho and Leal (1974) showed that the local inertial effects are responsible for lateral particle
migrations in bounded shearing flows of dilute suspensions of spherical particles. If the

suspension is dilute, no contribution to the solid-phase pressure arises from particle

interaction forces. It is therefore reasonable to assume that the solid-phase pressure is due

to the local disturbance field created by the relative motion between a particle and the fluid.
This is the postulate made by Giveler (1987) to develop an expression for the relative

particle/fluid pressure. A brief description of his derivation is given below.

Giveler used the expression given in a paper by Chester and Breach (1969) to describe the

local fluid pressure on the surface of a spherical particle
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pp = - 3  di O (54)

where y is the normalized stream function of the inner expansion and r is the normalized

radial coordinate. The pressure difference in (54) has been normalized by the quantity

,Lf(Vf - V,)a and vanishes far from the body. Through terms of order Re,

V = Vo + Re V1, + ..., (55)

= (2r2 - 3r + )sinz (o) (56)

V = 3(2r'-3r + )sin2 (0)-3(2r2-3r + 1 -I + )cos (0) sin2 (0) (57)

The origin of the spherical polar coordinate system (r, 0, <) is fixed at the center of the

particle and the polar angle, 0, is measured counterclockwise with respect to the uniform

streaming fluid velocity. From (54)

p - Pf = - 1 + Re cos (0) + Re cos2 (0) + O(Re2log (Re) (58)

The first two terms on the r.h.s. of (58) are related to the pressure field calculated from the

Stokes expansion, while the third term accounts for the influence of inertia which enters the

inner expansion through the process of matching near and far field solutions in the overlap

region.

Giveler then defines the solid-phase pressure in the continuum sense to be, in part, the

average pressure experienced by a single particle and derived from the local disturbance

pressure field. This inertial correction may be obtained by integrating (58) over the particle
surface t,

p,- p, = -(p - pf)d = -Re + O(Re 2)  (59)

Note that it is only the third term on the r.h.s. of (58) which contributes to the interfacial

:yRBesZIQRI·~-LU-Y·~--L*l·~~



pressure through terms of order Re. This term is the first correction to the flow field close
to the particle from inertia. In dimensional form,

p = pf + 9(vf- ) (60)

Obviously this expression is only valid for dilute regions of fluidized beds and where
suspended particles are laege enough for Brownian motion to be unimportant. When the
dispersed, solid-phase contribution exceeds the dilute limit, particle-particle interactions
become important. To model these flows with multiphase mixture theories, researchers have
either defined (Homsy et al. 1980), or implied (Anderson and Jackson, 1967) the concept of
a collision pressure to account for the elastic interactions between the particles. The effects
are significant if the bed is less than fully fluidized. In other related work (Stiehadieh et al.,
1984) similar expressions are used for the interface pressure in attempts to model particle
contact forces in non dilute suspensions.

2.4.2 Steady-State Momentum Exchange Between Phases

In the solid-phase momentum equation, the vector-valued term ms must be defined. Assume
the interphase momentum exchange contains a steady state and time dependent term
(m, = m,, + m,(t)). Let

mI = ,(, -v,v - v,div Df, Df) (61)

where ms is the steady state portion of the momentum transfer to the solid phase. It is

known that each of the arguments of this function is objective. It is also usual to assume that
m,, is frame-indifferent (Passman et al, 1984; Bowen, 1971). It then follows that mii, is an

isotropic function, and subject to the representation given by Passman et al. (1984).

m,=a,o(v,- v.)+ atrD(v,-v) +a,(v-v) (62)(62)
+ o10div Df + p,1 tr Didiv Df + 1 oDfdiv Df

with each coefficient a function of 4. Assume that

tr Df = 0 (63)
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and that the coefficient functions are linear in 4. Then it follows from (62) that

ms,= a 1 (vf- v.) + a 2 Df,(vf- v.)+ • •div Df + P zDfdiv Df (64)

This is the equation McTigue et al. have assumed in their analysis of constitutive relations.
It arises as an exact second-order approximation to the general constitutive equation (61).
The first term is associated with the particle-fluid drag, the second with the Saffman lift force
(Saffman, 1965), the third with the Faxen force (Faxen, 1922), and the fourth with the Ho
and Leal lift force (1974). The forms of these terms are motivated by approximate solutions
to the Navier-Stokes equations for a finite rigid body in a fluid.

Define the general form of m,8

m, = +F(vf - vS) +2+G V - Df + pfV4 (65)

where the coefficient tensors F and G are linear isotropic functions of D;, from (64),

F = all + 2a2Df (66)

G = 811 + 2 2,Df (67)

The drag forces are characterized by the diagonals of F and G, diag F and diag G, while (F -
diag F) and (G - diag G) represent the lift forces. The last term in (65) represents the
buoyant force of the fluid on the particles. The coefficients al, a2, 11, and P2, depend on 4
and the invariants of Dr, and approach the low-concentration limit. As mentioned above, a,

can be identified with the drag force, a2 with the lift force due to interaction of the slip
velocity with the mean shearing analyzed by Saffman, 13 with the Faxen force, and 32 with

the lift on a single particle in plane Poiseuille flow resulting from counteracting forces due to
the interaction of the perturbation flow field near the particle with the mean flow velocity
gradient and curvature. This gives:

3(PfCD(vfV) (68)
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2 3(6.46) 2 (69)a 4 2trD) (69)

tI, -- T (70)

P2 -o - t- g2 (71)

where gi and g2 are functions which depend on the geometry of the flow. If the analysis of

Ho and Leal (1974) is used and axial velocity gradients are neglected:

3(6.46) y2R.
S-' - ' /  (72)

a Vf /2

2 3yfaD a G (y) - G2(y) (73)

Say-2

The forces on the solid are related to the forces on the fluid by

mf. = - m, + V - S (74)

It is known from Einstein's analysis that the fluid-particle interaction results in additional

viscous transport (Lin, 1970). So it can be assumed that

S = 24rID (75)

where il is an interaction viscosity, and D is the deformation rate of the mixture. When the

particles move with a velocity close to that of the fluid, as in Einstein's analysis, the mixture
shear stress is
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T = T - (tr T)1 (76)

where T: = T, + ,alp. (The above expression utilizes the result developed by Passman

(1977) who evaluated Truesdell's (1969) physical concepts to obtain the expression
T - pv ® v = . (T ,-pav, v.) for the mixture stress; see Passman et al. [1984] for a

complete discussion).

This expression results in the correct effective viscosity to within 0(+2) provided

ri =  (77)

2.4.3 Unsteady-State Momentum Exchange Between Phases

Additional forces on particles are due to unsteady flow effects. The first of these is the
virtual mass term. This force is proportional to the acceleration of the particle and, for small
particles, can be given as (Boussinesq, 1885; Basset, 1888):

1 d(vf-vP)

m,(t),,. ms = pIf dt't (78)

Basset also developed an expression which takes into account the fact that the interaction
force depends, not only on the instantaneous motion of the particle, but also on the
instantaneous fluid velocity in which it moves, which in turn depends on the complete history
of the particle's motion. This term is generally known as the "Basset", or more correctly
"Boussinesq-Basset" history term, and is given as:

mS(t)hor= -d9 d(vr-dv)j d )r (79)

The final force to be included is the force resulting from stress gradients of the fluid flow in
the absence of particles. The term defining the influence of fluid stress-gradients on the
particle is expressed in terms of the change in fluid velocity along its own trajectory (see
Maxey and Riley, 1983):
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o(v,)mB(t)d.ress = pf dt(80)

For typical velocities, particle sizes and fluid properties found in circulating fluidized beds,
the requirement of Re,, dp --* 0 implicit in Basset's derivation of the virtual mass and

history term does not hold. For example, a CFB operating at 800 OC with a mean particle
diameter of 250 pm, the Reynolds number is about 2.5. This indicates the advective terms in

the equation of motion cannot be ignored such that the problem reduces to one of unsteady
Stokes flow. Based on the work of Odar and Hamilton (1964), Berlemont et al. (1990)
modified the results of Basset to take into account non-small Reynolds numbers. Their
results give:

d(vf- v)
m(t),, = CAPf" dt (81)

t

3CrO [3
m,(t) ,2to =  ft

P:

(82)

The only difference between Basset's result and the Berlemont equation is the coefficients

CA and CH which take into account non-small particle Reynolds numbers. These
coefficients will be shown in Section 3 to depend on the bed Reynolds number and the bed
geometry. An evaluation of the appropriateness of equations (81) and (82) will also be
discussed in Section 3.

2.5 Non-Dimensionalization of the Two-Fluid Equations

For a turbulent flow there is no single set of scales but rather a continuous spectrum of
velocity and length scales which must be considered in any application of the mixture
equations of motion. In the core of a CFB or freeboard of a bubbling bed, the larger, more
energetic motions are more characteristic. In this case the length scale is D and the velocity
scale is u (Hinze, 1975). The corresponding time scale is D/ur.

Non-dimensionalizing equations (49)-(52) using these scales results in:
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+ div e•9 = 0

at + div v+, = 0

Sa-+ vf" VVf) + Dg
ulD

7 = -u~pf pfu.D

D+ + m- + psgD 4
Pf uF

The controlling dimensionless parameters which appear in (83)-(86) are:

p,. gD. Dm D m Pr f. P8pf 2 2 m fm, ,,,U
Pf u, pu, pfu, pu, pNu

The steady state terms in the momentum exchange term ms

D m, D
pfUE pful

al u,(Vf - V,)

+ fUTiO-div D

+ aZýDDf(Vf - V.)

U19

Utilizing the values of al, a2, 01, and 12 defined above, the dimensionless groups resulting

form equation (88) are:

3 D , 3(6.46)+
P C 2a f-V)+

+ 2 Re,,,DV

(Re., D)2 ,

Reu,

a V
FDf- 30 a DfV-Df OGI(y-G 2(D -ýLVP,70 (Y)0~9

ay 2

From (74) and (75),

mfi, =-ms + (90)7+ V-D.Reu-, D
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(85)

(86)

(87)

(88)

D ms,

-ýfU2

(89)
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The dimensionless time dependent forces on the particle are:

3t 2=- Re()C d V -V, dt

(91)

d(V, - V) DVf
CA di + di

The remaining terms in (87) are the dimensionless fluid and particle pressures. The

dimensionless fluid pressure can be dropped from the list since it is a dependent parameter.
The dimensionless particle pressure can be shown from (60) to be:

pf= p + (Vf - V,) (92)

From (87), (89), (90), (91), and (92), the governing dimensionless groups are:

c; Re., d; Re,•,D; Fru,D; CH; CA; CD (93)

2.6 Evaluation of Coefficients for Finite Reynolds Numbers (CH, CA, CD)

Expressions for CH, CA, CD are needed to complete the list of parameters given in (93). The
coefficients CA and CH are functions of an acceleration number defined as the ratio of
convective to local acceleration.

0.066CA = 1.05 Ac0.066(94)Acz + 0. 12

CA = 2.88 + 3.12 (95)
(Ac + 1)

This number was used by Iversen and Balent (1951) and Keim (1956) who derived it by
dimensional reasoning alone. If the local length and velocity scales are on the order of the
eddy length and the fluctuating velocity, and convective length and velocity scales are L and
uC, the acceleration number scales as:
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Ac = f(lau)~ L 2.73f RL (96)

where the single phase pipe flow correlations of Hinze to estimate u,, the eddy length scale

(le) and the fluid fluctuating velocity (urms) were used. For typical fluid bed operating
conditions, f (the gas friction factor) is about 0.04. Hence, for moderate to large aspect
ratios, the acceleration number will be small resulting in the coefficients CA and CH tending
toward their constant limit of 1/2 and 6, respectively. For conditions where the acceleration
number is not small, CA and CH will depend on the bed geometry and the bed Reynolds
number.

Some words are appropriate at this point concerning the form of the Boussinesq-Basset
history term described above. In general, corrections of the form introduced by Odar and
Hamilton (1964) and Berlemont et al., (1990) are not valid. This because the entire
integration kernel associated with the Boussinesq-Basset history term changes due to the
non-linearity of the system with velocity oscillations in the free stream and finite Reynolds
numbers. The integration kernel decays at a greater rate than the classical behavior of
(t- -) for longer time scales (Mei and Adrian, 1992; Mei et. al., 1991b; Lovalenti and

Brady, 1993a,b,c).

Recent investigations into a more exact form of the hydrodynamic forces in unsteady motion
have indicated that the hydrodynamic force will also depend on a Strouhal number. If the
characteristic time scale is D/uT, the Strouhal number scales as dp/D. If the characteristic
time scale is , the Strouhal number scales as Re,,.dp*

Ult

Neither time scale introduces additional dimensionless parameters. Therefore, while not
strictly valid for long time scales, the use of (82) provides a good approximation of particle
motion without the loss of any dimensionless groups.

The drag coefficient CD for dilute flows is generally written in terms of a Reynolds number
based on particle diameter and terminal velocity. For example Clift et al. (1978) give:

CD= 1 + 0.15Re687 (97)D =Reu,, dp
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2.7 Governing Parameters in Core Region of a CFB

From (93)-(97), the governing parameters are

Pf"; Reua,dp; Reu,,D; Fr.,D; bed geometry (98)

If relationships of the form for single phase flow are valid, the shear velocity is of the

functional form

S fnc (99)

the list of governing parameters can be rewritten as

P;S Re o, d"P Re.,,; Fr ; bed geometry (100)

The Reynolds number based on particle diameter and relative velocity does not need to be
included in the list because it scales with the Reynolds number based on terminal velocity
(ut) and particle diameter if

Ure, - Ut  (101)

The terminal velocity based Reynolds number (Re,, dp) is a function of only the Archimedes

number which can be written as a combination of dimensionless parameters included in

(100)

\ Re )
Ar = )R r(102)

Equation (100) shows that the governing dimensionless parameters of the two-phase

equations of motion as derived using the dilute limit ensemble averaging method above are

identical to those derived using the spatially averaged Anderson-Jackson equations [see

Glicksman et al. (1994)].

For most fluidized beds, the ratio of the fluid to solid density is very small. This allows one
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to ignore the added mass term and the term representing the influence of the fluid stress-
gradients on the particle. Moreover, the Faxen forces give rise to a relative motion scale of
d~u,D--, which is very small in fluid bed applications. This permits one to neglect the Faxen

forces. However, even with these simplifications it can be shown that the governing
dimensionless groups do not change. In fact, even when all terms except the drag, temporal,
and gravitational are ignored, the set of dimensionless groups does not change.

2.8 Governing Parameters Near the Wall of a CFB

Near the wall of a fluidized bed the fluid-particle drag becomes a function of the particle to
wall distance. The presence of a wall will increase the drag coefficient of the particle as
compared to that in the case of unbounded flow (Faxen, 1923). To account for this effect,
modifications to the drag force of the form determined by Faxen (1923), Brenner (1961),
and Maude (1961) can be used. Faxen's expression of the correction to the drag on a small
sphere in the direction parallel to the wall, Ex, is a function of dp/Y. Y is the particle to wall
distance. Brenner (1961) and Maude (1961) independently determined the modification to
the drag force for a small particle moving normal to the wall Xr, It was also found to a be a
function of dp/Y (see equations 104a and 104b).

Near the wall neither the bed diameter nor the boundary layer thickness is a suitable length
scale. Since the flow there is determined solely by ur and v, the proper length scale is v/uT.
The velocity and time scales are ui, and v-, respectively (Hinze, 1975). The dimensionless

UT

governing parameters are now

P. g. m; v m P; P (103)
Pff u pfu ,fuz  pfuT PfUT

The steady state terms in the momentum exchange term ms

vm 3(Re. - 3(6.46) ) 1 -
=m P ld)eud V( f- V.) + Reuu, d ,- (vf- .)

.1 (104)

+7V 3+- (Re d)R).Re D)DfV

I
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45d 14d,
256 2Y 16 2Y)

(104a)

(104b)X,= 1 + + 82Y

where

= fnc(Re, d.)

From (74) and (75),

Rif = - m + 7)V Dm,

The dimensionless time dependent forces on the particle are:

i,(t) 3 R (c, ft-1C H d(vf - V,) d~ .+
m(t) = - Re,, a)'CH d (i-, )

d(vf -v) Dv,
CA di + dt

(105)

(106)

The remaining terms in (103) are the dimensionless fluid and particle pressures. The

dimensionless fluid pressure can be dropped from the list since it is a dependent parameter.

The dimensionless particle pressure can be shown from (60) to be:

p = p, + 9,- ,)

From (103)-(107), the governing dimensionless groups are:

P Reu,,dp; Re.,,D;Fr,D; CH; CA; CD

(107)

(108)

Note that
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gt=( 1 (109)
pfuM I Re, dpFru, dp

As discussed earlier CH, CA are nearly constant for conditions found in fluidized beds. For

conditions where they are not constant, they only depend on bed geometry and bed

Reynolds number. CD depends on the Reynolds number based on particle diameter and

terminal velocity, which in turn depends on the Archimedes number. Hence, the set of

dimensionless groups which govern particle hydrodynamics in the near-wall region is

identical to those governing particle motion in the core, namely

Pf ReU., d; ReUo,D; Fru.,D; bed geometry (110)

If the Faxen terms, Boussinesq-Basset history term, added mass term, the term representing
fluid stress gradients on the particle, and the Saffman and Ho and Leal lift terms are ignored,

the governing independent parameters do not change.

It should be noted that in general the particle fluid drag will also be a function of particle
sphericity and bed voidage [Wen and Yu, (1966); Ganser (1993); Barnea and Mizrahi,

(1973)].

Fdg = f(e)g(+.)d'pf(vf - vjvf- v, (111)

The inclusion of f(s) and g(.,) in the drag term extends the analysis to include non-

spherical particles. This results in the particle sphericity being added to the list of

parameters in (100) and (110).

2.9 Boundary Conditions

At the bottom of the column, pf = Po and

v,(x,y,O,t) = i (112)

Also at the bottom of the column
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v,(x,y,0,t) = i (113)

At the side walls the gas velocity is zero and the solid velocity is parallel to the wall. .

Non-dimensionalization of the boundary conditions yields a dimensionless pressure at the
distributor 2 along with

pu,

Vf(X,y,O,t) = 1i (114)

v( ) = i (115)

and

Vf(X,O;1,Z,t) = f -V(X,O;1,Z,t) = 0 (116)

The dimensionless pressure P can be ignored when the fluid velocity is small compared to

sonic velocity or the absolute pressure does not change enough to influence the thermodynamic
properties of the fluid.

From (100), (110), (111), and (114)-(116) the controlling dimensionless parameters are

; Reud Reu,D;Fr.,,,; Gs; ,,; bed geometry (117)

This is the result obtained by Glicksman et al. (1994) using the spatially averaged equations
of Anderson and Jackson.

2.10 Development of the Scaling Laws Using the Single Particle Equation of Motion

In dilute regions of CFB's and in the freeboard of bubbling beds, gas/solid hydrodynamics

may be best represented as individual particles interacting with a turbulent fluid. If this is the
case, the assumption of a continuum for the mass of particles in the bed implicit in the
Anderson-Jackson equations of motion will not be valid. Additionally, ensemble averaging
may not be appropriate in that it may lead to correct but irrelevant statements, like "the
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average density of the bed is fairly dilute." To investigate the governing hydrodynamic
parameters of a particle suspended in homogeneous or wall bounded turbulence, the
equation of motion for an individual particle will be written in its entirety. The equation will
be non-dimensionalized to determine the controlling dimensionless groups.

A particle suspended in a turbulent fluid responds to the random fluid velocity. Calculations
presented in the literature relating the turbulence characteristics of particle motion to the
turbulence characteristics of the fluid have been based on Tchen's (1947) equation of motion
or on Maxey and Riley's (1983) equation. These relations include the effects of the Stokes
drag, the body force, the Boussinesq-Basset history force and the forces due to added mass
and local fluid acceleration. Faxen terms which account for local curvature of the velocity
field are also included in Maxey and Riley's equation.

2.10.1 Core Region of a CFB or Freeboard Region of a Bubbling Bed

In the core region of a CFB or freeboard of a bubbling bed where particles are far from the
wall, the turbulence can be approximated as unbounded and homogeneous. Maxey and
Riley gave the following equation of motion for a sufficiently small spherical particle
suspended in unbounded homogeneous turbulence:

6adP a dt6Pa(p, - pr)g - 3 (id( v - V 2P - 4dVPv

2 P((t-0)1

1 3d3L dd V l f -+x 1 3 Dvfp
- 1ad p vP - vf - dV ] v 3Cd+Pj+ dP

The Eulerian fluid velocity at x is denoted by v,(x,t) and the Lagrangian position and velocity of
the particle are denoted by r(t) and v,(t) respectively. The fluid velocity seen by the particle is

Vf = vf(r(t),t). It assumed to have zero mean, or the coordinate system is assumed to be moving

with a mean fluid velocity that is uniform in space.

Terms on the r.h.s. of (118) are the gravitational force (minus the buoyancy force), the Stokes
drag, the Boussinesq-Basset history force, the force due to added mass and the force resulting
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from the stress gradients of the fluid flow in the absence of a particle. The added mass term is
expressed in terms of the time derivative seen by the particle as it moves through trajectory d/dt.
The term defining the influence of fluid stress-gradients on the particle is expressed in terms of the
change in fluid velocity along its own trajectory.

The validity of the Maxey-Riley equation of motion is subject to the following limitations:

d v,-vf
S<1 (119)

d u2
" < 1 (120)Dv

d

-<1  (121)

For typical velocities, particle sizes and fluid properties found in fluidized beds, the last two
inequalities certainly hold. However, the first inequality may not be satisfied. For a CFB
operating at 800 oC with a mean particle diameter of 250 pm, the left hand side of the inequality is

about 2.5. In other words, the particle Reynolds number based on relative velocity is finite for the

particle flows found in fluidized beds. This indicates that the advective terms in the equation of

motion cannot be ignored such that the problem reduces to one of unsteady Stokes flow - as
mentioned above. Based on the work of Odar and Hamilton (1964), the Berlemont et al. (1990)
modifications to the Maxey-Riley equation to account for non-small Reynolds numbers discussed

earlier gives

1 dvpC1 V -V d VP - Vfp "• Vp,,Vfp)V,--dVf6 Pd dt 6d((p,- pf)g2 Pf3C1Dd ( 2

- d CHJ [ 1- d2Vl V2 ] ITd (122)
4p -- =V f--(7 v (t - -

-• pf- dt [ 1' 4 V fpl D vfp

The only difference between the Maxey-Riley equation and the Berlemont equation is the
coefficients CD, CA, and CH, which take into account non-small particle Reynolds numbers and
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particle acceleration. CA - ,C -6, and C - 24 for flows where the Reynolds numberReu,,dp

based on particle diameter and particle/gas relative velocity along with the particle convective
acceleration approach zero. This limit results in the Maxey-Riley equation. The same reservations
concerning the form of the Boussinesq-Basset history term discussed above apply here.

Many effects have been neglected in the modified Maxey-Riley equation. The sphere is assumed

to be isolated and far from any boundary so that the particle-particle interactions and particle-

boundary interactions can be excluded. This requires that the distance to the nearest particle or

boundary is much larger than the particle radius. Effects of particle rotation and lateral forces due

to the shear of the undisturbed flow are also not included. In addition electrostatic forces are

ignored. These forces will be discussed below.

As discussed above, in the core of a CFB or freeboard of a bubbling bed, the length scale is D and
the velocity scale is u,. The corresponding time scale is D/ur. The dimensionless form of the

single particle equation of motion is then:

(VdRe2 ) V -dVp (p8-pfgD 3CD(D)(pf V- 1VdP2v V2dt P s ud P. 4 dp)d• " p pfp 2 4 D 2  *f (V-P23i (e ) ()( dt (123)to

(_) [ p )Dpf3CH(Re VfP - -±Vr2 VPj_+(i p d

The controlling dimensionless parameters whichappear are:

C D C; C R+ (p, d D2i (124)

From the first term and last term, the density ratio and Froude number based on bed diameter and

friction velocity must be constant for similarity. Since CD is a complex function of Reynolds

number based on particle diameter and relative velocity (assumed to be equal to the terminal

velocity), (Ren,,dp) must also be constant. From the second or the fifth term, the ratio of bed to

particle diameter must also be included as a governing dimensionless group. Finally, the third
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term requires that the Reynolds number based on bed diameter and friction velocity must also be

constant. Referring to the dependence of CA and CH on the bed geometry and bed Reynolds

number discusses above, the set of dimensionless parameters can be written as:

T; Reu,,dp; ReU, D; Fr,,D; bed geometry (125)

which can then be written as equation (100)

; ReuDdp; Re ,;Fr,..D; bed geometry (126)

Neglecting all terms except the gravitational and drag terms does not change the controlling

dimensionless groups. This is in agreement with the ensemble averaged equations.

2.10.2 Single Particle Equation of Motion Near a Solid Boundary

Near the wall of a CFB, the lift forces associated with shear of the undisturbed flow may become
important. In addition, the fluid-particle drag becomes a function of the particle to wall distance, as
discussed above. It is important that these forces be scaled properly when evaluating phenomena
very near the wall of the fluid bed. For example, bed-to-wall heat transfer may be a function of
this force.

Near the wall of a fluid bed the flow is determined by u, and v, the length scale is v/ur. The
velocity and time scales are ur and -, respectively. Using these scales the equation of motion

uI,

yields:

dp P( P v 24)(f)(VP v- --Id p)1 12 Vp -

"-1•'R e  P dtd  (24vv(i)) (127)

Nc~ Vp CA 1- dVu Vf2 V fp + ( + fn Sla=+ f HO a lal-- V ) di 40 V Pv s

where (see equations 104a and 104b)
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, fnc(Redplu) (128)

The governing parameters for the near wall equation are:

;fU 1 uReP,,,d '  1(ReudCA; Reu, d-~) Qf C  
a ; na Ho H&L

,

,Pf UED dPf CH fs• PD, • H&

(129)

Saffman's lift force (1965) and a wall induced lift of the form of Ho and Leal (1971) yields two
additional dimensionless terms:

3(6.46)nsfm+ "  rIH&L = •(d)Re ,d-p v )-

S(130)

- 3(Reu, d)(Re, D)DfV D, Re1 )-o G(y)- Gz(y)
(Reu,, D) fyD

The independent dimensionless parameters are

T; Re., dp; Re,D.; Fru,,D; CH; CA; CD (131)

Note that

91 =Re 1 (132)
MfUIT eU, dpru, dp

As discussed earlier CH, CA are nearly constant for conditions found in fluidized beds. For
conditions where they are not constant, they only depend on bed geometry and bed
Reynolds number. CD depends on the Reynolds number based on particle diameter and
terminal velocity, which in turn depends on the Archimedes number. Hence, the set of
dimensionless groups which govern particle hydrodynamics in the near-wall region is
identical to those governing particle motion in the core, namely

T; Re,,dp; Re,, D; Fro, ,; bed geometry (133)
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If the Faxen terms, Boussinesq-Basset history term, added mass term, the term representing

fluid stress gradients on the particle, the Saffman and Ho and Leal lift terms are ignored, the

governing independent parameters do not change.

The inclusion of f(e) and g(+,) in the drag term [Wen and Yu, (1966); Ganser, (1993);

Barnea and Mizrahi, (1973)] extends the analysis to include non-spherical particles. This

results in the particle sphericity being added to the list of parameters.

2.10.3 Boundary Conditions

A particle with location y(t) in the flow field is required to satisfy the following boundary
conditions:

v,= v, x x - y(t)] on the particle (134)

u i x - y(t)vf(x,t) = as - -y00 (135)

G,(t)i
v, = as y(t) -*0 (136)

vxt) = as y(t) -L (137)

where Q is the angular velocity of a particle.

The initial condition is set such that the particle velocity is zero as it enters the flow field, and
the disturbance field is zero before t = 0.

v(x,0) - v(y(o),o) - dV O (138)

Assuming that particle rotation is negligible, the non-dimensional form of the boundary
equation is:

Vf = Vp (139)
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V,(x,t = as -cpd --,oo

IVP asy vi)s-.'0

v,( ,U) = as y(i)-L

(140)

(141)

(142)

For fluidized beds, the Faxen force contribution to the initial condition can be dropped
resulting in

v,(x,o) - Vy(0),o) =0 (143)

The controlling set of dimensionless groups

motion and boundary conditions is then

Pf;Reud; Re*UD; Fr*,D; G +,;P- 3 'ReP..O

which result from the single particle equation of

bed geometry (144)

This set is identical to the set resulting from the ensemble averaged equations presented above and

spatially averaged equations of Anderson-Jackson as scaled by Glicksman et al. (1994).

2.11 Other Forces

2.11.1 Brownian Movement

For very small particles, individual gas molecules may displace the particle by a significant
amount. This type of motion is presented in detail in Fuchs (1964) and Green (1957).
Particles will move an rms displacement g2 due to random molecular collisions after time t:

2= 2kTt
3Xpdp (145)

where T is the absolute temperature of the gas and k is Boltzmann's constant.

For a combustor operating at 1100 K with 200 micron particles, the rms displacement after
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100 seconds is on the order of 1 x 10-11 m2.Clear Brownian movement is insignificant in

fluidized beds.

2.11.2 Magnus Effects

Particles subject to a gas undergoing shear tend to rotate. For a fluid with a velocity gradient

dv, the angular rotation of a particle considered to be a small fluid element in the fluid is
dy'

(Kay, 1957)

- idv= (146)

This rotation gives rise to a Magnus force of the order (Owen, 1969)

FL = pfvf- V )d3dv--f (147)
PJ pdy

which is trivial for flows encountered in fluidized beds.

2.113 Van der Waals Forces

The van der Waals forces between molecules were first derived theoretically by London

(1937). According to his theory, the interaction energy between two molecules is

C,
V,, = - - (148)

where Css is the London - van der Waals constant in Jm6, which depends on the nature of the
interacting molecules. F is the distance between molecules. Rietema (1993) has used the

empirical expression for the interaction potential between molecules of Lennard-Jones

(1937) and integrated it over all molecules in the particle according to Hamaker (1937) to

derive an interaction potential between identical particles:

Um= -A 1 + 6 (149)

where A is the Hamaker constant, d, is the equivalent diameter of contacting particles, r.s is
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the molecule parameter, and z is the smallest distance between particles. The net force
between particles in dimensionless notation was found as (Rietema, 1993)

12F~,= 1[- ] (150)

where V = /rss.

For most solids A w 10- 19 (Visser, 1972), and 4 is a maximum at = 0.6368. Figure 2.1

shows the ratio of the cohesive force with the weight of the particles using glass beads (Ps =
2540 kg/m 3) of the same diameter. In this plot an average value of rs and zm (rss = 3.5 x 10-
lom, zm = 2.23 x 10-10 m) recommended by Rietema et al. (1993) was used.

Figure 2.1
Dimensionless Interaction Force as a Function of the

Dimensionless Particle-Particle Distance
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It is clear that cohesive forces may play a large role in determining bed hydrodynamics for
small to moderate sized particles which are closely packed. Rietema et al. (1993) note that
many particles are not smooth but have rough surfaces with many protuberances which
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determine the contact area. The correct cohesion force is then the cohesion force per
asperity and the diameter of the asperity should be used in determining Fp (most asperities
have radii of curvatures less than 0.1 microns). This reduces the calculated cohesive force
significantly. The cohesion force is therefore a strong function of the surface structure of
the particles. Figure 2.2 shows the ratio of cohesion to gravity forces for glass particles as a
function of particle diameter when the cohesive forces are based on the particle diameter and
an asperity diameter of 0.1 microns.
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Figure 2.2
Dimensionless Interaction Force as a Function of

Particle Diameter

Particle Diameter, microns

For closely packed particles it is necessary to match the particle size distribution, and the

particle surface structure to ensure similarity of the cohesion forces. This is obviously not

desirable from a scaling perspective because it is difficult to ensure similarity of surface

structure between the target and scale beds. For beds which are not closely packed, cohesion

forces become less important. Figure 2.3 depicts the ratio of cohesive to gravitational forces

as a function of z.
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Figure 2.3
Ratio of Cohesive to Gravitational Forces as a

Function of Distance Between Particles
I-vv
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An increase in the smallest distance between particles drastically reduces the cohesion force.
Because of the strong dependence of the cohesion force on z and the particle surface
structure, it is not clear how sensitive a bubbling bed would be to differences in this force. It
is not anticipated that circulating beds would be sensitive to cohesion forces due to the large
voidages throughout the bed. Litka and Glicksman (1985) conducted a study to determine
the effects of interparticle forces on large particle bubbling fluidized beds. They compared
the behavior of beds fluidized with two kinds of particles with identical properties save one.
In one test, the particles of the same density, size, sphericity but different coefficients of
restitution were compared. In the second series of tests, smooth and frosted glass particles
with two different coefficients of sliding friction were compared. In each series of tests,
beds with two different particles were found to have the same bubble frequency and size at a
given height and uo - umf. The bed also exhibited identical vertical particle dispersion,
measured by following heated particles within the cold bed. The only exception was the
particle with the higher coefficient of friction which exhibited a modest increase Emf and umf.

Since van der Waals forces involve short range interactions, changes in the roughness
should produce different contact profiles and noticeable changes in bed behavior if such

1
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forces are important. The lack of substantial observable effects suggest the contrary

conclusion for modest or large particles.

Change and Louge (1992) carried out scaling tests in a circulating fluidized bed. They

found that coated glass powders with an artificially low surface friction and possibly a

different coefficient of restitution gave a substantially different vertical solid density

distribution in the column than a bed of common glass powder. However, the authors

conclude that for typical materials with friction coefficients larger than the specially treated
powders variations of friction coefficients are expected to have only a minor influence on
fluid mechanics.

Most available evidence suggests that particle mechanical properties related to van der Waals

forces can be omitted. Because of uncertainty in determining rs, and z, additional study is

clearly needed to quantify the effects of van der Waals forces on both bubbling beds and in

the bottom sections of circulating fluidized beds where cohesion forces are more likely to be

important.

2.11.4 Particle-Wall Collisions

The frictional pressure drop due to the particles will depend on the nature of wall/particle

impacts. Parameters which must be included to take into account these collisions are the

coefficient of restitution of impact between the particles and wall, particle surface

characteristics, and bed wall roughness. The Chang and Louge study cited above has

indicated that this effect will be minimal for materials used in fluidized beds and scale

models. This is consistent with the results of Glicksman et al. (1991).

2.11.5 Particle-Particle Collisions

In the stability analysis of Jackson (1963), a particle inertia was included along with a drag

force of the form

D = 3(n.)(r - v,) (151)

where P3(np) is a function of number density, vf is the mean fluid velocity, and v, is the

mean velocity of the particle phase. Jackson's development resulted in the conclusion that

the homogeneous state of a fluidized bed is unstable. The continuum theories of Didwania
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and Homsy (1982) and Batchelor (1988) include particle interactions which are incorporated
into a "particle pressure" and particle diffusivity to obtain criteria for the stability of
homogeneously fluidized beds. The particle pressure, similar to the kinetic theory of gases,
relates to the rms of the fluctuating velocities of the particles (Koch, 1990; Jenkins and
Richman, 1985).

Kumeran and Koch (1993a, 1993b) have developed velocity distributions for bidisperse
particle-gas suspensions in the limits where the collision time is small compared with the
viscous relaxation time and where the viscous relaxation time is small compared with the
collision time. Their evaluation assumed a suspension of particles settling in a gas in the low
Reynolds number limit. In this limit, the drag force on the particles is a linear function of its
velocity. It was also assumed that the drag force was independent of the volume fraction of
particles. These simplifications allowed for the incorporation of the collisional interactions
in a detailed fashion. While these limits do not strictly hold in fluidized beds, the analysis
does provide an understanding of the effect of collisions on velocity fluctuations and
provides insight into the dimensionless groups which govern the influence of collisions on
fluid bed hydrodynamics.

The time between collisions is related to the radius, number density and fluctuating velocity
of the particles by [Kumaran and Koch (1993a)]

1S= 1 , (152)
npg3rd Pvm

where t,j is the time between successive collisions of particles of species i with particles of

species j, v' is the magnitude of the fluctuating velocity of the particles and dij is the sum

of the radii of particles of species i and j. The rate of energy dissipation is inversely related
to the viscous relaxation time tvi, which is the time it takes for a particle to reach its terminal
velocity:

mi
t- = (153)ti6ndpig

when -,m < u - u, the ratio of the collision time scale to the viscous relaxation time is

tv-•i = ~~rdpVpm (154)
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This ratio is proportional to St(1 - ) , where St is the Stokes number defined as

St = (6d (155)

When the fluctuating velocity is of the same order as the difference in terminal velocities of

the particles the collision time is

t 1 (156)
npd ((u O - uO)

so that the ratio of collisional to viscous relaxation time is proportional to St (1 - E).

When the collisional time scale is much smaller than the viscous relaxation time scale, a

particle does not experience significant viscous deceleration between successive collisions.
By neglecting deceleration in the leading-order approximation, Kumaran and Koch (1993)
showed that the distribution functions for the two species are the Maxwell-Boltzmann

distribution with equal mean velocities. Balance equations for three moments of the

fluctuating velocity were then derived using a slightly perturbed form of the distribution
functions and these were solved to give the mean and mean-square velocities.

From the balance equations and the collisional rate of change of velocity moment

expressions, the dimensionless groups which govern particle collision impacts on bed

hydrodynamics are:

tC. tvi tcln mpk . u (157)
t, ' t, .tc mp + mpk U

or

S; St; ; nid ' nd (158)

Fore the same density particles within a bed, the independent dimensionless groups are
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and particle/wall collisions is small requiring one to only match the particle size distribution

and the Stokes number to adequately take into account particle collisions.

2.11.6 Electrostatics

In studies which discuss the problems of scaling two-phase gas/solid systems, static

electricity is often cited as a potential source of error. Fluidization is characterized by the

continual contact and separation as well as frictional contact between the particles in the

system and between the particles and other parts of the fluidizing equipment. When two

surfaces are brought into contact, a separation of opposite charges takes place so that, on

separation of the surfaces, an equal and opposite static charge resides on the two surfaces.
Therefore, the main requirement for static electrification is the making and breaking of
surface contact. Unfortunately both the mechanism of electrification and the laws which
govern it as they apply to fluidized beds have not been thoroughly investigated. In this
Section, the fundamental dynamics of electrostatically charged particles will be presented and
the impact of electrostatic charging on fluid bed hydrodynamics will be discussed.

The motion of charged particles in electrostatic fields has been studied by several
investigators (Kraemer, 1955; Ranz, 1952; Soo, 1964a,b; Chen 1970). The force on a
particle moving in a magnetic field simultaneously with an electrostatic field is given in many
fundamental physics texts

F = q(E + v, x B) x V(p" E) (160)

where q is the charged carried by the particle which has an electrostatic dipole moment p.

2.11.6.1 Electrostatic Forces Between Particles

The case of a spherically symmetric cloud of charged particles has been studied by Soo

(1964a,b) and Cheng (1970). Using a Lagrangian frame of reference, equation (160)
reduces to

dv, 8pEm - = qE + p (161)
where v is the particle velocity in the radial direction.r

where vpr is the particle velocity in the radial direction.
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Equation (161) neglects any hydrodynamic interaction between the particles and the carrier
gas. The first term in (161) is the normal coulomb force on the particle and second term
arises from the dipole moment. E is given by Gauss' law

E == ~rt f4arnqdr 4E2M (162)

and

M,= j4ap,(1 - )npr'dr (163)

in a cloud of equally charged particles. The dipole moment is (Soo, 1964a)

M 3(K- 1)P= E0 oE (164)
PS (K+2)

K in equation (164) is the dielectric constant. Substitution of equations (162), (163) and
(164) into equation (161) gives

dvPr 1 2 M r 12 (K - 1)'q 2 M1(((4 )r (165)
dt EI(n) 2M p (K + 2) 1m (4))'ri

where Mr = Mr (R) at t = 0 where vpr = 0.

In general the force due to the dipole moment can be neglected since the ratio of this force to
the coulomb force is

-=4 •1•K -1 ) (166)

which for low dielectric constants results in

91



dpk and St which are equivalent if the dimensionless particles size distribution and the

Stokes number are held constant between beds.

Additionally, if collisions are not perfectly elastic, the coefficient of restitution , e, must be
included.

In the limit where the viscous relaxation time is much less than the time between collisions,
particles relax close to their terminal velocities. Kumeran and Koch (1993b) evaluated this

limit by performing a perturbation analysis in the parameter a = << 1 about a base

state in which all the particles settle at their terminal velocities.

From the steady state balance equations, the momentum equations, and the energy equation,
the governing dimensionless groups are:

tvt te 2 tri. mpk u . (159)
tvi tJt tvl mpi,+ mpk' Utj

which are equivalent between beds when St, the particle size distribution, and e are the same.

The above analysis suggests that the dimensionless particle size distribution, Stokes number
and coefficient of restitution should be included in the set of dimensionless parameters if
particle collisions significantly affect bed hydrodynamics. This is true in the limits where
the viscous relaxation time is large compared to the time between successive collision, and
when the time between successive collisions is much larger than the viscous relaxation time.
This result supports the suspicions of Scharff (1978) that the dimensionless particle size
distribution and particle elasticity must be matched along with the hydrodynamic parameters
to achieve similarity in the solid pressure term.

For a CFB operating at 12 atmospheres with particles of mean size 200 microns and density
2600 kg/m3, the ratio of viscous relaxation time to the collisional time scale is of order one
when the bed solid fraction is about 0.005. This indicates that one cannot ignore particle
collisions out of hand. The Litka-Glicksman study (1985) and the Chang-Louge (1992)
study mentioned above indicate that the overall effect of not matching the coefficient of
restitution in the range of materials used in fluid bed and scale models will not significantly
affect the bed hydrodynamics. It may be that the effect of e on collisions between particles
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Fd (K- 1)(1- E) (167)

and for high dielectric constants results in

Fd =4(1 - ) (168)

both of which are small in CFB's.

So the equation of motion for electrostatically charged particles can be written as

dvt I n q - 1- e)r2dr (169)

Non-dimensionalization with dp and uo gives

dVpr d•( q )2 -).
2dr (170)

=t u2I(1 - Ofd (170)

The governing dimensionless parameter for similarity in a cloud of electrostatically charged

particles is then

Es- = (171)

If electrostatic charging is significant, the bed must be controlled such that the charge carried

by the particles can be adjusted to keep this parameter constant between beds.

2.11.6.2 Charged Particles Near the Wall of a Fluidized Bed

For small particles near the wall of a CFB, the electrostatic force due to mirror charging may
become important. The particle acceleration due to mirror charging is given by Boothroyd

(1971) and Johansen (1991).

VE q(172)
tp- tp12C2EoPdpy 2 (
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where VE is the electrostatic drift velocity, q is the particle's electric charge, Eo is the electric

permittivity of a vacuum, y is the distance between the wall and the orgin of the particle, and
tp is the Stokes relaxation time. If the particle and the wall are made of poorly conducting
materials, the electrical permittivity for the wall and the particle material must be introduced
(Hesketh, 1977).

The dimensionless drift velocity can be written as

V = Mi (173)
V=Red o, Re

where the dimensionless group Mi which represent mirror charging is

2 2

Mi = q uO (174)12N2eSot0 v3

Therefore,

V, = Es Redp,u••( Red,. 2 (p) (175)

Particle dynamics due to both interaction between electrically charged particles and mirror

charging between walls and particles are governed by the parameter Es when the

hydrodynamic parameters discussed above are held constant.

Achieving similarity of electrostatic charges is clearly a problem unless corona charging

equipment is accessible. In addition, electrostatic charging effects will not be significant in a
hot combustor due to the presence of ions in the reactor and the larger particles relative to the
scale model. For a combustor with particles on the average of 200 microns, the maximum
possible drift velocity due to electrostatic forces (assuming maximum field strength at which

air breaks down and maximum electron charge on a single particle in dry air) will be on the
order of 0.1 m/s. In reality the velocity will be much smaller (< 0.01 m/s) due to the
presence of ions in the combustion gas and smaller charges on the particles. On the other
hand, for a scale model using 30 pm particles, the ratio of electrostatic to viscous forces

could be of the order 1. Figure 2.4 shows the ratio of electrostatic to gravity force assuming
the amount of charge acquired by a particle is one tenth the maximum which is limited by the
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electrical breakdown strength of air. This assumption is consistent with the observations of

Billings and Wilder (1970). Also shown is the ratio of electrostatic to gravity forces if the

charged acquired by each particle is best described by the data taken by Ban et al. (1994).

Ban et al. measured the charge accumulation from particle-particle and particle-wall

contacting on spherical silica particles in pneumatic transport using an argon laser based

phase Doppler velocimeter technique.

Figure 2.4
Ratio of Electrostatic to Gravitational Forces versus Particle

Diameter

Particle Diameter, microns

In order to ensure that electrostatic effects are not significant in scale models, treatment of

the equipment and/or particles is often necessary. Ammonium ethosulfate salt powder

additives have proven to be effective in eliminating much of the electrostatics in fluid bed

models (Chang and Louge, 1992; Glicksman et al., 1993). Other mitigation techniques

include coating the bed and/or particles with conductive coatings and waxes, humidifying the

inlet air, ionizing the inlet air, and grounding the bed wherever possible. When attempting to

reduce static electricity effects, care should be taken not to significantly alter the fluidization

properties of the particles or to change the air properties to such a degree that the

hydrodynamic scaling parameters are not longer matched.

94

00



2.12 Full Set of Scaling Parameters

Based on the non-dimensionalization of the ensemble averaged equations of motion or the
single particle equation of moation, if it is assumed that Brownian movement, Magnus
effects, and electrostatic forces are insignificant, or have been mitigated, the parameters which
govern the particle/gas hydrodynamics are:

p•; Reuodp; Reuo,;Fruo,D; s; PSD; bed geometry (176)

where PSD is the particle size distribution.

2.13 Calculation of Scale Model Operating Conditions Using the Full Set of Parameters

To construct a model which will give behavior similar to another bed, all of the parameters in
(176) must have the same value. The requirements of similar bed geometry is met by use of
geometrically similar beds; the ratio of all linear bed dimensions to a reference dimension
such as the bed diameter must be the same for the model and combustor. The dimensions of

the elements external to the bed such as the particle return loop do not have to be matched as
long as the retrun loop is designed to provide the proper external solids flow rate, inlet
conditions, and size distribution (Rhodes and Laussman, 1992; Chang and Louge, 1992).

Proper conditions must be chosen to design a scale model to match the dimensionless
parameters of the target bed. To model a gas fluidized commercial bed, a scale model using
air at standard conditions is most convenient, although several investigators have used other
gases (Fitzgerald and Crane, 1980; Fitzgerald et al., 1984; Chang and Louge, 1992) or
pressurized scale models (Almstedt and Zakkay, 1990; DiFelice et al., 1992a,b). The full set
of scaling parameters can be combined to give dimensionless groups which include only one
of the unknown dimensional parameters. This combination yields

ReU V p _ Ds-
Reu= d-Fr,)pv (177)

ReU0, d P Fr o, D (178)
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If all experiments are done under the same gravitational conditions, length ratios scale with

the 2/3 power of the gas kinematic viscosity and superficial velocity and solid volumetric

flux scale with the 1/3 power of the kinematic viscosity. Scale model operating conditions

are determined as follows (in what follows, "m" stands for model and "c" stands for

combustor):

Assuming that the fixed hot bed parameters such as Lh, Dh, Psh, dph, Pfh, and Rh are all

known, and pfm and gm are evaluated at atmospheric conditions, the cold bed particle density

is specified by equality of the solid-gas density ratios of the two beds

po= -- m (180)

For a combustor operating at 1 atmosphere and 1100 K, the gas density is about 0.3 kg/m3.
If the hot bed particle densities assumed to be 2600 kg/m 3, the required cold bed particle
density is 10130 kg/m3. For 10 atmosphere combustor, the cold bed particle density is

about 1000 kg/m3.

The length ratios are determine from equation (177)

D--/ = (181)

The diameter ratios for a room temperature, atmospheric pressure scale model of an

atmospheric pressure combustor is roughly 1/4. For a 10-atmosphere pressurized

combustor, the diameter ratio is about 1/1. The diameter ratio applies to all bed dimensions.

It also applies to the particle diameter when the full set of scaling parameters is used. The

model and combustor particles should also have the same sphericity.

Model operating parameters are uo and Gs. These are determined from:

u (D)'2 (182)
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and

(GePm D)) ( 72 (183)
Pre

To satisfy the full set of dimensionless parameters, once the model fluid pressure and

temperature are chosen there is one unique set of parameters for the model which gives
similarity. The dimensionless dependent variables will be the same in the respective
dimensionless time and spatial coordinates of the model as the hot or commercial bed.
Prediction of the hot bed operating conditions can be determined from the dimensionless
cold bed operating conditions by converting the similar hot bed dimensionless group to
dimensional form:

AP ) = AP Pressure Drop (184)
p~gAL C p~gAL)

c = em; Voidage (185)

(v), = (V•C. ); Velocity (186)

= (13c); Length (187)

(t= t ; Time (188)

()= (m••~; Frequency (189)

Table 2.1 gives the values of design and operating parameters of a scale model fluidized with
air at ambient conditions which simulates the dynamics of a fluidized bed combustor
operating at 1100 K. The linear dimensions of the model are about 1/4 those of the hot bed.
The particle density in the model is much higher due to the low combustor gas density. For
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a pressurized hot bed (Table 2.2) the linear dimensions are roughly equal to those of the hot

bed while the particle densityis lower than the particle density in the combustor.
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Table 2.1: Atmospheric Combustor Modeled by a Bed Fluidized with Ambient Air

Commercial Scale Model
Bed

Temperature, K 1100 300
Gas Viscosity (10-5 kg/m-s) 4.45 1.81

Density (kg/m3) 0.314 1.20
Derived from Scaling Laws

Solid Density Pse 3.82psc

Bed Diameter, geometry Dc 0.225De

Particle Diameter dpc 0.225dDc

Superficial Velocity uoC 0.47uce
Volumetric Solids Flux ) 0.4721 G,

Time tc 0.47tc

Frequency fe 2.13fe

Table 2.2: Pressurized Combustor Modeled by a Bed Fluidized with Ambient Air

Commercial Scale Model
Bed

Temperature, K 1100 300

Gas Viscosity (10-5 kg/m-s) 4.45 1.81

Density (kg/m3) 3.14 1.20

Pressure (Pa) 106 105

Derived from Scaling Laws

Solid Density Pse 0.382pse

Bed Diameter, geometry De 1.05De

Particle Diameter dpe 1.05dpe

Superficial Velocity uoC 0.47uoc
Volumetric Solids Flux (G•) 1.05( Go)

Time to 1.05te

Frequency fc 0.98fe
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2.14 Experimental Verification of Full Set of Scaling Parameters

There have been many demonstrations of the full set of scaling parameters as applied to
bubbling beds. Table 2.1 presents a summary of these experiments. The methods of
validating the scaling laws generally focus on bed properties associated with bubble
characteristics. The results generally showed good agreement when all the dimensionless
parameters were held constant.

There has also been limited work in applying the full set of scaling parameters to circulating
fluidized beds. Westphalen et al. (1992) have shown that the full set of scaling laws allow a
cold model of a circulating bed to closely simulate the behavior of a hot combustor. Two
combustors have been modeled, a small, 15 cm square, -combustor, and a 2.5 MWt
combustor which was approximately 0.6 m square. CFB experimental work utilizing the full
set of scaling parameters is given in Table 2.2.
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3.0 SIMPLIFICATIONS TO THE FULL SET OF SCALING PARAMETERS

3.1 Introduction

When constructing a model fluidized with ambient air, matching the full set of scaling
parameters results in a unique set of values for the particle density and diameter and for the
linear dimensions of the bed. By simplifying the set of scaling relationships, it is possible
to relax the constraint on the dimensions of the model relative to the full scale bed.

The full set of scaling relationships were obtained by non-dimensionalizing the ensemble-
averaged equations of motion for the particles and the fluid in a fluidized bed along with
their boundary conditions. Identical results were obtained by non-dimensionalizing the
single particle equation of motion. To begin the simplification process, the dimensionless
governing equations [equations (83)-(86) in Section 2] and the dimensionless constitutive
equations, [equations (89)-(92) in Section 2] can be analyzed in order to eliminate terms
which will be negligible when compared to others in the same equation.

3.2 General Simplifications

In most situations, the viscous forces associated with the macroscopic gas and particle
velocity gradients are negligible compared to the interphase drag. This can be seen in the
gas phase momentum equation where the terms representing the fluid viscous stresses are
multiplied by the inverse of the Reynolds number based on shear velocity and bed diameter.
It should be noted, that for dense suspensions where the solid phase stress tensor can be
modeled in a form analogous to a Newtonian fluid, the solid viscous stresses would be
dropped from the particle phase momentum equation [Glicksman et al., (1994)].

If the equation for the steady state dimensionless interphase momentum transfer for the
solid is evaluated, it becomes obvious that the term representing the interphase drag
dominates the Faxen forces. The drag term is multiplied by a factor of D/a while the Faxen
term is multiplied by the inverse of the bed Reynolds number. Additionally, the
macroscopic gas velocity gradients will be relatively small in the core of a fluidized bed such
that the Saffman unbounded shear lift force can be ignored. Finally, the Ho-Leal lift force
is only significant very near the wall of the fluid bed [y/dp - O(1)] so that it may be ignored
for all but phenomena which occur very near the wall of the fluid bed (heat transfer,
erosion). These simplifications result in the steady-state momentum transfer for the solid to
be controlled only by the interphase drag; a result which is not surprising.
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The dimensionless time dependent force equation [(91) in Section 21 contains three terms:
the Boussinesq-Basset history term, the virtual mass term, and the term resulting from the
stress gradients of the fluid flow in the absence of particles. The Boussinesq-Basst, force
is included because the interaction force depends, not only on the instantaneous motion of
the particle, but also on the instantaneous fluid velocity field in which it moves, which in turn
depends on the complete history of the particle's motion. However, in a fluid bed the
presence of large assemblies of particles dispersed throughout the fluid is likely to erase
any historical effects of the motion of a given particle on the fluid flow in its own
neighborhood. In Part 5 of this thesis it will be shown that this is, in fact, the case. For the
remainder of this Section, the Boussinesq-Basset history term will be ignored.

The simplifications described above result in the following dimensionless groups appearing
in the particle and gas phase momentum equations:

Ps. gD D M  D Ps2 9 ; U 2 -m,, (1)
P , pu, pfu, pfu,

where the steady state dimensionless interphase momentum transfer for the solid is
governed only by a dimensionless interphase drag (virtual mass and fluid flow stress
gradient terms in the unsteady part of the momentum transfer for the solid do not introduce
any dimensionless parameters):

D m = CD(vfs) (2)

d(VfC- V) DV

m,(t) = CA di +dI (3)

and

m, = ms + mn(t) (4)

From equation (90) of Section 2, it is also clear that for bed Reynolds number of the order

100 or larger

ff-- - m, (5)
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which states that the dimensionless interaction stress is small

VRe -) 0 (6)ReUDu,. D

The particle phase pressure does not introduce any independent dimensionless groups for
relatively disperse flows (see equation (92), Section 2). Additionally, for flows typical of
fluidized beds, the Acceleration number defined in Section 2, will tend toward its non-
accelerating limit of 1/2. These assumptions along with equations (2)-(6) allow equation (1)
to be written as:

P . ; D -u,; bed geometry (7)

where the dimensionless interphase momentum transfer is represented by the dimensionless
interphase drag. This is done for two reasons. The first is that the only term in the
interphase momentum transfer equation which introduces any dimensionless groups is the
drag term. Second, and perhaps more importantly, no assumptions have been introduced at
this point which apply only to dilute particulate flows, except for the form of the particle
pressure and solids stress tensor. Therefore, assuming the particle pressure is still governed
by a form similar to equation (109) of Section 2, the parameters in (7) apply not only to the
dilute flows found in circulating fluidized beds, but also to the more dense flows of
bubbling beds.

Note that for dilute flows, the drag force is

Jd2 Pf(Vf - p)(FD= f()g() CD (8)

where f(e) is a function of voidage and g(+,) is a function of sphericity. The term

3(v, - v,) is drag force per unit volume. The number of particles per unit volume N is

6(1 - e)
N = (9)3dp

such that the dimensionless interphase drag for dilute flows can be written as

D _ 3f_ (g(,)(v, - v,) CD (10)
ppfU
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Introducing the dimensionless boundary equations as developed in Section 2 results in the

following governing parameters

pa. gD. PD p, G,
, gD ; - bed geometry (11)

Pf' U,' 2 fU1 ' pfU2 -PSU b

The dimensionless pressure boundary condition can be ignored when the fluid velocity is
small compared to sonic velocity or the absolute pressure does not change enough to
influence the thermodynamic properties of the fluid, as stated earlier. Additionally, the
friction velocity can be shown to be a weak function of bed Reynolds number (Hinze, 1975)
allowing the list of controlling dimensionless groups to be written as:

Ps. gD. PD G,Pf' u' P; P ; bed geometry (12)

This result agrees with previous derivations by Glicksman et al., (1994) using the spatially
averaged equations of Anderson and Jackson.

3.3 Viscous Limit Scaling

For viscous dominated flows, it can be assumed that the gas inertial and the gas gravitational
forces are negligible. In most situations, the viscous forces in the gas which are associated
with the macroscopic gas velocity gradients are negligible compared with the interphase
drag; the term representing these forces can be removed from the gas momentum equation.
The dimensionless gas momentum equation becomes

UP= -V f (13)

For low voidages typical of bubbling beds, the Ergun relationship or similar form can be
used. In that case f can be expressed as

PD e 1 (1 -) gLD E (1 - I) Vf-V., pu..= 150 (d) + 1.75 r d D (14)From the rgun equation, the dimensionless Ps

From the Ergun equation, the dimensionless drag coefficient in the viscous limit is
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PD = 150- ) D (15)uoPfpso(dp2

The remaining set of dimensionless equations does not include a density ratio. The ratio
between the bed and particle diameters and the Reynolds number based on bed diameter,
superficial velocity and solid density appear only in the modified drag expression, in which
they are combined. These parameters form a single parameter, as has been discussed by
Glicksman (1988) and other investigators. The set of independent parameters controlling
viscous dominated flow are then (including collisional effects):

puod, gD G (16)
RD, I -U•; ; ; PSD; bed geometry (16)

The first term in the list multiplied by the second term has been shown by Glicksman

(1988) to be equivalent to the ratio of superficial and minimum fluidization velocities. The
controlling parameters can therefore be written as

uf. gD. G,
U ; -,uo; 4+; PSD; bed geometry (17)

For very small particles or small particle-gas relative velocities in dilute flows, the drag
coefficient CD is

24
CD = Re (18)

u,,,dp

and the dimensionless interphase drag is

P D 181LD ( - V)g( ) (19)u0-- p.Uo(d,)

Resulting in the same set of parameters as when the Ergun equation is used.

If the terms in the Maxey-Riley equation of motion with a coefficient of Pf in addition to

the Faxen forces are neglected, and it is assumed that the friction velocity is a weak function
of bed Reynolds number, the controlling dimensionless parameters are identical to those
determined from the continuum and ensemble averaged field analysis. The viscous limit
requirement is based on the assumption that the dimensionless interphase drag can be
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modeled as a linear function of the particle Reynolds number (as in equation 18). Because
of the clustering of particles, this may not be a valid assumption, and the requirements for
neglecting gas inertial effects may be much more stringent. As will be discussed in the

experimental verification of simplified scaling laws, a viscous limit for interphase drag may
not exist in CFB's.

It must be borne in mind that this set is valid only when fluid inertial effects are negligible,

i.e., they are a subset of the general relationships. Glicksman (1984) used the criteria for
the viscous limit in a bubbling bed that the ratio of viscous forces to fluid inertial forces in
the Ergun equation is ten or larger. For a bed of glass or sand fluidized with air at standard
conditions with O of 3, the viscous limit occurs when the particles are less than about 200

pm. In regions where particles behave individually, the viscous limit occurs for particles
less than 60 pm (assuming the particle/gas relative velocity is equal to the particle terminal
velocity and the single particle viscous limit criterion is Re, dp < 1).

3.4 Inertial Limit Scaling

In the inertial limit, the bulk gas friction is clearly negligible, and this term can be dropped
from the gas momentum equation. From the dimensionless equations of motion, it can be
shown that the controlling dimensionless parameters are

p,. gD. OD GsPf u2  r.; PfUo Pu. bed geometry (20)

In the high Reynolds number limit, the Ergun equation simplifies to

-3D = 1.75 D (21)
uopf C3  +sdpU. Ps

The dimensionless interphase drag is only a function of D P, e and 4; the gas viscosity isd P.'

not important. The governing parameters are then (including collisional effects):

P,. gD. D. G,P, u2  d1 p-; ,; PSD; bed geometry

At high Reynolds numbers, the viscous drag forces between a single particle and gas are
negligible compared to the inertial force. The interphase drag expression can be simplified
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by setting the drag coefficient equal to 0.44. This coefficient applies for Reynolds numbers
based on the relative velocity in the range from 1000 to 100,000. The dimensionless
interphase drag for a single particle is then

PD 0.3D, P(- V)(,) (22)

The controlling dimensionless parameters which result from the non-dimensionalization of
the equations of motion for the dilute limit are the same as those resulting from the dense
limit. If the dimensionless drag of equation (22) is used in the Maxey-Riley equation of
motion for a single particle, the same dimensionless groups appear.

The minimum size of the particle diameter at the inertial limit in a bubbling bed was
approximated by Glicksman (1984) in a manner similar to that for the viscous limit. It was
found that at one atmosphere dpmin is approximately 2.6 and 7.3 mm for bed temperatures
of 15 and 800 oC respectively (assuming a particle density of 2.5 g/cm3). For particles
which behave individually, the respective diameters are 1.6 and 4.5 mm (assuming the
particle/gas relative velocity is equal to the particle terminal velocity and the inertial limit
criterion is Reu,.d.p > 1000).

It is interesting to note that the density ratio enters as a separate parameters in the list
developed from the single particle equation of motion only if the particle motion is
accelerating or highly time dependent (virtual mass and Boussinesq-Basset history terms
become significant). This is a direct result of how the general equation of motion was
developed. One of the assumptions used to develop particle equations of motion of the type
of Maxey and Riley is that the advective terms in the gas momentum equation can be
neglected. This results in the density ratio only entering the list of parameters as a product
with the ratio of bed to particle diameters. Similar results are obtained in the inertial limit
using the continuum analysis if gas-phase inertial contributions are negligible (Zhang and
Yang, 1987). If this assumption is not made, the solid to fluid density ratio appears in the
list of governing dimensionless groups.

3.5 Generalized Simplified Scaling Parameters

The full set scaling relationships are obtained by non-dimensionalizing the equations of
motion for the particles and the fluid in a fluidized bed along with their boundary
conditions. Using the bed dimension, D, as a typical length dimension, non-
dimensionalization of the equations yields [see equation (12)]:
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pa gD PD. G(
;) ; rU'j - ' pu; bed geometry (23)

Factors omitted include surface forces on particles due to static charge or Van der Waals

forces. Also the influence of the particle coefficient of restitution or friction coefficient on

inter-particle forces is omitted. Litka and Glicksman (1985) showed that the friction

coefficient and coefficient of restitution have a negligible influence on bubbling beds.

In Equation 1, 8 is the coefficient of the fluid-to-particle drag force per unit volume

expressed as B(vf-vs) where vf and vs are the fluid and particle velocities, respectively. In the
general case, BD/psu is related to the viscous and inertial forces of the fluid through the

Ergun equation or through the expression for drag on a single sphere. These relationships

indicate that BD/psuo is dependent on the Reynolds number based on the particle diameter,
dp/D and the dimensionless particle size distribution. Substituting these parameters into

equation (23) yields the full set of scaling parameters given in Section 2,

Pf; Reo; Re,; Fr*, ; G ; PSD; bed geometry (24)

When the particles are closely spaced in a bubbling bed or possibly in the lower, dense

portion, of a circulating bed, the Ergun equation is appropriate for the drag forces,

PD = 150- r 3 pUoRD + 1.75 DE(1"3 _ID (25)
uoP pu 0(4.d8) £s *,dpuO Pa

For the most general case if ), dp/D, pp/ps, the dimensionless particle size distribution, and

pfuod#/j are matched between the full sized fluidized bed and the model, the dimensionless

drag coefficient given by equation (25) will remain the same over all conditions.
Substituting these dimensionless parameters for BD/psuo in the group given in equation

(23) leads to the full set of scaling relationships. Note that with the bed geometry, particle

properties, gas properties, gas superficial velocity, and solids recycle rate fixed, steady state

conditions in the fast bed or riser are fixed. This should be independent of the specific

geometry and inventory of the recycle system provided that the recycle system can deliver

the desired solids recycle rate. A study by Rhodes and Laussmann (1992) has shown that

the solids holdup is, in fact, independent of changes in the inventory of the solids in the

recycle system.
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To obtain more flexibility in the modeling process, simplifications to the full set of scaling
laws must be identified, such as the viscous and inertial limit cases discussed above. This
can be accomplished by first exploring the simplifications which hold for several drag
limiting cases. These limiting cases will span the range of operation from incipiently
fluidized beds to dilute circulating beds or pneumatic transport. With such a broad range,
the limits of the simplification can be explored over a wide range of fluidization conditions.

3.5.1 Low Reynolds Number

At low particle Reynolds numbers the Ergun expression can be simplified using only the
first term in Equation (25).

Thus,

= 150 -3)2 FD (26)Uop, PBuo.(d,)2

At the same limit, the minimum fluidization velocity can be written as,

= (P-Pf)g(1-P') = 150(1-e P (27)
For gas fluidized (beds where can be replaced by

For gas fluidized beds where ps -pf can be replaced by ps,

Umf (28)

Substituting equation (28) into equation (26),

D g(1-•) 2  E (29)
U - (29)

and
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PD u, (1-E) 2E3,,,
Uo Fr= u _ (30)

Thus, in the low particle Reynolds number limit, maintaining uo/umf, Emf, and Fr identical

between two fluidized bed guarantees that BL/psuo is also identical. Although 4 and dp are

eliminated between Equations (26) and (28), in general particle sphericity and dimensionless
size distribution should be held constant in the scaling. The use of ý and a mean diameter

in the Ergun expression only approximates the effects of these parameters. Note if the two
models display identical dynamic characteristics then e is a dependent variable whose

distribution throughout the bed should be identical for both fluidized beds. In this limit, the

governing parameters given in equation (23) can be expressed as,

u! p, u G, (31)
gD' Um ,, PSD, bed geometry (31)

where emf will be a function of particle sphericity and size distribution.

In the viscous limit, derived earlier (Glicksman, 1988), the independent governing

parameters were

Um. gD. G, (32)
un' u' p~u; G ; PSD; bedgeometry (32)

The new simplified scaling parameters, equation (31), contain all of the viscous limit

parameters along with the particle to gas density ratio. The new simplified scaling

relationships should cover a wider range than the viscous limit previously defined by the

author, since the inertial term in the fluid momentum equation is retained. Only the drag

term is simplified.

3.5.2 High Reynolds Numbers

Consider the limit of high particle Reynolds numbers where the inertial term in the Ergun

equation dominates.

In this limit,

PD = 1.75 D (33)
uopr e3 +,dpuo P.
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The minimum fluidization velocity can be expressed as,

=A (p,-p)g(1-PEf) = 1.75 - Pf sdp  
(34)

rearranging and using ps in place of ps-pf,

g(l-e,,) (1-e,,) 9fS = 1.75 (35)

Substituting this into equation (33) and multiplying by Fr,

F D gu , V DI f- 9, Ig(1 - ) u, 2 i(- e) v- j (36)
Puo gD EU 2 u2

At large particle Reynolds numbers, just as at low Reynolds numbers, the dimensionless
drag, BL/Upu o, is identical when UoUmf, enf and Fr are identical. e, Vf and V, are dependent

dimensionless variables which are identical for two similar fluidized beds. In this limit the
same set of governing dimensionless parameters applies as in the low Reynolds number
limit, given by equation (31).

3.5.3 Low Slip Velocity

Finally, consider the case when the magnitude of the slip velocity between the particles and
the gas is close to umt/E everywhere in the fluidized bed. With the vertical pressure drop

equal to the particle weight the following holds for any value of the particle Reynolds
number,

AP Vf - V.l _u / = psg(1-e) (37)

= p,g(1 - e) (38)

and

Fr = uo(1 - e)- for I Vf Vs U" (39)

113



Again, when u/Umf and Fr are identical for two beds and the slip velocity is close to Umf/E

the dimensionless drag coefficient is also identical for two beds.

For all three limiting cases identified above, similitude can be obtained by maintaining
constant values for the dimensionless parameters,

u02 p, Uo G,
gD' ' U ' PSD, bed geometry (40)

provided that the forces between the particles and gas can be represented by the Ergun

equation or an equivalent expression.

The advantage of the simplified set of scaling parameters over the full set is the increased

flexibility in the design of a model to simulate a combustor or chemical reactor. With the

full set, after the gas properties in the model have been chosen, e.g. by use of air at ambient

conditions, there is only one unique set of particle size and density, bed size, gas velocity

and solids circulation rate which can be used in the model.

Using the simplified set of scaling parameters, the choice of the fluidizing gas in the model

fixes the solid density. However, the model size can be altered, as long as the Froude
number is maintained constant by altering uo. The particle size is then set to maintain

Uo/Umf constant. This flexibility allows a model to simulate much larger combustors or

reactors than is possible with the full set of scaling relationships.

3.5.4 General Case

Since the same simplified set of dimensionless parameters holds exactly at both high and

low Reynolds numbers, it is reasonable to expect that they hold, at least approximately, over

the entire range of conditions for which the drag coefficient can be determined by the Ergun
equation or an equation of similar form. The validity of the simplified parameters can be
checked numerically for the intermediate range of values.

From the Ergun equation,

= 150 + 1.75 1 D (41)
pQUo 5 2 puo(+.d )2 5.d, P.
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where I v, - v. can also be represented as url/uo. Using the Ergun equation to determine

Umf,

A= psg(1 - ef,)= 150 (1 f)  + 1.75 ( 1 -,-f (42)
Dividing equation (d)(41) by (42), and rearranging,

Dividing equation (41) by (42), and rearranging,

(43)P)L Fr( -•,e 3
psu uo U )(I r')283

( r' ) =

where Re = pf uod[/t.

It is easy to verify by use of Equation (43) the three limits defined previously.

For the more general case, Figure 1 shows the value of 8 given by Equation 43 relative to 8
at low Re over a range of conditions when uo/umf is 10 and 3, respectively and Fr and ),
remain constant. When uo/Umf and the slip velocity is high there is a larger variation of

dimensionless drag coefficient with Reynolds number. Note that B does not vary with
particle Reynolds number when the Reynolds number remains above about 103 or below
about 10. Figure 2 illustrates the results when udmu is 1000, a condition approached with

very fine particle bubbling beds or circulating beds. In the latter instance the use of the
Ergun relationship is questionable except for the dense lower part of the bed. In this figure
the slip velocity is 1/50 uo or less, which corresponds to 20 umf. This limit on the slip

velocity is roughly twice the terminal velocity of large particles. Note, if Figure 2 had been
extended to higher Reynolds numbers, 13 would approach a constant value, as it did in
Figure 1.
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Figure 1
Drag Coefficient Using Ergun Equation
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Of particular concern is the error in the dimensionless drag coefficient when a scale model
is designed using the simplified set of scaling rules, equation (40). The simplified scaling
parameters allows small models to simulate a given sized combustor. As the length scale is
reduced the superficial velocity must also be reduced to maintain a constant Froude number.
The particle diameter must also be reduced to keep u,/um constant.

To determine the validity of the simplified scaling laws over a wide range of conditions the
simplified scaling laws, Equation 40, were used to design hypothetical models whose linear
dimensions are 1/4 and 1/16, respectively, of the linear dimensions of a model designed
using the full set of scaling laws. To determine the validity of the smaller, simplified models,
the dimensionless drag coefficient BL/psu is compared between the simplified models and

the model using the full set of scaling laws. Figure 3 shows a comparison of the exact
model and the simplified models for a pressurized (12 bar) fluidized combustor. Using the
full set of scaling laws the exact model, fluidized by ambient air, is approximately the same
size as the combustor. The simplified models are reduced in size by their respective
assumed length scale. The other parameters of the simplified model are then calculated to
match the simplified parameters. For example, when the length scale is reduced to 1/4 that
of the exact model, the velocity is reduced by 1/2 to keep the Froude number constant. The
particle diameter is then reduced appropriately to keep the ratio of Uo/umf constant. These
calculations were carried out over a range of particle Reynolds numbers, RepE, based on the
full scaling law, or exact, model. It was found that the particle Reynolds number for the 1/4
scale simplified model remained roughly equal to 0.34 RepE over a wide range of values for
RepE. Whereas the particle Reynolds number for the 1/16 scale model was roughly 0.12
RepE. Tables 2 and 3 give the values for the exact and simplified scale models of

pressurized and atmospheric combustors, respectively.
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Figure 3: Exact and
Simplified Models of a
Pressurized Combustor
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Using these Reynolds number scale factors, the errors in the dimensionless drag coefficient
BD/pu o using the simplified scaling models, can be found from Figures 1 and 2. These

errors are shown on Figures 4 and 5 for uo/umf of 10 and 1000, respectively, plotted as a
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function of RepE based on parameters for the exact scaled bed. For a particle Reynolds
number of 1000 or less, which corresponds to pressurized beds with particles of Imm or
less operating at 1100 K, the error in the drag coefficient with the simplified scaling laws is
twenty percent or less for a one quarter length scale model. The error is forty percent or
less for a one sixteenth length scale model. At uJumf of 1000 and UsI/umf of 1/50 the errors
for the 1/16 scale model are twenty percent or less for RepE less than 103. For particles of
0.2mm or less, corresponding to a Reynolds number of 100 or less, the errors in drag
coefficient are minimal. When the Ergun equation applies for the drag coefficient, a one
quarter scale model based on the simplified scaling laws should be valid for any condition.
A 1/16 scale model should be valid for diameters of about 0.2 mm or less for a pressurized
bubbling bed with uJumf of 10 and us1/uo of 0.3. At /uJmf of 1000 and ul/uo of 1/50, the
1/16 scale model should be valid for pressurized beds with particles up to 1 mm in diameter.
These conclusions apply when the particle to fluid drag time is given by the Ergun equation
or similar relationships and the scaled particles are not so small that inter particle surface
forces come into play.

The particle to gas density ratio does not appear explicitly in the expression for 8, Equation
(43). However, umf is a function of the density ratio. If the wrong solid to gas density ratio
is used in the simplified model, the particle diameter in the simplified model required to
match udumf changes. For example, if the simplified model of a combustor pressurized at 1
MPa uses a particle density of 2500 kg/m3 instead of the required 900 kg/m3, the Reynolds
number, psumfdp/l1 , is reduced by 40 percent. This increases the error in 8 between the
simplified and the exact model when 8 is derived from the Ergun equation.

For scaling beds with intermediate or large Reynolds numbers the solid to gas density ratio
is an important parameter in the fluid momentum equation. It must appear in the set of
scaling parameters irrespective of its influence on the drag coefficient.

3.5.5 Clusters

In the freeboard of a bubbling bed or in the upper portion of a circulating bed where
particles generally are considered to act in clusters or groups, a similar examination of
scaling of the gas to solid drag can be made. Consider all of the particles grouped into
clusters with an effective diameter d; and the clusters occupying a volume fraction Ec of the

bed volume. The cluster to gas drag will be represented by the drag coefficient for a solid
sphere of diameter dc,
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-ICf -2Pfx4 aIf-V.1 C. (44)

This can be rewritten as,

PD , 3 (P•)V f-_V CD f ) (45)

If the diameter of individual particles does not influence the drag of a cluster of particles,

then when the solid to gas density ratio is held constant between the combustor and the
model, the dimensionless drag, BD/pu o, in equation (45) is a function of CD. We will use

the drag coefficient of solid spheres as a first approximation for the relative change of CD
with Reynolds number based on cluster diameter. The drag coefficient of a solid sphere can
be closely represented by the empirical expression given by White (1974),

CD 24 6 +0.4 (46)
Re,+ 1+ Re

In the limit of large cluster Reynolds number, CD approaches a constant and BD/psuo is

properly scaled when the fluid to gas density ratio is held constant between the model and
the combustor. The ratio D/de, and ccl should be the same between the properly scaled
model and the combustor. In this limit, uolumf does not appear explicitly as one of the

simplified scaling parameters. However, if the cluster was formed by bubble eruptions at the

surface of a bubbling bed udumf will certainly be important for the bed. Similarly, in a fast

bed, uo/umf will be important in the lower, dense portion of the bed.

In the limit of small cluster Reynolds number, the dimensionless drag BD/psuo will not be

the same for the exact model and the simplified scale model unless the cluster size scales

with the particle diameter rather than the bed dimensions. 1 However, as we will see below,

under any realistic conditions the cluster Reynolds number will be near the upper limit.

If the reduced scale model faithfully reproduces the dynamics of the exact case, then the

cluster dimensions should scale directly with the linear dimensions of the bed. Thus a one

quarter linear scale model which has a velocity one half that of the exact case will have a

1In the lower limit of Reynolds number, for clusters and particles, CD is equal to 2 4/Redc and Umf is proportional
2

to pdp2/g, Equation 7. It can be shown that BL/psuo in Equation 24 is proportional to Fr . Complete

similitude is not obtained unless dc is also proportional to the bed length, resulting in the full set of scaling laws.
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cluster Reynolds number one eighth that of the exact bed. From the relationship of CD with

Re we can determine the change of CD with model scale at a given Reynolds number of the
exact bed. Figure 6 shows the shift in CD for length scale of 1/4, 1/8, and 1/16, respectively,

of the exact bed length as a function of the cluster Reynolds number of the exact bed. Also
shown on the figure is the typical Reynolds number of an atmospheric combustor with a 0.3
m cluster diameter, approximately 1.5 x 104. In a bubbling bed, the cluster diameter in the

freeboard should be at least equal in size to the diameter of bubbles erupting at the bed

surface. For beds with horizontal tubes, the bubble diameter will be equal to or larger than

the horizontal tube spacing. In a bubbling bed without tubes, the bubbles and clusters can

be much larger. In an open circulating bed the cluster diameter is more difficult to

determine. It is reasonable to assume its diameter is proportional to the bed diameter, equal
in magnitude to the bed diameter or one order of magnitude smaller. From these
considerations, the Reynolds number based on the cluster diameter should be 104 or larger
in an atmospheric combustor with a cluster diameter of 0.2m. The cluster Reynolds number
should be 105 or larger in a pressurized combustor. From Figure 6 it can be seen that a
one quarter scale or an eight scale model should have drag coefficients similar to the exact
bed. For pressurized beds, the drag coefficients should be very close in magnitude.
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Figure 4
Error in Drag Coefficient, UoIUmf = 10, Uslip/Uo = 0.3
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Figure 6
Error in Cd for Fixed Uo/Umf (Cd for Solid Sphere)
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3.5.6 Terminal Velocity of Particles

If the drag coefficient, 8, is influenced by the characteristics of individual particles, the
detailed particle dynamics of the simplified scale models must be examined.

In this case,

D _3 (pV• L v CD(1 CD (47)
pNu, 4 P Ddp (47)

where CD is the drag coefficient of a single particle. This can be rewritten in terms of the
single particle terminal velocity which can be found from,

pad-lg 1 Pf p d
6 2 4  C, u

Substituting equation (48) into equation (49) to eliminate CD , one obtains,

(48)
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PFr =
PiSuo Vf - V. (1 - ()

Since UJUmf and Fr is held constant in the simplified scaling process, we will examine the

ratio u/Umf to determine if the drag coefficient, BD/p,u o, remains constant.

The Ergun equation can be solved to find Umf,

- (150)(1 - Emf)

3
nif (50)pf--d- =

Umf

where Ar = P 2 is the Archimedes number.

In the limit of low Ar, equation (50) becomes

Pfutfdp _ Ar50(-" Ar)150(1 - Ef)
Ar -* 0

while for large Ar,

A - 35 ,Ar (52)

(51)

Ar >>1

The terminal velocity for a particle can be obtained as,

p, = 1PB6 22pf "W" u2 CD

Rearranging, and using Equation (46) for CD,

4 Ar
Re?= 3 6

+ + 0.4Ret 1 + RVT
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where Re, P= ftd

For small values of Ar, equation (54) becomes

Re,=4 Ar Ar-*0 (55)

while for large Ar

Ret = Ar Ar- 0 (36)

At small and large values of Ar, the ratio of u/umf approaches a constant value. In these two

limits, the simplified scaling laws will yield exact agreement of u/umf between the
combustor and the simplified models. In general, umf and ut should be a function of the
Archimedes number for a given value of 4s and s'f. Figure 7 illustrates the dependence of
u/umf on Ar. Also shown are the values of the Archimedes number for a pressurized

combustor at two particle diameters. Associated with the Archimedes number for the exact
model are the corresponding Archimedes number for two models scaled using the
simplified relationships at linear dimensions one quarter and one sixteenth the exact
dimensions.

The errors in u/umf are shown on Figures 8 and 9 for simplified scale models at two

different linear dimensions. Scaling a combustor with comparatively small particles, 0.2 mm
or less, gives good agreement for u/umf even at one sixteenth linear scale, while for large
particles a linear scale of one fourth gives fair agreement for ut/umf. Since uo/umf is held
constant in the simplified scaling laws, close agreement of u/umf also results in close
agreement of u/u o.
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Figure 7
Model for Constant Uo/Umf (p=10 atm, T=800 C)
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Figure 9
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3.6 Conclusions

The full set of dimensionless parameters for scaling can be reduced to the simplified set,
u' p8 u0 G(

gD-' Pf, u, pUo, , PSD, bed geometry in the limits of small and large particle

Reynolds number as well as when the slip velocity approaches umf.

In the more general range of conditions, the simplified form of the scaling relationships
gives acceptable agreement for the drag coefficient and the ratio of terminal velocity to
minimum fluidization velocity when the simplified model has reduced linear dimensions
between one quarter and unity. For combustors with particle diameter of 0.2 mm or less, a
simplified scale model with reduced linear dimensions up to one sixteenth the exact model
should give acceptable agreement.

If the particle size of the simplified model becomes very small, care must be taken to insure
that interparticle forces do not become important. A dimensionless form of Geldart's
particle classification will aid in determining the approximate range for the onset of the inter
particle forces.
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4.0 EXPERIMENTAL ARRANGEMENTS FOR VERIFYING SIMPLIFIED SCALING
PARAMETERS

4.1 Introduction

The cold bed sizes and operation conditions were selected so that the assumed group of
governing dimensionless parameters for the two beds would be equal. The viscous limit set of
dimensionless parameters which were used in the first series of tests is:

uf. gD G,
u ' ; p•o; +,; PSD; bed geometry (1)

The simplified set of dimensionless parameters which were used in the second series of tests is:

u pu 0 GU0  ' , , PSD, bed geometry (2)gD' PfC Une' Psuo

The viscous limit parameters reduce the number of dimensionless groups from the full set by
combining the particle diameter to bed length ratio with the particle Reynolds number and
eliminating the density ratio. The new proposed simplified set reduces the number of parameters
by only one since the requirement of constant density ratio is still included. In both cases,
reducing the number of dimensionless parameters allows for the construction of models which
are much smaller than the 1 to 4 length scale required by the full set of scaling parameters.

To test the viscous limit scaling parameters, one bed was used in which particles of different

densities were fluidized under the same conditions. Initial tests to verify the simplified scaling

parameters with constant density ratio used two different beds with a length scale of 4. Further

tests were then conducted to verify these parameters when scaling from hot combustors with
dimensions 16 times that of the model.

In what follows, three topics will be discussed in the following order:

1. Bed geometries
2. Particle characteristics

3. Measurement equipment and associated uncertainty
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4.2 Dimensions and Construction of Cold Beds

Four cold circulating beds models were used during the course of the project:

1. 1/4 scale model of the UBC pilot scale combustor
2. 1/4 scale model of the 2.5 MWt Studsvik circulating fluidized bed combustor
3. 1/16 scale model of the 2.5 MWt Studsvik circulating fluidized bed combustor
4. 1/2 sclae model of the Foster Wheeler Development Corp. pilot scale second generation

pressurized circulating fluidized bed combustor

4.2.1 1/4 Scale Model of the UBC Pilot Scale Combustor

The first bed utilized was a 1/4 scale model of the pilot scale circulating fluidized bed combustor
facility located at the University of British Columbia without the in bed tube bundle. A
schematic of the UBC hot bed is given as Figure 4.1 This bed was constructed as part of a
previous study which verified the complete set of scaling relationships for circulating fluidized
beds (Westphalen, 1990) and was used in the evaluation of the viscous limit scaling laws when
scaling with steel and glass. The bed consists of three main parts:

1. Main bed test section

2. Return leg

3. Cyclone

A drawing of the 1/4 scale cold bed is presented in Figure 4.2. The bed was mounted with angle
irons at a distance of about 25 cm from a vertical support board. Five supports were used to
distribute the bed load evenly.
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Figure 4.1: UBC CFBC Pilot Scale Test Facility (Hot Bed)
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4.2.1.1 Main Bed Test Section

The main test section was constructed with a geometry similar to the UBC test bed. It was
constructed of 1/2-inch (1.27 cm) acrylic sheet with a scratch-resistant surface finish. The cross
sectional area of the bed is 3.37 cm2 , and the bed's length is 1.62 m. The bottom of the bed is
tapered. The elbow at the top of the bed is separable from the bed.

Air is divided into primary and secondary streams before being introduced into the bed (see
Figure 4.3). Primary air is introduced at the bottom of the bed through a half-cylindrical
distributor (Figure 4.4).

Secondary air is introduced at a height of 20 cm through four of six flexible tubes. The six tubes
allow introduction of secondary air from opposite sides of the bed, or from all four sides of the
bed in an off-center arrangement designed to create a swirl in the flow. Clamps are used to stop
flow through the unused tubes. Orifices inserted into the tubes provide enough pressure drop so
that the tube header pressure drop is insignificant, thus insuring equal flow through each tube. A
drawing of the secondary air supply tubing is shown in Figure 4.5.

Eight pressure taps used to measure axial pressure drop are located on the side of the bed
opposite the solid return leg (see Figure 4.2).

The solids return port at the bottom of the bed is just above the primary air feed and is 7/8" (2.22
cm) in diameter. A 7/8" x 1/16" (2.22 x 0.16 cm) acrylic tube and a 1" x 1/8" (2.54 x 0.32 cm)
flexible transparent tube connect the main bed to the solids return leg.
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Figure 4.4: Schematic of 1/4 Scale UBC Air Distributor
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4.2.1.2 Cyclone and Filter

The cyclone was constructed geometrically similar to the UBC bed cyclone. It was constructed
primarily of 1/4-inch acrylic. The cyclone connects to the main bed section, the solid return leg,
and the air exhaust line with flanges. Hose-and-clamp connections were later added for final
connections to the solid return leg and air exhaust line in order to relieve stresses. See Figure 4.6
for diagrams of the cyclone and filter.

The cyclone was operated with a filter utilizing two automobile air filters to allow easy retrieval
of filtered solid and provide adequate filtration.

4.2.1.3 Solid Return Leg

The solid return leg is primarily constructed of 1.5" x 1/8" (3.81 x 0.32 cm) acrylic tube. The
return leg consists of two sections, one above and one below the solid flow measurement valve.
Connections between return leg parts were made with flexible hose and clamps to reduce
stresses.

The bottom of the return leg was constructed of a 1-1/2" (3.81 cm) copper tube and a 1-1/2" x 1-
1/2" x 1" (3.81 x 3.81 x 2.54 cm) tee. A 1" x 1/8" (2.54 x 0.32 cm) flexible transparent tube
connects the bottom of the return leg to the main bed section. The bottom of the return leg
reduces to a 1/2" NPT plug for drainage of solid. Air lines for solid flow control connect to the
side of the copper tee. These include the standard L-Valve air and additional air for
improvement of solid flow. The latter air is fed to the horizontal feed tube through a 1/4" (0.64
cm) sparge tube. An additional sparge tube for distribution of L-Valve air to the center of the
return leg had been installed, but was removed because of its detrimental effects on solid flow.

The valve and syringe used for the measurement of solid circulation rate, built into the solid

return leg, are discussed in Section 4.4.2. The valve, located at the middle of the return leg, is a
nominal 1-1/2" (3.81 cm) full-bore three-piece ball valve. The syringe is a modified 1-cc
syringe, installed with friction fit into a 1/4" (0.64 cm) hole in the side of the return leg.
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41.2 1/4 Scale Model of the 2.5 MWt Studsvik Circulating Fluidized Bed Combustor

The second bed utilized was a 1/4 scale model of the Studsvik circulating bed operated by

Studsvik Energiteknik AB. This bed was constructed as part of an ongoing study to verify the

complete set of scaling relationships for commercial sized circulating fluidized beds

(Westphalen, 1993). The 1/4 scale Studsvik bed was slightly modified for use as the larger of

two beds (the smaller being the 1/16 scale model of the Studsvik combustor) in the verification

of the simplified scaling laws and convective heat transfer scaling relationships. It also provided

a means of comparison between scaling the Studsvik hot bed with the full set of scaling laws and

the simplified set of scaling laws. The bed consists of four main parts:

1. Main bed test section

2. Primary separator and downcomer

3. Secondary separator and return leg

4. Distributor box and boot

A drawing of the bed is presented in Figure 4.7.

4.2.2.1 Main Bed Test Section

The main test section was constructed with a geometry similar to the Studsvik hot bed. Three of

the bed sides (front and sides) were constructed of 1/2-inch (1.27 cm) Lexan sheet and lined

with 1/16 inch (0.16 cm) scratch-resistant acrylic. The back of the bed was constructed from

1/4-inch (0.635 cm) aluminum plate which extends 147.6 cm down from the top of the bed. A

groove was machined around the perimeter of the aluminum back and a Viton gasket inserted to

seal the aluminum back to the bed. This arrangement allows for easy removal of the aluminum

panel and quick access to the inside of the bed. The cross sectional area of the bed is 252 cm2,

and the bed length is 1.83 m.
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Figure 4.7: 1/4 Scale Studsvik Bed
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The foam inserts depicted in Figure 4.7 around the secondary air ports and on the aluminum back

at the top of the bed were included to simulate refractory lining found in the Studsvik hot bed.

Simulated waterwall (1/2-inch [1.27 cm] 1/2 round dowel) was also included to model the

waterwalls found in the hot bed. In tests which were not aimed at modeling the hot bed (i.e.,

tests with glass and plastic particles), the simulated refractory and waterwalls were removed

from the 1/4 scale cold bed.

In order to prevent solid backflow from the top of the bed due to excessive solid buildup in the

horizontal section in front of the primary separator, a 1" (2.54 cm) diameter sparge tube and

foam insert were included to blow the solids into the primary separator (see Figure 4.8).

Air is divided into primary and secondary streams before being introduced into the bed. Primary

air is introduced at the bottom of the bed through a screen distributor mounted on a 0.2 m high

distributor box (Figure 4.9). Secondary air is introduced at a height of 21 cm through slotted

distributors in the front and back of the bed. Both the primary and secondary air flows are

measured utilizing square edged orifice plates with flanged taps and manometers. A drawing of

the air supply tubing is shown in Figure 4.10. The secondary air system in the 1/4 scale Studsvik

bed was not used in the verification of the simplified scaling parameters.

Nine pressure taps used to measure axial pressure drop are located on one of the side walls of the

bed. These taps are angled down in order to prevent solids from accumulating in the lines. One

tap is located immediately above the distributor plate, and the others are located at distances of

10.4, 17.3, 29.0, 46.7, 76.2, 106.7, 137.2, 167.6 cm from the bottom of the bed.

4.2.2.2 Primary Separator and Downcomer

Primary solids separation is achieved by means of a U-tube separator. Six rows of 5/8" x 1/2" x

12.5" (1.6 x 1.3 x 31.8 cm) aluminum U-tubes were arranged in an offsetting pattern of seven

and six across (see Figure 4.11). The solids drop into a 4" (10.2 cm) diameter graduated

downcomer for return to the bed. A grounded 1/2" (1.3 cm) aluminum rod was hung in the

downcomer to aid in the discharge of static electricity.
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Figure 4.8: Sparge Tube
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1/4 Scale Studsvik Bed Distributor Box and Disbributor Plate

35.8 cm "

Figure 4.9: 1/4 Scale Studsvik Bed Distributor and Distributor Box
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Figure 4.10: 1/4 Scale Studsvik Bed Air Piping Diagram
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Figure 4.11: 1/4 Scale Studsvik Bed U-Tube Separator
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The solids return port at the bottom of the bed is just above the primary air feed and is 2.25" (5.7
cm) in diameter. The solids are returned to the main bed through a 2-1/4" (5.7 cm) flexible hose

which connects the main bed to the solids return leg. A threaded plug at the bottom of the

downcomer is used for the discharge of solids when emptying the bed.

4.2.23 Secondary Separator and Return Leg

The secondary separator consists of a Plexiglas cyclone. The cyclone, constructed primarily of

1/4-inch (0.635 cm) Plexiglas, has a total length of 3 feet (0.91 m) with the top 18 inches (45.7

cm) having an inside diameter of 9-7/16" (24.0 cm). The bottom 18 inches (45.7 cm) tapers

down to a flanged 2.0" (5.1 cm) solids exit. Air exits to a filter box through a 4.0" (10.2 cm)
outlet in the top of the cyclone.

Solids were recycled to the bed in one of two ways. The first method was to collect the solids in

a 4.0" (10.2 cm) diameter tube and feed them through an L-Valve to a 1.0" (2.54 cm) ID
pneumatic line which returned the solids to the top of the bed in front of the primary separator.

This method was used when running glass in the bed. Due to laboratory renovations which

occurred during the project, it became possible to raise the cyclone up an additional 4 feet (1.22

m). After this modification, the solids were fed directly into the downcomer (1 foot [30.5 cm]

below the primary separator) through a 1-1/2" (3.8 cm) ID flexible tube. This method was used

when running plastic in the bed. See Figure 4.12 for diagrams of the secondary separator and

return leg.

The air exiting from the cyclone is fed into a large filter box containing a 24" x 12" x 2" (61.0 x

30.5 x 5.1 cm) high density microfine glass fiber prefilter and a 24" x 12" x 12" (61.0 x 30.5 x

30.5 cm) hepa filter.
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1/4 Scale Studsvik Bed Secondary Return System
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4.2.2.4 Distributor Box and Boot

Primary air enters the bed through a 11.7" x 6.25" x 7.9" (29.8 x 15.9 x 20 cm) distributor box.
The air then flows through the screen distributor plate into the bottom of the bed. The bottom of

the Studsvik circulating bed is unique in that it narrows from cross-sectional dimensions of
11.7" x 6.25" (29.8 x 15.9 cm) at a distance of 2-1/2" (6.7 cm) above the distributor plate to a
square cross section of 6.25" x 6.25" (15.9 x 15.9 cm) at a distance of 5.9" (15 cm) above the
distributor plate (see Figure 4.7). During verification of the simplified scaling parameters with
constant density ratio, the boot section of the bed was blocked off such that the bed cross-section
remained constant at all bed heights.

It should be noted that in a previous study a bubble cap distributor was built for the 1/4 scale
Studsvik bed to verify the full set of scaling parameters. However, it was shown that the effect
of using this bubble cap distributor versus a screen distributor plate was negligible as depicted in
Figure 4.13 (see Westphalen, 1993).

4.2.3 1/16 Scale Model of the 2.5 MWt Studsvik Circulating Fluidized Bed Combustor

The third bed utilized was a 1/16 scale model of the Studsvik circulating bed operated by
Studsvik Energiteknik AB. This bed was constructed in two phases. During the first phase, the
bed was built without the boot, secondary air ports, simulated refractory, or simulated waterwall.
This was done in order to reduce the construction time and amount of uncertainty when
attempting to validate a simplified set of scaling laws. This version of the 1/16 scale Studsvik
bed was used as the smaller of two beds (the larger being the 1/4 scale model of the Studsvik
combustor similarly modified) in the verification of the simplified scaling laws and convective
heat transfer scaling relationships.
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Figure 4.13
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The second phase of construction added the boot, secondary air ports, and simulated refractory in
order that the bed be able to model the Studsvik hot bed using the simplified set of scaling laws.
The simulated waterwall was not added since it had been shown that this modification had
negligible impact on the macro hydrodynamics of the bed (Westphalen, 1993). The bed consists
of three main parts:

1. Main bed test section
2. Primary separator and downcomer
3. Solid return leg

A drawing of the bed is presented in Figure 4.14.
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423.1 Main Bed Test Section

The main test section was constructed with a geometry 1/4 the size of the 1/4 scale Studsvik

model (1/16 the size of the Studsvik hot bed). All four sides of the bed side were constructed of

3/8-inch (0.95 cm) acrylic sheet. The back of the bed was held on by RTV 108 silicone rubber

sealant, which allowed for its removal. The cross sectional area of the bed is 15.75 cm 2, and the

bed's length is 0.46 m.

As in the larger Studsvik model, a 1/4" (0.64 cm) diameter sparge tube was included in the

horizontal section in front of the primary separator to prevent solid backflow from the top of the

bed due to excessive solid buildup.

During the first phase of tests, no secondary air was introduced into the bed. Primary air was

introduced at the bottom of the bed through a screen distributor mounted on a 2.5-inch (6.35 cm)

high distributor box. A drawing of the air supply system for the first phase of tests is depicted in

Figure 4.15.

During the second phase of tests, secondary air ports, simulated refractory, a bed boot, and a new

distributor box were added in order to model the Studsvik hot bed. Air was divided into primary

and secondary streams before being introduced into the bed. Primary air was introduced at the

bottom of the bed through a screen distributor mounted on a 2.0-inch (5.1 cm) high distributor

box. Secondary air was introduced at a height of 6.1 cm through slotted distributors in the front

and back of the bed in a similar fashion to the 1/4 scale model. A drawing of the air supply

system for the second phase of tests is shown in Figure 4.16.

Nine pressure taps located on one of the side walls were used to measure axial pressure drop in

each of the beds used. These taps were angled down in order to prevent solids from

accumulating in the lines. The first tap was located immediately above the distributor plate, and

the others were located at distances of 1.4, 3.5, 5.9, 9.6, 15.6, 23.2, 31.0, 38.8 cm from the

distributor plate.
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Figure 4.16: 1/16 Scale Studsvik Bed Air Supply - Phase Two
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4.2.32 Primary Separator

Primary air/solid separation was achieved by means of a cyclone. The primary cyclone was
constructed primarily of 1/4-inch (0.635 cm) acrylic. The primary cyclone connects to the main

bed section, the solid return leg, and the air exhaust line with flanges. Hose-and-clamp

connections were later added for final connections to the solid return leg and air exhaust line in
order to relieve stresses. See Figure 4.17 for diagrams of the primary cyclone and filter.

The air exhaust leaving the primary cyclone was directed through the same filter used with the
1/4 scale model of the UBC circulating bed described above.

4.2.3.3 Solid Downcomer and Return Leg

The primary solid downcomer was largely constructed of 1.5" x 1/8" (3.81 x 0.32 cm) acrylic
tube. The primary downcomer consists of two sections, one above and one below the solid flow
measurement valve. Connections between return leg parts were made with flexible hose and
clamps to reduce stresses.

The bottom of the primary downcomer was constructed of a 1-1/2" (3.81 cm) copper tube and a
1-1/2" x 1-1/2" x 1" (3.81 x 3.81 x 2.54 cm) tee. A 1" x 1/8" (2.54 x 0.32 cm) flexible
transparent tube connects the bottom of the primary downcomer to a pneumatic return line. The
bottom of the primary downcomer reduces to a 1/2" NPT plug for drainage of solid. Air lines for
solid flow control connect to the side of the copper tee. These include the standard L-Valve air
and additional air for improvement of solid flow. The latter air was fed to the horizontal feed
tube through a 1/4" (0.64 cm) sparge tube.

The pneumatic return line recycled the solid up to a secondary cyclone several feet above the top
of the bed. The solids then dropped to a secondary downcomer for return to the test bed. Air
from the pneumatic return line exhausted to the filter.
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The valve used for the measurement of the solid circulation rate, built into the primary solid
downcomer, is discussed in Section 4.4.2. The valve, located 10-inches (25.4 cm) below the
primary cyclone, is a nominal 1-1/2" (3.8 cm) full-bore three-piece ball valve.

4.2.4 1/2 Scale Model of the Foster Wheeler Pilot Second Generation Pressurized CFB

The fourth bed utilized was a 1/2 scale model of the Foster Wheeler second generation
pressurized circulating bed operated by Foster Wheeler Development Corp. in Livingston NJ. At
the request of Foster Wheeler Development Corporation, a detailed description of the Foster
Wheeler bed and the cold scale model will not be given. Rather the general layout and a
description of the instrumentation will be given.

4.2.4.1 Foster Wheeler Hot Bed

The Foster Wheeler pilot plant is described in a series of DOE METC progress reports
(Robertson et al., 1989). The bed is round and consists of a 20.3 cm (8 in.) ID x 1.4 m (56.5 in.)
tall primary zone and a 20.3 (8 in.) ID x 6.9 m (270.75 in) tall secondary zone. The primary
zone bed height is 93 cm (36.6 in.). Four nozzles, two 0.40 m (15.875 in.) above and two 2.2 m
(85.375 in.) above the top of the bed, permit the injection of varying amounts of secondary air
into the riser. Coal/char and sorbent are pneumatically injected into the unit through a 2.5 cm
(1.0 in.), central, vertical pipe at the bottom; an outer-concentric pipe injects primary air radially
into the bed. The PCFBC contains no cooling tubes; its temperature is controlled by the
continual circulation of cooled sorbent and fly ash between an external FBHE (fluid bed heat
exchanger) and the PCFBC. A nitrogen-aerated packed-bed cooler at the bottom of the unit
cools the spent bed material to 150 oC (300 OF); it is intermittently withdrawn in batches via a
lock hopper. Exhaust gas exits through a 7.6 cm (3 in.) ID nozzle at the top of the unit. This gas
passes through a 33 cm (13 in.) diameter primary cyclone that captures entrained particulate
material and drains it to the FBHE via a nitrogen-aerated non-mechanical J-valve. The FBHE is
a 1 meter (42 in.) O.D. x 10.5 meter (34 ft., 6 in.) tall vessel, refractory lined to a 40.63 cm (16
in.) square cross section, with eight 2.5 cm (1 in.) O.D. x 0.32 cm (1/8 in.) wall and four 1.9 cm
(3/4 in.) O.D. x .165 cm (0.065 in.) wall water-cooled Incoloy 800HT tubes. The tubes are
separated by four air sparger pipes, each containing five aeration nozzles. The PCFBC
secondary air fluidizes the FBHE before proceeding to the PCFBC; it enters via the aerator
nozzles, passes through and fluidizes the collected material, exits through a 3.8 cm (1.5 in.) Sch.
80 water-jacketed nozzle, and is piped to the PCFBC secondary air nozzles.
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The four tubes below the aeration nozzles operate in a moving, packed bed; they cool the portion
of the FBHE bed material that is being drained for disposal via a lock hopper. A screw feeder
controls the drain rate to the lock hopper; it also sets the FBHE bed level, thereby controlling the
inventory of solids (sorbent) in the system. FBHE bed material is trnasferred back to the PCFBC
via a 15.2 cm (6 in.) Sch. 40 nitrogen-aerated nonmechanical L-valve at the bottom. The L-valve
controls the solids transfer rate, and the bed drain screw controls the bed/solids return
temperatures by varying the bed height/amount of cooling tube surface immersed in the bed.

The PCFBC has been designed for a 4 m/s (12 ft/s) operating velocity at 1.42 MPa (14 atm) and
1150 K (1600 OF). Combustor excess-air levels mage from 30 to 210 percent, and depending on
the performance experienced, the fluidizing velocity may be reduced to as low as 2.4 m/s (8 ft/s).
As a result the combustor heat relase that must be transferred to the FBHE will range from zero
to approximately 450 W. The heat to be absorbed in the PCFBC, together with the solids
circulation rate, determines the FBHE bed operating temperature and hence immersed tube
bundle/bed height.

Figures 4.18 provides a schematic of the integrated PCFBC/FBHE test unit. Figures 4.19
through 4.21 provides the instrumentation schematics of the PCFBC/FBHE arrangement.
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Figure 4.18 Integrated CPFBC/FBHE Test Unit
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4.2.4.2 1/2 Scale Model of the Foster Wheeler Hot Bed

The main test section was constructed with a geometry similar to the Foster Wheeler hot bed
described above. The bed is made from 10.2 cm (4 in.) Sch. 40 clear PVC plastic pipe. The bed
was construted in five sections (in exactly the same manner as the Foster Wheeler bed):

1. Distributor section
2. L-valve section

3. Lower secondary air port section
4. Upper secondary air port section
5. Exhaust section

Flange and penetration (secondary air, pressure taps, etc.) were located in geometrically similar
fashion to the hot bed. The PCFBC, L-valve, exhaust, and piping to the cyclone were all exactly
scaled.

The primary separator consists of a Plexiglas cyclone. The cyclone, constructed primarily of
1/4-inch (0.635 cm) Plexiglas, has a total length of 3 feet (0.91 m) with the top 18 inches (45.7
cm) having an inside diameter of 9-7/16" (24.0 cm). The bottom 18 inches (45.7 cm) tapers
down to a flanged 2.0" (5.1 cm) solids exit. Air exits to a secondary cyclone through a 4.0" (10.2
cm) outlet in the top of the cyclone. Below the primary cyclone, a flexible hose was connected
to help relieve stresses. Below this hose, a 4-in butterfly valve was installed for the measurement
of solids circulation. To determine the solids circulation rate, the butterfly valve was shut and
the rate of pileup of solids recorded. A 1" (2.5 cm) PVC pipe circumvents the valve in order to
equalize pressure around the valve when shut. The butterfly valve exits to a 3" (7.6 cm) clear
PVC downcomer pipe.

Secondary air/solid separation was achieved by means of a cyclone. The secondary cyclone was
constructed primarily of 1/4-inch (0.635 cm) acrylic. The secondary cyclone connects to the
primary cyclone exhaust, a solid storage leg, and the air exhaust line with flanges. The solid
storage line located below the secondary cyclone is used to collect fines which are not separated
by the primary cyclone. The bottom of the line is equipped with a removable cap to allow easy
removal of accumulated particles.

Final filtration was achieved by means of a filter box which was constructed and installed on the
above the scale model. A 4-in exhaust line connected the secondary cyclone to the filter box.
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The filter box contains a 24" x 12" x 2" (61.0 x 30.5 x 5.1 cm) high density microfine glass fiber
prefilter and a 24" x 12" x 12" (61.0 x 30.5 x 30.5 cm) hepa filter to collect any fines which were
not separated by either the primary or secondary cyclone. Pressure taps on the filter box allow
for the measurement of pressure drops across the filters to determine when they need to be
changed.

The downcomer is not entirely similar to the downcomer of the Foster Wheeler bed. It is not
anticipated that this will affect similarity in the riser section of the bed. Previous studies have
shown that the riser sections of CFB's are independent of the downcomer configuration if the L-
valve operates in a similar manner. In order to ensure that the L-valves do operate similarly, the
section of the downcomer below the external heat exchanger in the Foster Wheeler hot bed was
scaled exactly. Additionally, differential pressure measurements were made around the L-valve
in both the cold and hot bed in order to provide evidence of similarity in operation.

Air is divided into primary and secondary streams before being introduced into the bed. Primary
air is introduced radially at the bottom of the bed through a 3/4" (1.9 cm) Sch. 80 pipe
distributor. There are two sets of secondary air ports. The lower ports are located at a distance
of 55 1/2-in above the bottom of the bed, and the upper ports are located at a distance of 96-in
above the bottom of the bed. Each set of ports is equipped with its own valving to allow for
varying combinations of secondary air flows. Both the primary and secondary air flows are
measured utilizing square edged orifice plates with flanged taps and manometers.

Seven pressure taps used to measure axial pressure drop are located on one of the side walls of
the bed. These taps are angled down in order to prevent solids from accumulating in the lines.
Pressure tap locations are located at similar fractional bed heights as that of the hot bed. Hot bed
pressure transducer locations which were included on the cold model are given in Table 4.1 (see
Figure 4.19).
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Table 4.1
Cold Bed Pressure Transducers (see Figure 4.19)

Transducer Location

PDI-3022 Riser

PDI-3233 L-Valve

PDI-3017 Riser

PDI-3166 Across Primary Cyclone

PDI-3010 Riser

PDI-3008 Riser

PDI-3280 Riser

PDI-3013 Downcomer

PDI-3255 Downcomer

PDI-3018 Riser

PI-3007 Absolute Riser Pressure

PDI-3254 Between Downcomer and Riser

In addition to the pressure measurments indicated in Table 4.1, pressure measurements were
taken across the primary and scondary air orifice plates for air flow determination, and across the
barrier and hepa filters.

The air exiting from the cyclone is fed into a large filter box containing the 24" x 12" x 2" (61.0
x 30.5 x 5.1 cm) high density microfine glass fiber prefilter and a 24" x 12" x 12" (61.0 x 30.5 x
30.5 cm) hepa filter.

43 Bed Solid Materials

In order to evaluate the applicability of the viscous limit scaling laws in the fast fluidization
regime, and to simulate circulating beds operating at different pressures, three bed solid materials
were selected:

Steel
Glass
Plastic
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43.1 Basis of Selection for Steel

Assuming that the Studsvik bed operated at about 1600 OF with sand (measured density of 2650
kg/m3), the solid density needs to be 10,095 kg/m3 to keep the solid to gas density ratio constant
when constructing a cold scale model. A summary of solids with densities close to this value is
given in Table 4.2.

Table 4.2

Solids with Densities Near Target Density

Solid Density (g•cc)

Cadmium 8.65

Cobalt 8.9

Copper 8.96

Iron 7.87

Lead 11.35

Molybdenum 10.22

Nickel 8.9

Niobium 8.57

Rhodium 12.41

Silver 10.5

Thorium 11.7

Braggite (PtS) 10.0
Dyscrasite (Ag3Sb) 9.67 - 9.81

Litharge (PbO) 9.14

Minium (Pb304) 8.9 -9.2

Montroydite (HgO) 11.23

Platinum 14 - 19

Sperrylite (PtAs2) 10.58

Terlinguaite (Hg2OCI) 8.73
Thorianite (ThO2) 9.7
Uraninite (UO2) 8 - 11

Due to cost, health considerations, form of availability, and feasibility of establishing a desired
size distribution, the material chosen for the cold models of the Studsvik circulating bed was
steel. Steel was available in a variety of particle sizes at modest costs. An extensive
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investigation to find an alternative material with a better specific gravity match was not carried
out. It is unlikely that any of the other materials in the desired density range would satisfy
feasibility requirements.

4.3.2 Steel Density Measurements

Steel densities were measured using a helium displacement pycnometer. The steel density was
measured to be 7250 kg/m3. This is nearly 30 percent lower than the desired density of 10,095
kg/m3. Since the actual density was different than the desired density, it was not possible to
match both solid volumetric and mass flux. Because the similarity evaluations involved
matching the volumetric flux and comparing solid fraction profiles, the solid flux parameter
G,G8 based on the actual solid density was matched between runs. Previous evaluation of the

difference in matching solid volumetric flux versus matching the solid mass flux indicated that
the volume-based measurements give slightly better agreement between cold bed and hot bed
(Westphalen, 1990). However, the differences were slight so that a case could still be made for
either method of nondimensionalizing the solid circulation rate.

4.3.3 Preparation of Steel Powders

In order to achieve the correct mean particle size and particle size distribution as compared to the
Studsvik hot bed for the 1/4 and 1/16 scale models, several size distributions of steel powder
were combined to match the reported particle size distribution. Measurement of size
distributions and separation of the cold model solids were done with 8-inch U.S. Standard
laboratory sieves with sieve numbers of 400 (38 < dp < 45 ipm), 325 (45 < dp < 53 glm), 270 (53
< dp < 63 pm), and 230 (63 < dp < 75 pm), and 200 (75 < dp < 90 glm). The particle size
distribution for the 1/4 scale Studsvik bed steel along with the sand used in the Studsvik hot bed
are depicted in Figure 4.22.
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Figure 4.22
Particle Size Distributions for Verification of Complete Scaling Laws

Equivalent Hot Bed Particle Size, microns

The required mean particle diameter for the 1/16 scale model was calculated to be approximately
35 microns. Since the smallest sieve mean diameter was 38 microns, it was not possible to
accurately predict the size distribution of the particles required for use in the 1/16 scale model.
In order to circumvent this problem, no attempt was made to accurately measure the mean
diameter of the particles for use in the 1/16 scale model, rather the particle distribution was
selected based on the minimum fluidization velocity. This is possible since, unlike the 1/4 scale

model, the 1/16 scale model utilized the simplified scaling laws in which the particle diameter
enters only indirectly (it is a factor in determining the minimum fluidization velocity), and the

actual particle diameter is not required.

In order to estimate what the mean particle diameter of the steel powder used in the 1/16 scale

model was, a series of tests was conducted in which the minimum fluidization velocity was
determined for steel powders of known diameter. These data are give in Table 4.3. The
minimum fluidization velocities were then plotted and compared to those calculated from the

Ergun equation for the known particle diameters. All minimum fluidization velocities were

measured in the 1/16 scale Studsvik bed operating in a bubbling bed mode at room temperature
and atmospheric pressure. The sphericity of the steel particles required by the Ergun equation

was determined in an earlier study using image analysis (Westphalen, 1990). A plot of the
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measured and predicted particle diameter vs. minimum fluidization velocity is given in Figure

4.23. This curve predicts a mean particle diameter of 27 microns for a minimum fluidization

velocity of 0.75 cm/s. Results of the minimum fluidization tests can be found in Appendix A.

A separate steel particle size distribution was used to evaluate the viscous limit scaling laws
when scaling between steel and glass. All properties were determined in the same manner as the

properties for the 1/4 scale bed. The steel/glass viscous limit tests were conducted in the 1/4

scale UBC bed.

In addition to particle density, the loose-pack bulk densities of the steel powders were measured.
A summary of the steel particle properties is given in Table 4.3.

Table 4.3
Minimum Fluidization Data for Steel Powder

Particle Diameter Umf (cm/s) Emf

41.5 1.25 0.65

49.0 1.50 0.65

58.0 1.65 0.65

69.0 1.75 0.65
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Figure 4.23
Particle Diameter vs. Minimum Fluidization Velocity (Steel Powder)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Minimum Fluidization Velocity (cm/s)

Table 4.4
Steel Powder Properties

Viscous Limit Steel Constant ps/Pf Steel
Density 7.25 g/cc 7.25 g/cc

Mean Diameter 49.5 microns -27 microns

Loose Pack Voidage 65% 65%

Sphericity 0.6 - 0.8 0.6 - 0.8

Umf . 1.40 cm/s 0.75 cm/s
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43.4 Selection of Glass Powders

Four glass size distributions were utilized in this study. The first two glass distributions were
used in the evaluation of the viscous limit scaling laws between glass and steel. As with the 1/4
scale Studsvik steel, mean particle diameters were determined using laboratory sieves.
Minimum fluidization velocities for these glass distributions were determined in a small 4-inch
(10.2 cm) bubbling bed operating at room temperature and atmospheric pressure. Mean particle
sizes and distributions were selected based on the viscous limit scaling laws and the steel powder
selected for these tests as discussed above. A summary of glass particle properties for use in
comparison against steel utilizing the viscous limit scaling laws are given in Table 4.4. Particle
size distributions for the two glasses, along with the steel used in the viscous limit tests, are given
in Figure 4.24.

Table 4.5
Viscous Limit Glass Properties

Viscous Limit Glass I Viscous Limit Glass II
Density 2.54 g/cc 2.54 g/cc

Mean Diameter 88.3 microns 81.6 microns

Loose Pack Voidage 42% 42%

Sphericity 1.0 1.0

umf 1.40 cm/s 1.70 cm/s
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Figure 4.24
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For the evaluation of the simplified set of scaling laws between beds of different sizes, two

different glass distributions were selected which allowed matching of the ratio of superficial to

minimum fluidization velocities.

A summary of glass particle properties for this series of tests is given in Table 4.5. Particle size

distributions for the two glasses are depicted in Figure 4.25. The 1/16 scale glass diameters are

multiplied by 0.707 when shown in Figure 4.25 to compare with the 1/4 scale glass size

distribution. Results of the minimum fluidization tests can be found in Appendix A.

For the evaluation of the viscous limit scaling laws when glass and plastic are used as the bed

solid, the glass used in the 1/16 scale Studsvik bed was used to compare against the smaller

plastic distribution discussed below.
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Table 4.5
Glass Properties for Scaling with Constant ps/Pf

1/4 Scale Studsvik 1/16 Scale Studsvik

Density 2.54 g/cc 2.54 g/cc

Mean Diameter 112.3 microns 78.7 microns

Loose Pack Voidage 42% 42%

Sphericity 1.0 1.0

Umf 2.8 cm/s 1.4 cm/s

Figure 4.25
Glass Particle Size Distributions for Simplified Scaling Laws
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4.3.5 Selection of Plastic Powders

43.5.1 Plastic Powders for Viscous Limit and Cold Bed Scaling

The non-dimensional parameter governing convective heat transfer when scaling between glass
and plastic is (this is discussed in detail in Chapter 3).

hd, uopcd2 Ps (3)kf Dkf

Since urd is already matched when scaling hydrodynamics with either the viscous limit or
I.lfD

simplified scaling laws, the heat transfer parameter can be maintained constant between two

different models if f is the same for both materials. An evaluation of the heat transfer
k,

scaling can be made by comparing the Nusselt number on a bed side between the plastic and
glass particles if the plastic particles have the same specific heat as the glass particles. An
investigation into the thermal properties, availability within the boundaries of an acceptable size
distribution, and price of plastic powders was conducted with results of the most promising
plastics summarized in Table 4.6. In order to match the heat transfer parameter between glass
and plastic, a plastic with a specific heat of 0.2 cal/g-K was required. On the basis of this
investigation, it was determined that PVC powder would be used.

Two plastic size distributions were utilized in this study for evaluation of the viscous limit
scaling parameters and the simplified set of scaling parameters. As with the 1/4 scale Studsvik
steel, mean particle diameters were determined using laboratory sieves. This has been shown to
be an accurate method of determing particle size distributions for PVC powders (Davidson,
1992). Particle densities were measured utilizing a water displacement technique. Minimum
fluidization velocities for the plastic distributions were determined in the 1/16 scale Studsvik bed
operating in bubbling bed mode at room temperature and atmospheric pressure.
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Table 4.6
Plastics with Specific Heats Near 0.2 cal/g-K

Plastic Specific
Heat (cal/g-K)

PVC 0.26
Nylon-6 0.41

Delrin (Polyacetal) 0.35

Polystyrene 0.33

Polyethylene 0.46

Polypropylene 0.46

Teflon 0.24

Acrylic 0.35

Phenols 0.30

Lexan 0.29

Ryton 0.25

Polysulfone 0.25

Torlon 0.25

Halon/Aclar 0.21

Poly(Vinyl Fluoride) 0.34

Mean particle sizes and distributions were selected based on the viscous limit scaling laws, the
78.7 micron glass distribution described above, and the simplified set of scaling laws based upon
scaling between bed whose linear dimensions differ by a factor of four. The plastic selected for
use in the 1/16 scale Studsvik bed when scaling between glass and plastic using the viscous limit
scaling laws was also used when evaluating the simplified set of scaling laws. A summary of the
plastic particle properties used in this study is given in Table 4.7. Particle size distributions for
the two plastic powders, are given in Figure 4.26. Results of the minimum fluidization tests can
be found in Appendix A.
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Table 4.7
Plastic Properties for Scaling with Constant Ps/Pr

1/4 Scale Studsvik 1/16 Scale Studsvik
Density 1.40 g/cc 1.40 g/cc

Mean Diameter 144.5 microns 99.5 microns

Loose Pack Voidage 57% 55%

Sphericity 0.5 - 0.7 0.5 - 0.9

umf 1.5 cm/s 0.85 cm/s

Figure 4.26
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43.5.2 Plastic Powders for Scaling the Foster Wheeler Pressurized Combustor

The solid used in the hot column for the Foster Wheeler pressurized fluidized bed tests described
herein was dolomite with a measured surface mean dp equal to 165 microns, a measured density
of 2650 kg/m3, and an estimated minimum fluidization velocity of 2.5 cm/s (0.083 ft/s) at 12.1
bar (12 atm) and 900 oC (1650 OF). The solid material used in the cold column is polyethylene
plastic. This material was readily available and provided the best match for density as required
by the simplified scaling laws. The powder was prepared so that the scaled size distribution
along with the ratio of superficial to minimum fluidization velocity would match that of the hot
bed solid operating at high pressure and temperature. Figure 27 shows a comparison of the
dimensionless particle size distribution between the hot and cold bed material. Powder testing
included size analysis by sieving, sphericity determination using two-dimensional image
analysis, measurement of umf, density measurement, and bulk density measurements. A
summary of hot and cold bed particle properties is given in Table 8.

Table 8
Summary of Hot and Cold Bed Solids

Hot Bed Solid Cold Bed Solid

Material Dolomite Polyethylene Plastic
Surface Mean dp (microns) 165 180

Density (kg/m 3) 2650 905
Sphericity 0.84 0.85

Emf 0.52 0.49

umf (cm/s) 2.39 1.77
(est. at 12 bar, 900 oC)
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Figure 27
Comparison of Dimensionless Particle Size Distributions for Foster

Wheeler Pressurized Combustor and Cold Model

Equivalent Hot Bed Size, microns

43.6 Preparation of Glass and Plastic Particles

In addition to the separation and recombination process in order to achieve satisfactory size
distributions, the glass and plastic particles were also treated with anti-static compounds in an
attempt to reduce the level of static electricity generated in the bed. The first compound was
Larostat 519, a fine powder which was mixed in with the glass and plastic powders. Since the
mass fraction of Larostat in the mixtures was very small, it was not anticipated that this would
have any significant effect on the hydrodynamics of the beds other than through the reduction of
static electricity.

While the Larostat worked quite well in the reduction of static, as more was added during
operation, it began to severely inhibit the flow characteristics of the glass and plastic mixtures in

the L-Valves and other constricted areas, limiting the amount of Larostat allowable in the beds.

In order to further reduce bed static electricity levels, the glass and plastic, along with the inside

of the beds, were spray coated with Anstac 2-M, an alcohol based anti-static solution for acrylic
and other plastics. After drying, this treatment virtually eliminated any remaining static effects.
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It was anticipated that static electricity would especially be a problem in the scale model of the
Foster Wheeler pressurized combustor since the bed and the particles were made of low density
plastics. In order to further reduce bed static levels, the plastic particles in the Foster Wheeler
cold scale model along with the entire cold scale model was coated with electrically conductive
floor wax. 1 Re-sieving the particles indicated that the wax coating did not significantly affect the
mean diameter or size distribution of the plastic powder. The conductive floor wax was found to
be superior in eliminating static electricity effects in the Foster Wheeler scale model.

43.7 Elimination of Static Electricity Effects

In addition to the use of Larostat and Anstac as described above, several other precautions were
taken to reduce problems caused by static electricity. The first measure taken was to wrap
copper gauze around areas of the beds which accumulated large amounts of static electricity (this
included the cyclones, pneumatic return lines, and sections of the downcomers). Copper ribbon
was then used to ground the gauze as well as the supporting structure and other metallic
components (pressure transducer housings, valves, aluminum walls, etc.). In the 1/4 scale
Studsvik bed, a 3 foot (0.9 m) long 1/2-inch (1.3 cm) diameter hollow copper rod was hung in
the downcomer by threading copper ribbon up the center of the rod and out to ground through a
small hole at the exit of the primary separator.

In the 1/16 scale Studsvik bed, three 6 x 1-1/2 inch (15.2 x 3.8 cm) pieces of copper sheet were
connected in a helix fashion and inserted in the bottom section of the pneumatic return line.
Copper wire was run along the perimeter of the copper sheet and out through a flexible
connecting piece to ground. In addition to the static discharge device, a humidification system
was constructed in which all the air being introduced into the bed was bubbled through a steel
tank which was half full of water. This increased the humidity of the entering air (during the
winter typical increases in relative humidity would range from 20-25 percent) and aided in the
reduction of static electricity. The air humidity was continually monitored during bed runs
utilizing an encased wall mounted hygrometer (relative humidity accuracy of +/-2.5 %).

Even with all the precautions taken above, static electricity remained a concern during the winter
months of the project, and was directly linked to the death of several electronic components.

1Statguard electrically conducting floor wax - available from Charleswater Products.
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4.4 Variable Measurement

Cold bed and hot measurement techniques are described in the following sections. Accuracy of
the cold bed measurements is discussed in Section 4.5. The Studsvik hot bed measurements are
discussed in Section 4.5.5.

4.4.1 Air Flow

4.4.1.1 1/4 Scale UBC Bed

The air flow measurement equipment for the 1/4 Scale UBC Bed was obtained and calibrated as
part of an earlier study to verify the full set of scaling laws for circulating fluidized beds
(Westphalen, 1990). A summary of the equipment and calibration techniques is included here
for convenience.

Air entered the 1/4 Scale UBC bed in two locations. The two air streams were designated the
primary and secondary air. The two air flows were measured separately with rotameters fitted
with exit pressure gauges. The rotameters measured in the range from 2 to 10 cfm, and the
pressure gauges were 15 psig full scale. Calibration of the rotameters and gauge combinations
was done with a square-edged orifice plate fitted with flange taps. The tests covered flow ranges
at expected pressure ranges. The data was analyzed to determine the calibration constants A and
B for the following equation.

Qa= (AR+B) (i+

where Qa is the flow at atmospheric pressure Pa, Pg is the gauge pressure at the rotameter exit,

and R is the rotameter reading.

4.4.1.2 1/16 Scale Studsvik Bed

For the phase one 1/16 scale Studsvik bed (no boot, secondary air or simulated refractory), air
entered the bed through the distributor box and at the bottom of the pneumatic return line. The
two air flows were measured separately with rotameters fitted with exit pressure gauges. The
rotameters measured in the range from 2 to 10 cfm, and the pressure gauges were 15 psig full
scale. Calibration of the rotameters and gauge combinations was done in the same manner as the
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1/4 scale UBC bed setup (i.e., with a square-edged orifice plate fitted with flange taps). The tests

covered flow ranges at expected pressure ranges with the data again being fit to the equation:

Qa= (AR+B) 1i7)

For the phase two 1/16 scale Studsvik bed (boot, secondary air ports, and simulated refractory

added), air entered the bed through the secondary air ports, the distributor box, and at the bottom

of the pneumatic return line. All three air flows were measured separately with an additional

rotameter fitted with exit pressure gauge being added to measure the secondary air flow.

Calibration of the rotameter and gauge combinations was conducted using the same technique as
that used with the phase one setup.

4.4.13 1/4 Scale Studsvik Bed

For the tests in which steel was run in the 1/4 Scale Studsvik bed to model the Studsvik hot bed,
air entered the bed through the distributor box and secondary air ports (air was also used for the
pneumatic return line, sparge tube, and various valves but was not measured). The two air flows
were measured separately utilizing a square edged orifice plate with flanged taps and
manometers. The orifice plate was calibrated using hot wire velocity profiles.

For the tests with glass and plastic run in the 1/4 scale Studsvik bed, the secondary air ports were
blocked off so that air entered only through the distributor box. The air flow was again measured
utilizing a square edged orifice plate with flanged taps and a manometer.

4.4.1.4 1/2Scale Foster Wheeler Bed

For the tests in which plastic was run in the 1/2 scale Foster Wheeler bed to model the Foster
Wheeler hot bed, air entered the bed through the distributor pipe and secondary air ports (air was

also used for L-valve, but was not measured). The two air flows were measured separately

utilizing a square edged orifice plate with flanged taps and manometers. The orifice plate was
calibrated using hot wire velocity profiles and rotameters.

4.4.2 Solid Circulation

Solid flow measurement techniques for the various beds utilized in this study are described
below. Figures 4.28 illustrates the equipment and methods used for these beds.
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4.4.2.1 1/4 Scale UBC Bed

Measurement of solid circulation in the 1/4 scale UBC bed was done primarily with a valve in

the solid return leg. A 1-1/2" (3.8 cm) full-bore three-piece ball valve was used for this purpose.

Shims were installed between the sections of the valve in order to reduce handle torque. The

valve measurement technique involved observation of solid pileup when the flow of solids was

interrupted by closing the valve. A pressure relief line was installed around the valve to reduce

the effects on pressures in the bed during valve closure.

180



MET e of SOU S
P L- uPv is

ýAjl-rI.op

S'RNGE Ad1ke p

Figure 4.28: Solid Flow Measurement Techniques

181

r,r.I d\ A~~~/

SS%(ZRIvz5wi WTHZENýOv & za

(FOR. opv'eR to.IAs)

?Z0f. %&
REEF 0r4r



It has been shown that the valve closure technique may be accompanied by a corresponding
reduction in bed solid fraction (Westphalen, 1990). However, further calibration of this
technique was obtained by injecting a material which provided enough visual contrast to the bed
material in the downcomer. Measurement of the rate of descent in the downcomer has indicated
that the valve closure technique is reasonably accurate (within 20 percent of visual descent
measurement) in spite of its alteration of normal bed behavior.

4.4.2.2 1/16 Scale Studsvik Bed

In both the phase one and phase two setups of the 1/16 scale Studsvik bed, the solid circulation
was measured in the same way as was the 1/4 Scale UBC bed. A 1-1/2" (3.8 cm) full-bore three-
piece ball valve with shims installed between sections of the valve in order to reduce handle
torque was used to observe the solid pileup. A pressure relief line was installed around the valve
to reduce the effects on pressures in the bed during valve closure.

4.4.2.3 1/4 Scale Studsvik Bed

When using steel to model the full scale hot Studsvik bed, the valve closure technique was used
to measure the solid circulation rate. A 4-inch (10.2 cm) diameter butterfly valve was designed
and inserted into the downcomer 2.3 feet (0.7 m) below the primary separator. The solid pileup
rate when the flow of solids was interrupted by closing the valve was then measured to determine
the solid circulation rate.

Measurement of solid circulation in the 1/4 scale Studsvik bed when charged with plastic and
glass was achieved by viewing the descent of solid in the solid downcomer. This was possible
because of visual contrast associated with the plastic and glass particles run.

4.4.2.4 1/2 Scale Foster Wheeler Bed

The valve closure technique was used to measure the solid circulation rate in the 1/2 scale model
of the Foster Wheeler PCFBC. A 4-inch (10.2 cm) diameter butterfly valve was inserted into the
downcomer below the primary cyclone. The solid pileup rate when the flow of solids was
interrupted by closing the valve was then measured to determine the solid circulation rate.
Measuements of the solid circulation by viewing the descent of solid in the solid downcomer
yielded similar results.
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44.43 Pressure Measurement

Pressure measurement techniques for the various beds utilized in this study are described below.

In all of the beds except the Foster Wheeler scale model, measurement and recording of the

pressure transducer voltage output was done with a Metrabyte DAS-8PGA data acquisition board

in an IBM AT compatible computer. The software used to control the data acquisition was
UNKELSCOPE.

In the Foster Wheeler scale model, a Gateway 486 PC computer, along with a Metrabyte 16

channel data acquisition board and EasyLX, a high speed data acquisition program was used for

data acquisition. The pressure transducer calibration curves were entered into the data
acquisition program allowing for direct conversion of voltages to pressures.

4.4.3.1 1/4 Scale UBC Bed

The pressure measurement system for the 1/4 scale UBC bed has been described in detail
elsewhere (Westphalen, 1990). A summary of that description is given below for convenience.

There were eight pressure taps in the main bed section which were used to measure axial
pressure differences. The pressure taps are 1/8" (0.32 cm) in diameter. Measurement of
pressures was done with a set of manometers and with pressure transducers.

The manometers used to measure average pressure differences between adjacent pressure taps
were mounted on a board next to the bed. An eighth manometer measured the gauge pressure at
Pressure Tap No. 1. The manometers were three meters tall and filled with colored water.
Damping of pressure signals was provided by orifices in the pressure lines leaving the pressure
taps and air volumes connected to the tops of the manometers. Pressure fluctuations faster than
about 0.5 Hz were successfully damped.

Pressure transducers were located near their associated pressure taps. The pressure transducers
used were Micro Switch 170PC series. The transducers measured differential pressures between
adjacent pressure taps. They had millivolt output, and had a 10 volt power supply. Although the
rated pressure range for the transducers was 0 to 14 in. wc (0-3.5 kPa), they were also successful
in measuring down to -14 in wc (-3.5 kPa). The pressure transducer used to measure overall bed
pressure was a 1 psi (6.9 kPa) differential pressure transducer which had 1 to 6 volt output, and
used the same 10-volt input as the 7 other pressure transducers.
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In order to keep the pressure lines clear of particles, air was injected into the pressure tap lines to
continuously clear them and keep particles out. Pressure drop through the pressure tap lines due
to this cleaning air flow was assumed to remain essentially constant, since the flow is driven by a
pressure drop from the header to the bed which is significantly larger than bed pressure gradients
or fluctuations. Actual pressure measurements were modified by measurements of the apparent
pressures when the bed is empty. A previous investigation into the effect of this cleaning air on
bed pressure measurements indicates the error caused by the use of this system was not
significant (Westphalen, 1990).

4.43.2 1/16 Scale Studsvik Bed

There were nine pressure taps in the main bed section of the 1/16 scale Studsvik bed which were
used to measure axial pressure differences. The pressure taps and lines were 1/8" (0.32 cm) in
diameter. All pressure lines were less than 0.5 m in length. Pressure measurements were done
using a set of pressure transducers.

The pressure transducers were located near their associated pressure taps. The transducers
measured differential pressures between adjacent pressure taps. The four transducers nearest the
bottom of the bed had millivolt output, and had a 12 volt power supply. The rated pressure range
for the transducers were -14 to 14 in. wc (-3.5-3.5 kPa). Calibration of the transducers was done
with an inclined manometer covering all expected pressure ranges. Results of the transducer
calibrations are given in Appendix B. The top four transducers were series 600 transducers
supplied and calibrated by Auto Tran, Inc. They had output on the order of 1-4 volts, and
utilized the same 12 volt DC power supply as the bottom four transducers. The rated pressure
range for the top four transducers was -1 to 1 in. wc (-0.25-0.25 kPa) with a sensitivity accuracy
of +/- 1 percent of full scale output.

Rather than injecting air into the pressure tap lines to continuously clear them and keep particles

out, the pressure taps were angled down 400 into the bed. Since the particle motion is downward

at the wall, this proved successful in preventing particles from entering the lines. A more
detailed evaluation of the differences in these techniques is given in the discussion of the 1/4
scale Studsvik pressure measurements.
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4.4.33 1/4 Scale Studsvik Bed

There were nine pressure taps in the main bed section of the 1/4 scale Studsvik bed used to
measure axial pressure differences. The pressure taps were 1/8" (0.32 cm) in diameter.

Measurement of pressures was done with a set of manometers and with pressure transducers.

In order to provide an approximation of the differential pressure between pressure taps,
manometers were installed and mounted on a board behind the bed. The manometers were three

meters tall and filled with water. Damping of pressure signals was provided by orifices in the

pressure lines leaving the pressure taps and air volumes connected to the tops of the manometers.
Pressure fluctuations faster than about 0.5 Hz were successfully damped.

Pressure transducers were located near their associated pressure taps. The transducers measured
differential pressures between adjacent pressure taps. They had output on the order of volts, and
had a 10 volt power supply. The rated pressure range for the transducers was 0 to 14 in. wc (0-
3.5 kPa), although they were also successful in measuring down to -14 in wc (-3.5 kPa).
Calibration of the transducers was done with an inclined manometer covering all expected
pressure ranges. Results of the transducer calibrations are given in Appendix B.

As was the case with the 1/16 scale Studsvik bed, the pressure taps were angled down 400 into
the bed to prevent particle inflow into the pressure tap lines as opposed to using horizontal taps
with purge air. A plot depicting typical deviations between the two methods is given as Figure
4.29.

4.43.4 1/2 Scale Foster Wheeler Bed

There were seven pressure taps in the main bed section of the 1/2 scale Foster Wheeler bed
which were used to measure axial pressure differences. The pressure taps and lines were 1/8"
(0.32 cm) in diameter. All pressure lines were less than 0.5 m in length. Pressure measurements
were done using a set of pressure transducers.

The pressure transducers were located near their associated pressure taps. The transducers
measured differential pressures between adjacent pressure taps. The riser transducers were series
600 transducers supplied and calibrated by Auto Tran, Inc. They had output on the order of 1-5
volts, and utilized a 12 volt DC power supply. The rated pressure range for the bottom four
transducers was -2 to 15 in. wc (-0.5-3.75 kPa). The rated pressure range for the top two riser
transducers was -1 to 7 in wc (-0.25-1.75 kPa). Sensitivity accuracy of the transducers is +/- 1
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percent of full scale output. Calibration of the transducers was done with an inclined manometer
covering all expected pressure ranges. Results of the transducer calibrations are given in
Appendix B.

The riser pressure taps were angled down 400 into the bed. Since the particle motion is

downward at the wall, this proved successful in preventing particles from entering the lines. A

more detailed evaluation of the differences in these techniques is given in the discussion of the

1/4 scale Studsvik pressure measurements.

Figure 4.29
Tyvcal Deviation in Solid Fraction Profile Between Horizontal and Angled Taps
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4.5 Uncertainty Analysis

4.5.1 Air Flow

For the 1/4 scale UBC bed and the 1/16 scale Studsvik bed, the air flows were measured with 2-
10 cfm rotameters fitted with exit pressure gauges. Calibration of the rotameters involved about
70 data points for each rotameter. The standard deviation from the linear calibration curves was
about 0.05 cfm for each rotameter. The low end of the measurement range used in the
experiments was about 3 scfm. The standard deviation represents about 2 percent of this lowest
measurement.

The 1/4 scale Studsvik bed and the 1/2 scale Foster Wheeler bed utilized two square edged
orifice plates with flanged taps and manometers to measure the primary and secondary air flows.
The orifice plates were calibrated using hot wire velocity profiles and rotameters.

The minimum fluidization test bed air flows for the glass and steel used in the viscous limit
scaling tests were measured with 20-scfh and 100-scfh nominal rotameters. Fifteen test points
were used in calibrating the 20-scfh rotameter. The standard deviation from the linear calibration
curve for this rotameter was 0.093 scfh, or about 0.5 percent of full scale. Thirty-nine points
were used in calibrating the 100-scfh rotameter. Standard deviation from the calculated linear
calibration curve was 0.59, or about 0.6 percent of full scale.

Minimum fluidization tests for all other bed materials were measured in the 1/16 scale Studsvik
bed operating in a bubbling mode. The air flows for these tests were measured with 2.5 and 10.0
1pm rotameters. Ten test points were used in calibrating the 2.5-lpm rotameter. The standard
deviation from the linear calibration curve for this rotameter was 0.013 1pm, or about 0.5 percent
of full scale. Fifteen points were used in calibrating the 10-lpm rotameter. Standard deviation
from the calculated linear calibration curve was 0.042 1pm, or about 0.4 percent of full scale.
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4.5.2 Solid Circulation Rate

Confidence in the accuracy of the solid circulation rate measurements was based on the

repeatability of solid loose-packed density measurements and the repeatability of solid fraction

profile results when measurements indicate that flow conditions are the same. In addition,

previous study has indicated that the various methods used provide similar agreement

(Westphalen, 1990). The study performed by Westphalen also addresses the expected errors as a

result of different rates of solid entrainment at the top of the bed, uncertainty about the solid bulk

density as solid accumulates during measurement, and the variation in accumulation rates for

successive measurements. It was determined that the both the visual tracking and valve methods

provide an adequate degree of accuracy for the solid circulation rate.

In an attempt to estimate the standard deviation of successive measurements in solid circulation

using the valve and visual descent techniques, ten measurements were made at three different

solids fluxes for both the valve and visual techniques. Table 4.9 presents the results of these
tests. The standard deviation for the valve measurement techniques ranged from 2 to 5 percent

of the average value. For the visual descent method, the standard deviation ranged from 3 to 5
percent of the average value.

Figures 4.30 through 4.33 show solid fraction profiles for three tests of the same operating

conditions in the beds used. The tests in the 1/4 scale UBC bed, 1/16 scale Studsvik bed, and 1/2

scale Foster Wheeler bed used the valve measurement techniques, whereas the tests in the 1/4

scale Studsvik bed used the visual descent technique. The similarity of the profiles indicate that

either method produces a repeatable measurement, and that variation in successive measurements

is not a problem.
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Table 4.9
Valve and Visual Techniques for Solids Flux Measurement

Valve Technique (Time to Fill 2 Visual Technique (Time to
inches) Descend 2 inches)

Run 1 2 3 1 2 3

1 3.24 4.12 5.07 3.03 4.07 5.01

2 3.16 4.37 5.21 3.22 4.17 4.77

3 3.55 4.27 5.17 3.15 4.20 4.92

4 3.11 4.11 5.03 2.95 4.11 4.88

5 3.22 3.95 4.99 2.87 4.10 5.10

6 3.45 3.87 5.18 3.11 4.01 4.89

7 3.14 4.05 5.12 3.15 4.31 4.81

8 3.13 4.14 5.02 2.85 4.27 5.12

9 3.07 4.05 4.95 3.30 3.94 5.08

10 3.32 4.01 5.19 3.05 3.87 5.13

Avg. 3.24 4.09 5.09 3.07 4.11 4.97

Std. Dev. 0.157 0.146 0.0932 0.147 0.140 0.134
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Table 4.9a
Bulk Voidage Measurements for Various Bed Materials

Bed Material Bulk Voidage Std. Dev.

1/4 Scale UBC Viscous 0.42 0.0185
Limit Glass I

1/4 Scale UBC Viscous 0.42 0.037
Limit Glass II

1/4 Scale UBC Viscous 0.59 0.030
Limit Steel

1/16 Scale Studsvik Const. 0.42 0.020
ps/Pf Glass

1/16 Scale Studsvik Const. 0.55 0.022
ps/Pf Plastic

1/4 Scale Studsvik Const. 0.42 0.021
ps/Pf Glass

1/4 Scale Studsvik Const. 0.57 0.027
ps/Pf Plastic

1/16 Scale Studsvik Steel 0.65 0.021

for Hot Bed Scaling

1/4 Scale Studsvik Steel for 0.59 0.036

Hot Bed Scaling

1/2 Scale Foster Wheeler 0.49 0.020

Plastic
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Figure 4.30
Repeatability of Solid Fraction Profiles
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Figure 4.32
Repeatability of Solid Fraction Profiles
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4.53 Pressure Measurements

All bed pressures were measured using pressure transducers whose output voltages were
measured by a computer-based data acquisition system. Calibration of the transducers was
accomplished by comparison with an oil filled inclined manometer. The pressure transducers
were calibrated before each series of tests (e.g., whenever there was a change in bed materials).
Linear calibration curves were used for reduction of data to convert the transducer output
voltages to differential pressures. Table 4.10 presents typical values for the standard deviation of
pressure transducers in the various beds.

Table 4.10
Standard Deviation of Transducers Used in Study

Ratio of Standard Deviation to Average Voltage Output
Bed Worst Case Typical

1/4 Scale UBC Bed 25% 2.5%
1/16 Scale Studsvik Bed 20% 5%

(Bottom Four Transducers)

1/16 Scale Studsvik Bed (Top < 1% <1%
Four Transducers)

1/4 Scale Studsvik Bed 6% 2%

1/2 Scale Foster Wheeler Bed < 1% < 1%

The data acquisition board is rated for 12 bit resolution; this represents 0.024 percent of full
scale. Typical full scale range used for the pressure transducers with the 1/4 scale UBC bed and
1/16 scale Studsvik bed was +/- 50 my (although +/- 10 my was used in the more lean regions
when running with plastic), allowing 24.4 jpv resolution. The worst case voltage resolution
represented about 4 percent of the smallest measured mean pressure difference of about 0.13 cm
we when running the plastic at very lean conditions in the 1/16 scale Studsvik bed.

The typical full scale range used with the 1/4 scale Studsvik bed and 1/2 scale Foster Wheeler
bed was +/- 5 v. The voltage resolution in this bed was then 2.44 mv. This represents 0.024 %
of the full scale range, and about 0.4 percent of the smallest average voltage which occurred
when running plastic at very lean conditions. Comparison of the data acquisition system
measurement of voltages and frequencies with known signals indicated that there was no
significant A/D conversion error.
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A larger source of error in pressure measurements may have occurred when measuring bed

pressures in the 1/4 scale UBC bed because of the air flow arrangement used to keep the pressure

taps clear of solid particles described earlier. Accurate measurement required that the flow to

each pressure tap would not change significantly as pressure in the bed varied.

The error in pressure measurement associated with readjustment of the pressure tap air flow due

to changing bed pressure was examined as part of a previous study (Westphalen, 1990). The

results indicated that the pressure measured with the pressure taps with clearance air was about

two percent less than the actual pressure for a tested pressure range up to 100 cm wc (9.8 kPa).

In order to determine the possibility that pressure signals may be attenuated in the pressure tap

lines between the pressure tap opening and pressure transducer, a rough dynamic line analysis

was conducted which indicated that the break (maximum transmission) frequency based on the

cold bed setups would be about 3500 Hz. The maximum frequency of the data acquisition board

A/D conversion may be as low as 500 Hz when all eight pressure taps are being sampled which

suggests that this is not a limiting condition for the cold models. In addition, it has been shown

that the fluctuations of interest in the cold beds would have frequencies less than 100 Hz

(Westphalen, 1990).

For the Foster Wheeler hot bed the break frequency is about 50 Hz. Although this is fairly low,

the power spectral densities indicate that the energy contained in frequencies above 20 Hz is very

low. This suggests that attenuation does not occur for frequencies of interest.

Pressures time traces were taken for 10 seconds at a frequency of 100 Hz. For each trace, the

average and standard deviation was calculated. These standard deviations, along with the

standard deviation in solids flux measurement, were used in constructing error bars for the cold

bed data solid fraction profiles. Error bars represent one standard deviation (i.e., 67 percent of

the data fell into the interval based on a normal distribution).
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4.5.4 Sensitivity of Solid Fraction Profiles

In order to determine the sensitivity of the solid fraction profiles to changes in superficial
velocity and solid circulation rates, tests were conducted with steel particles in the 1/4 scale UBC
bed in which these two variables were individually altered. Figure 4.34 shows the sensitivity of
the solid fraction profile to changes in superficial velocity when the mass flux is kept constant.
Figure 4.35 shows the sensitivity of the solid fraction profile to changes in mass flux when the
superficial velocity is kept constant. The results indicate that the sensitivity to both variables is
well within operational tolerance limits.
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Figure 4.34
Effect of Superficial Velocity on Solid Fraction Profile
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4.5.5 Hot Bed Measurements

In the Studsvik hot bed, all hot bed measuring instruments with electric output signals were
sampled using a data logger. Data sampling was carried out three times a minute. The average
of these three values was then stored on tape cartridge. These average values were used for
further evaluation.

In the Foster Wheeler hot bed, time-mean pressure drops, temperature profiles, and flow
measurments along the riser were determined by a series of pressure transducers and
thermocouples, and are recorded with a computer data acquisition system. High speed pressure
data was obtained using the same pressure transducers connected to a separate data acquisition
system.

4.5.5.1 Solid Circulation Measurements

The Studsvik 2.5 MW CFB prototype is described in detail in other reports (Kobro, 1985). All
hot bed measurements were taken by Studsvik Energiteknik AB personnel. The L-valve solids
flow rate, which utilized isotope pills, is described in detail in Studsvik report EP-86/70. The
isotope pill was used to determine an averaged value of solids velocity in the L-valve standpipe.
Assuming plug flow, a corresponding value of mass flow was then calculated. The velocity
measurements within the standpipe showed considerable variation. However, it was determined
that sufficient velocity readings were taken (normally eight per run) to give a representative
measurement of the true average solids velocity. In addition, solids flow rate measurements
were made at the beginning, middle, and end of a four hour steady state condition for one of the
operating points in an attempt to investigate the effects of velocity cycling, fluidization in the L-
valve standpipe, variation in solid velocity within the L-valve standpipe and other effects which
would cause the solids velocity to change within the standpipe. In light of the small variation in
solids flow rate between measurements (at the beginning, middle, and end of the steady state
conditions) it was felt that the solids flow rates measured were genuine, and that the difference in
solids flow rates were not due to aberrant conditions in the L-valve standpipe.

A brief analysis of the data supplied by Studsvik Energiteknik AB was conducted in order to
determine the variation and repeatability of the solids velocity measurements. While it was
stated that the variation in solids flow of the steady state conditions was felt to be small, the
value determined for the flow rate in the middle of the steady state test was nearly 10 percent
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lower than that at the beginning, and the flow rate at the end of the test was over 30 percent
lower that at the beginning.

Figures 4.36 and 4.37 illustrate the variations and standard deviations for the isotope velocity
measurements. In some cases, measured velocities were over four times the average value. In
all the higher mass flux cases (high isotope velocity) the variation in data is significant, calling
into question the validity of using the average value to represent the true solids flow rate in the
bed. The differences in isotope velocity measurements could be caused by any one of several
bed independent phenomena such as:

1. Solids flow is not plug
2. Standpipe fluidization
3. L-valve standpipe surface characteristics
4. Variation in solids velocity within the standpipe

It is evident that the solids flow rate may be a large source of error in the hot bed measurements.
Sensitivity studies on solid fraction profiles when varying bed solids flux conducted in the cold
bed have indicated that the percent change in average cross-sectional solid fraction changes on
the order of the same percentage as the change in solids flux. So for a case in which the solids
flow rate is twice as high as the average value (a reasonable assertion in light of the variation in
isotope velocity measurements), the solid fraction profile would also appear about twice as high
as what would occur if the bed were actually operating at a solids flow rate equal to the average.

Determination of the solids recycle rate in the Foster Wheeler hot column was accomplished
using two separate methods. The first was a calorimetric technique involving a heat balance on
the FBHE. The second utilized differential pressure measurements in the upper portion of the

riser to estimate the solids circulation rate (Patience et al, 1992). Agreement between the two
methods in estimating recycle rates was very good.
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4.5.5.2 Air Flows

The total air flow to the Studsvik hot bed was measured with a Venturi operating at 68 OF (20
oC) and 1 atmosphere. The secondary air flow is measured using a pressure drop sensor after the
primary/secondary air split. Table 4.11 presents the total, primary, and secondary air flows along
with the variance in measurements of the total and secondary air flows for the six hot bed
conditions.

Figure 4.36
Variation in Studsvik Hot Bed Isotope Velocity Measurements
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Table 4.11
Air Flows and Standard Deviations for Studsvik Hot Bed

Condition Total Air Flow Std. Dev. Secondary Air Std. Dev.
(m3/hr) (m3/hr) Flow (m3/hr) (m3/hr)

1 2305.2 15.05 1172.9 24.65

2 3009.2 33.93 928.4 20.4

3 2903.7 40.0 1398.3 32.0

4 2296.5 48.7 662.5 18.8

5 2379.0 31.0 732.4 9.9

6 3033.4 25.0 923.4 18.5

Measurements of the total air flow are quite accurate with 90 percent of the measurements falling

within 2.0 percent of the mean in the worst case run (Condition 4). Measurements of the
secondary air flow were nearly as accurate with only 10 percent of the measurements falling
outside of 2.5 percent of the mean. It is not anticipated that the air flow measurements were the
cause of any significant error.
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Air flow measurments in the Foster Wheeler hot bed were made with orifice plates and pressure
transducers. Foster Wheeler Development Corp. has indicated that the error resulting from
inaccuracies in the measurment of air flow is insignificant.2

4.5.5.3 Pressure Measurement

Pressures were measured in the Studsvik and Foster Wheeler hot beds utilizing differential
pressure transducers. The absolute furnace pressure was measured at the top of the furnace (7.60
m above the water cooled distributor plate in the Studsvik bed and 8 m above the air inlet in the
Foster Wheeler bed). In the Studsvik bed, this pressure was the reference for the differential
pressure transducers located between tube number four and five in the side wall of the furnace.
The elevation of the pressure taps and and overall schematic of the Studsvik hot bed are given in
Figure 4.38. Schematics of the Foster Wheeler bed are given in Figures 4.18-4.21.

The average bulk density profile of the hot circulating fluidized bed is obtained in the same
manner as the cold beds (i.e., assuming the pressure drop between two pressure taps is equal to
the average bulk density between the two pressure measurement points). The average pressure
(or solid fraction) and standard deviations for the six conditions evaluated for the Studsvik bed,
and the four conditions evaluated for the Foster Wheeler bed are given in Tables 4.12 and 4.13.

Most of the Studsvik pressure measurement series have significant standard deviations when
compared to the mean values, especially at the top of the bed. While this data represents the
worst case measurements, it illustrates that significant error may be introduced through the hot
bed differential pressure measurements. In order to help quantify this data when comparing data
for similarity, the hot and cold bed solid fraction profiles will be plotted with error bars
representing one standard deviation (assuming a normal distribution).

Since time varying pressure measurements were not taken in the Studsvik combustor, no
comparison of solid fraction probability density functions or power spectral densities for pressure
fluctuations between the atmospheric hot and cold bed were made. Of course, these comparisons
will be made between the Foster Wheeler pressurized CFB and the cold model.

2Personal communication with Mark Torpey, FWDC.
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Table 4.12
Pressure Measurements and Standard Deviations for Studsvik Hot Bed

Condition 1 Condition 2 Condition 3

Tap AP (kPa) Std. Dev. AP (kPa) Std. Dev. AP (kPa) Std. Dev.

1 9.42 0.15 9.32 0.211 11.06 0.032

2 3.45 0.33 3.73 0.505 5.03 0.721

3 1.03 0.05 2.31 0.115 2.55 0.356

4 0.65 0.05 ? ? 1.66 0.132

5 0.41 0.03 1.28 0.0761 1.28 0.0862

6 0.16 0.015 0.726 0.0626 0.752 0.0820

7 0.0389 0.0175 0.330 0.0670 0.315 0.124

8 0.0288 0.0014 0.234 0.040 0.234 0.009

9 0.0029 0.0252 0.131 0.0979 0.0509 0.0793

10 -0.0141 0.0020 0.0099 0.0163 0.0058 0.0103

Condition 4 Condition 5 Condition 6

Tap AP (kPa) Std. Dev. AP (kPa) Std. Dev. AP (kPa) Std. Dev.

1 8.50 0.438 8.63 0.0811 8.43 0.855

2 2.66 0.670 3.08 0.436 3.97 0.708

3 1.31 0.0975 1.35 0.0918 2.63 0.400

4 1.74 0.349 0.875 0.0368 3.08 0.509

5 0.600 0.0511 0.734 0.0630 1.52 0.311

6 0.252 0.0214 0.334 0.0628 ? ?

7 0.0739 0.0196 -0.0261 0.0782 0.238 0.137

8 0.1718 0.0086 0.0955 0.0284 ? ?

9 0.0478 0.0437 -0.0178 0.0088 0.128 0.169

10 -0.0066 0.0083 0.0045 0.0121 0.0173 0.0265
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Table 4.13

Solid Fraction Measurements and Standard Deviations for Foster Wheeler Hot Bed

Condition 1 Condition 2

Tap SF, % Std. Dev. SF, % Std. Dev.

PDI-3022 15.68 2.21 16.31 2.62

PDI-3018 12.41 2.17 12.55 2.28

PDI-3017 12.09 2.17 13.68 2.18

PDI-3280 - 7.01 1.0 8.12 1.0

(PDI-3017
+PDI-3018

+PDI-3022)

PDI-3010 3.55 0.34 4.28 0.44

PDI-3008 4.55 0.64 5.02 0.48

Condition 3 Condition 4

Tap SF, % Std. Dev. SF, % Std. Dev.

PDI-3022 17.15 2.94 37.73 10.8

PDI-3018 13.84 2.9 31.86 12.7

PDI-3017 14.28 3.12 29.39 16.1

PDI-3280 - 9.01 1.1 8.23 7.23

(PDI-3017
+PDI-3018
+PDI-3022)

PDI-3010 5.43 0.73 1.68 0.70

PDI-3008 5.85 0.76 1.02 0.02
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4.6 Data Reduction

The following Section discusses the manner in which the data was reduced to develop average
solid fraction profiles, histograms, and power spectral densities.

4.6.1 Average Solid Fraction Profiles

Solid fraction profiles discussed in the following Sections are based on pressure drop
measurements. In converting pressure drop to solid fraction, it has been assumed that pressure
differentials are due entirely to solid hold up

SF= APpgAL

This relation neglects acceleration effects and wall shear stresses, which may comprise a portion
of the total pressure drop. Therefore, measured solid fractions are more correctly defined as

dimensionless pressure differences, which are equal to the true solid fraction in the limit of
negligible acceleration and wall shear.

Solid fractions are plotted versus the average of the heights of the associated pressure taps.

4.6.2 Pressure Fluctuation Data

Pressure fluctuations of the cold beds and in the Foster Wheeler hot bed were measured with

pressure transducers and computer based data acquisition systems as discussed above. Pressure
data for the cold beds consisted of sets of 1024 data taken at 100 Hz sampling rate. Pressure data

for the Foster Wheeler hot bed conssited of sets of 2048 data taken at 100 Hz sampling rate.

4.6.2.1 Probability Density Functions

Histograms of the solid fraction data of both cold beds were created to assess whether pressure
fluctuation amplitudes of scaled runs were similar. Construction of the histograms was
conducted as follows. For each set of data a separate set of 20 bins was created. The bins were
centered on the average for the data set with the bin widths equal to 2/5ths times the standard
deviation of the data set. The number of data points of the data set which fell into each bin was
recorded. For the plots of the histograms, the centers of the bins were plotted on the horizontal
axis and the data points per bin on the vertical axis. The bin centers were normalized by the
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average of the data set for plotting. The bin counts were normalized so that the sum of the

twenty bin counts was one. Histograms between corresponding pressure taps could then be

compared to determine the similarity of probability density functions.

4.6.2.2 Power Spectral Densities

Fast fourier transforms (FFT's) of the pressure fluctuation data were conducted with the cold bed
data to determine the similarity of pressure fluctuation frequencies between properly scaled runs.
The sampling frequency used for the comparisons was 100 Hz. A previous study has indicated
that this sampling rate is adequate for measurement of the cold bed fluctuations of interest, and
does not result in the hiding of higher frequencies due to an inadequate sampling rate
(Westphalen, 1990).

In order to smooth the FFT's and to get a better representation of the average behavior of the
pressure fluctuations, sets of 256 data points were transformed and the transformations
themselves were averaged. Before transformation, the averages of the data were subtracted from
the data sets so that the signal strength for the zero frequency would be negligible. No
conditioning windows were used prior to the transformations. The analysis resulted in averages
of four FFT's. The FFT averages were normalized so that the mean of the signal strengths would
be one. FFT's were then compared for similarity between properly scaled runs.
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5.0 RESULTS OF VISCOUS LIMIT SCALING

This Section presents the results of tests conducted to evaluate the viscous limit scaling laws
which were developed in Section 3. The governing parameters for hydrodynamic similarity
in the viscous limit are:

puodp gD; G
p ;D ' u- P"-&o; <,; PSD; bed geometry (1)

The first parameter is proportional to the inverse of the Froude number times the ratio of
superficial to minimum fluidization velocity based on the Ergun equation. An equivalent set
of scaling parameters is the Froude number, the ratio of superficial to minimum fluidization

velocities, nondimensional solids flux, and geometric similarity This simplified set of scaling

parameters is based on the assumption that for small particles, the inertial effects of the gas
can be ignored and viscous resistance effects will dominate. When this is the case, the solid

to fluid density ratio can be eliminated from the full set of scaling laws. In addition, in the

viscous dominated region where gas inertial effects are negligible, the ratio of particle

diameter to bed length does not appear explicitly in the parameter list, only the ratio of bed

geometries appear.

In order to evaluate the validity of applying these scaling parameters in the fast-fluidization
regime, two series of tests were conducted. In the first series of tests, hydrodynamic scaling
was attempted between steel and a glass particle sample with the same minimum fluidization,
along with a glass sample with a slightly different minimum fluidization velocity but a more

similar particle size distribution. The 1/4 scale UBC bed was used during these tests. In the

second series of tests, hydrodynamic scaling was attempted between glass and plastic
particles with the same minimum fluidization velocity in the same bed. The phase one 1/16

scale Studsvik bed was used during these tests. Tables 5.1 and 5.2 present test matrices for

evaluation of the viscous limit scaling parameters.
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Table 5.1
Test Matrix - Steel/Glass Viscous Limit Scaling

208

Steel Glass 1 Glass 2

Parameter Particles Particles Particles

Particle

Density (gm/cm 3 ) 7.25 2.54 2.54

Particle
Diameter (microns) 49.5 88.3 81.6

umf Umf Same 1.2Umf

Bed Diameter D Same Same

Uo/umf 100-500 Same Same

u0
2/gL Fr Same Same

pRe fud pfuod, 1.8pfuod, 1.6pfudp
Re =

Rf Rf RIf Itf

PS 6042 2117 2117
Pf

M = Gs 0.0029 Same Same

Specific Heat (cal/gm) 0.10 0.20 0.20

v



Table 5.2
Test Matrix - Glass/Plastic Viscous Limit Scaling

Glass Plastic
Parameter Particles Particles

Particle

Density (gm/cm 3) 2.54 1.40

Particle

Diameter (microns) 78.7 99.5

umf umf Same

Bed Diameter D Same

o/umf 100-200 Same

uo2/gL Fr Same

Pfuedp pfuod, 1.3pfuod,Re =
Itf Itf tfi

PS 2117 1167
Pf

M = G 0.0043 - 0.0072 Same

Specific Heat (cal/gm) 0.20 0.25
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5.1 Viscous Limit Scaling Between Steel and Glass

Tables 5.3 through 5.5 provide the operational data, along with information concerning the

particles and bed utilized in the steel/glass viscous limit evaluations in a CFB fluidized with

ambient air. In these Tables, Ga represents the Galileo number defined as . Tests were
RLf

conducted at three different superficial velocities, and at the same nondimensional solid flux.

No heat transfer data was taken during these tests.

5.1.1 Solid Fraction Profiles

The solid fraction profiles discussed in this Section and all remaining sections are based on

average pressure drop measurements. The average solid fraction profiles for the steel/glass

viscous limit evaluation are given in Figures 5.1 through 5.3. The tabulated data is given in

Appendix E. The calculated solid fractions are plotted versus the average of the heights of the

associated pressure taps. Error bars are based on calculated standard deviations in solid flow

measurements and pressure time traces.

5.1.2 Histograms

Histograms of the solid fraction data of the viscous limit scaling for steel and glass are

depicted in Figures 5.4 through 5.7. Histograms are shown for solid fractions between

pressure taps 1 and 2, 3 and 4, 5 and 6, 7 and 8 (see Section 4.0 for locations). In these plots,

probability is plotted versus the solid fraction (recall that the pressure taps are numbered from

the bottom of the bed to the top).
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Table 5.3
Glass/Steel Viscous Limit Scaling - Condition 1

Glass 1 Glass 2 Steel

uo (m/s) 3.0 3.0 3.0

Umf (cm/s) 1.79 1.53 1.60

Ergun Eqn. . .....

umf (cm/s) 1.40 1.70 1.70

measured

dp (microns) 88.3 81.6 49.5

L (m) 1.62 1.62 1.62

Acs (m2)  1.13E-3 1.13E-3 1.13E-3

Gs (kg/m 2-s) 22.1 22.1 63.1

Redpuo 17.4 16.2 9.8

ReL,uo 3.22E5 3.22E5 3.22E5

Fr 0.57 0.57 0.57

uno) 167.6 196.1 187.5

(u) 214.3 176.5 214.3

G. 2.9E-3 2.9E-3 2.9E-3

( Ps 2117 2117 6042
PG

Ga 1.33E5 1.05E5 1.90E5
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Table 5.4
Glass/Steel Viscous Limit Scaling - Condition 2

Glass 1 Glass 2 Steel
uo (m/s) 5.5 5.5 5.5

Umf (cm/s) 1.79 1.53 1.60

Ergun Eqn.

Umf (cm/s) 1.40 1.70 1.70

measured

dp (microns) 88.3 81.6 49.5

L (m) 1.62 1.62 1.62

Acs (m2) 1.13E-3 1.13E-3 1.13E- 3

Gs (kg/m 2-s) 40.5 40.5 115.6

Redp.uo 32.1 29.7 18.0

ReL,uo 5.89E5 5.89E5 5.89E5

Fr 1.90 1.90 1.90

(uo eqn 307.3 359.5 343.8
)u- Ergmeqn.

u, UU392.9 323.5 392.9

GS 2.9E-3 2.9E-3 2.9E-3

(P 2117 2117 6042

Ga 1.33E5 1.05E5 1.90E5
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Table 5.5
Glass/Steel Viscous Limit Scaling - Condition 3

Glass 1 Glass 2 Steel

uo (m/s) 7.0 7.0 7.0

Umf (cm/s) 1.79 1.53 1.60
Ergun Eqn. . .. . .. . ... . .. ...

Umf (cm/s) 1.40 1.70 1.70
measured

dp (microns) 88.3 81.6 49.5

L (m) 1.62 1.62 1.62

Acs (m2)  1.13E-3 1.13E-3 1.13E-3

Gs (kg/m2-s) 51.6 51.6 147.2

Redpuo 40.9 37.8 22.9

ReLuo 7.51E5 7.51E5 7.51E5
Fr 3.08 3.08 3.08

(uo 391.1 457.5 437.5

u•o 500.0 411.8 500.0

G) 2.9E-3 2.9E-3 2.9E-3
Psuo
(.s) 2117 2117 6042

PGa 
1.33E5 

1.05E5 
1.90E5

Ga 1.33E5 1.05E5 1.90E5
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Figure 5.3
Solid Fraction Profiles - Glass/Steel Viscous Limit Scaling
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Glass/Steel Histograms - Pressure Taps Three and Four
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Glass/Steel Histograms - Pressure Taps Five and Six



Figure 5.7

Glass/Steel Histograms - Pressure Taps Seven and Eight
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Glass/Steel Histograms - Pressure Taps Three and Four
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Figure 5.11
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Figure 5.13

Glass/Steel Histograms - Pressure Taps Three and Four
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Figure 5.15
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5.13 Power Spectral Densities

FFT's of the pressure fluctuation data for the steel/glass viscous limit tests are given in
Figures 5.16 through 5.27. FFT's are shown for the same pressure taps as the probability
density functions. In these plots, the fourier transform in plotted versus the frequency in Hz.
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Figure 5.16
Glass/Steel FFT's - Pressure Taps One and Two
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Figure 5.18
Glass/Steel FFT's - Pressure Taps Five and Six
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Figure 5.20

Glass/Steel FFT's - Pressure Taps One and Two
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Figure 5.22
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Figure 5.24

Glass/Steel FFT's - Pressure Taps One and Two

10 20 30 40
Frequency

Figure 5.25

Glass/Steel FFT's - Pressure Taps Three and Four

10 20 30 40
Frequency

226

50

10

r,

0.1

0.01

0.1

0.01



Figure 5.26

Glass/Steel FFT's - Pressure Taps Five and Six
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5,1.4 Discussion of Results

The average solid fraction profiles when utilizing the viscous limit scaling laws to scale

between glass and steel are not in good agreement over the range of Reynolds numbers based

on particle diameter, where the viscous limit parameters should hold. Even more puzzling is

the improvement as the superficial velocity, and hence particle Reynolds number, is

increased. This is counterintuitive to the argument used to derive the viscous limit scaling

laws which predicts that at lower Renolods numbers inertial effects should be less important.

Under all operating conditions and in all areas of the bed, the solid fraction profile for the

steel was much greater than that for the glass.

The probability density functions for the glass/steel runs were also in poor agreement at low

superficial velocities with the steel histograms, covering a much broader band than the glass.

As the superficial velocity increased, the probability density functions began to agree

somewhat better, although the agreement is still far from satisfactory in the bottom of the bed

at 5.5 m/s. At the highest velocity, 7.0 m/s, the agreement is actually better in the bottom of

the bed than the top. This is opposite the trend of the lower two velocities. One explanation

for these trends is due to bed choking which has been observed in lower sections of beds

simulating combustors of larger diameter.

Choking in CFB depends on particle properties, gas properties, and bed geometry. In more

dilute systems such as pneumatic transport, choking occurs when the superficial velocity is

decreased to the point where the particle weight overcomes the gas shear forces and the

suspension begins to collapse. Yang has proposed an empirical relation for the onset of

choking based on a study of dense pneumatic systems (Yang, 1983),

2gD(E "7 1) p,,2 2•g(u 2- u = 6.81 x 10 (5.2)

(Uc - Ut) 2  P,

where the right hand side of the equation is based on frictional losses attributed to the particle

phase. Yang went on to suggest that for a uniform suspension with average particle slip

velocity ut

G = [(uf),- u,]p,(1i-P) (5.3)

These equations allow for the calculation of solid mass flux and average bed solid fraction at

the onset of choking. Chang and Louge (1992) compared Yang's correlation with data they
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obtained for choking in a cold circulating fluidized bed for plastic and steel powders and

found it to be in excellent agreement.

For the steel and glass particles used in the present experiments, Yang's correlation gave the

predictions shown in Figure 5.28. It can be seen that for the nondimensional solids flow rate

used in the tests, the predicted superficial velocity at the onset of choking for steel is about 3.0
m/s and for glass is 1.25 m/s. For tests conducted at 3.0 m/s, choking would be predicted in

the steel runs. Because the Yang correlation indicates that choking is a strong function of the

solid to gas density ratio, it may be that the viscous limit scaling laws are unable to model

choked bed hydrodynamics or the transition to choking. For the test condition with the

highest superficial velocity where both the steel and glass are well above choking, the viscous

limit gives the best agreement between the glass and steel particles. A more detailed

discussion of choking and its impact on hydrodynamic scaling is included in Section 6.3.

Figure 5.28
1/4 Scale UBC Bed Velocities of Incipient Choking - Yang Correlation
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0.001

0.0001

Gas Superficial Velocity, m/s

The power spectral densities for the glass/steel runs showed better agreement at the lower
sections of the bed than closer to the top. This is especially true of the tests conducted at the
highest superficial velocity (7.0 m/s). This contradicts the histograms which generally
showed better agreement near the top of the bed.
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Attempts to reduce to the superficial velocity further (superficial velocities around 2.5 m/s) to

lower the particle Reynolds number were not successful because of violent slugging when

running with steel which posed a threat to the bed's integrity.

The difference in the particle size distributions between glass sample one and two should

illuminate deviations caused by not matching distributions as opposed to the elimination of

the solid to gas density ratio. However, no clear consistent trend can be deduced from the

data except, perhaps, that a change in particle size and distribution of this magnitude is of

relatively little significance when compared to the steel curve.

An investigation was conducted to determine if scaling similarity could be achieved with the

viscous limit scaling laws if one or several of the remaining nondimensional parameters were

modified. From the average solid fraction profiles and histograms, it is obvious that the glass

runs require a larger pressure drop and fluctuations over a broader range of frequencies if the

runs were to be similar to the steel. It was determined that the particle size and solid mass

flux should be reanalyzed to determine their effects on similarity.

The effect of particle diameter is shown in Figure 5.29. Glass particles with a mean diameter

of 117.8 microns are compared to glass particles with a mean diameter of 88.3 microns at a

superficial velocity of 3.0 m/s. The result was a small increase in solid fraction over most of

the bed length, but still much too small to account for the disagreement with the steel. It is

possible that further increses in particle size may have the desired effect, but it is difficult to

postulate a model that would justify doing so. The data suggests that the bed behavior is not

sensitive to mean particle diameter.
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Figure 5.29
Solid Fraction Profiles - Effects of Mean Particle Diameter
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The effect of increasing the mass flux by a factor equal to the diameter ratio between the glass
and steel (a factor of 1.65) on the solid fraction profile is depicted in Figures 5.30 and 5.31.
There is a significant improvement in both the magnitude of the solid fraction and in the
histograms of solid fractions. It may be that the scaling parameter m can be justified as a

ILdp
reduction of -, where FDrag is the drag force on a single particle, in the following manner:

Drag

and

(5.4)

(5.5)C, 1 in the viscous regime where uo - us.

Then

(5.6)

and
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Figure 530
Solid Fraction Profiles - Effect of Increasing Solids Loading
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Figure 531
Solid Fraction Profiles - Effect of Increasing Solids Loading
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But it is not likely that this scaling will hold under different test conditions. This ad hoc
scaling parameter cannot be justified based on the formal scaling laws; it is not much more
than an empirical fit to the data. Figure 5.32 depicts the effect of varying the solids loading
through a wide range.
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Figure 5.32
Solid Fraction Profiles -
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5.2 Viscous Limit Scaling Between Glass and Plastic

Tables 5.6 through 5.8 provide the operational data, along with information concerning the

particles and bed utilized in the glass/plastic viscous limit evaluations. In these Tables, Ga
2 3dg

represents the Galileo number defined as 8dg Tests were conducted at three different

superficial velocities, and at the same nondimensional solid flux utilizing the phase one 1/16
scale Studsvik bed.
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Table 5.6
Glass/Plastic Viscous Limit Scaling - Condition 1

Glass 1 Steel
uo (m/s) 1.5 1.5

Umf (cm/s) 1.42 1.25

Ergun Eqn.

umf (cm/s) 1.40 0.85

measured

dp (microns) 78.7 99.5

L (m) 0.46 0.46

Acs (m2) 1.05E-3 1.05E-3

Gs (kg/m2-s) 27.5 15.1

Redp,uo 7.81 9.88

ReLuo 4.54E4 4.54E4

Fr 0.50 0.50

(Žu e105.7 120.0U•)f E.un eqo.
( mesured 107.1 176.5

(Gs) 7.2E-3 7.2E-3

s) 2117 1167

Ga 9.39E5 5.76E4
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Table 5.7
Glass/Plastic Viscous Limit Scalin - Condition 2

Glass 1 Steel
uo (m/s) 2.0 2.0

umf (cm/s) 1.42 1.25

Ergun Eqn. .

umf (cmi/s) 1.40 0.85
measured

dp (microns) 78.7 99.5

L (m) 0.46 0.46

Acs (m2) 1.05E-3 1.05E-3

Gs (kg/m2-s) 27.5 15.1

Redp.Uo 10.4 13.2

ReL.uo 6.06E4 6.06E4

Fr 0.89 0.89
(u• . 140.9 160.0

( ured. 142.9 235.3

_G_ 
5.4E-3 5.4E-3

(P 2117 1167
PGa 

9.39E5 
5.76

Ga 9.39E5 5.76E4
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Table 5.8
Glass/Plastic Viscous Limit Scaling - Condition 3

Glass 1 Steel
uo (m/s) 2.5 2.5

umf (cm/s) 1.42 1.25

Ergun Eqn.
umf (cnm/s) 1.40 0.85

measured

dp (microns) 78.7 99.5

L (m) 0.46 0.46
Acs (m2 ) 1.05E-3 1.05E-3

Gs (kg/m2-s) 27.5 15.1
Redp.uo 13.0 16.5

ReL.uo 7.57E4 7.57E4

Fr 1.39 1.39

(uo 176.1 200.0

(U 0. 178.6 294.1
U f imeasured

( GS 4.3E-3 4.3E-3
ps 2117 1167
Ga 9.39E5 5.76E4

Ga 9.39E5 5.76E4

5.2.1 Solid Fraction Profiles

The average solid fraction profiles for the glass/plastic viscous limit evaluation are given in

Figures 5.33 through 5.35. The tabulated data is given in Appendix E. The calculated solid

fractions are plotted versus the average of the heights of the associated pressure taps. Error
bars are based on calculated standard deviations in solid flow measurements and pressure
time traces.

5.2.2 Histograms

Histograms of the solid fraction data of the viscous limit scaling for glass and plastic are
depicted in Figures 5.36 through 5.47. Histograms are shown for solid fractions between
pressure taps 1 and 2, 3 and 4, 5 and 6, 7 and 8. In these plots, probability is plotted versus
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the solid fraction (recall that the pressure taps are numbered from the bottom of the bed to the
top).

5.23 Power Spectral Densities

FFT's of the pressure fluctuation data for the glass/plastic viscous limit tests are given in

Figures 5.48 through 5.59. FFT's are shown for the same pressure taps as the probability

density functions. In these plots, the fourier transform in plotted versus the frequency in Hz.
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Figure 533
Solid Fraction Profiles - Glass/Plastic Viscous Limit Scaling
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Figure 5.34
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Figure 535
Solid Fraction Profiles - Glass/Plastic Viscous Limit Scaling
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Figure 536

Glass/Plastic Histograms - Pressure Taps One and Two
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Figure 537
Glass/Plastic Histograms - Pressure Taps Three and Four
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Figure 538

Glass/Plastic Histograms - Pressure Taps Six and Seven
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Figure 539

Glass/Plastic Histograms - Pressure Taps Eight and Nine
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Glass/Plastic Histograms - Pressure Taps One and Two
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Figure 5.41
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Figure 5.43
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Glass/Plastic Histograms - Pressure Taps One and Two
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Figure 5.45

Glass/Plastic Histograms - Pressure Taps Three and Four
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Figure 5.46

Glass/Plastic Histograms - Pressure Taps Six and Seven
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Figure 5.47

Glass/Plastic Histograms - Pressure Taps Eight and Nine
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Figure 5.48

Glass/Plastic FFT's - Pressure Taps One and Two
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Figure 5.49

Glass/Plastic FFT's - Pressure Taps Three and Four
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Figure 5.50

Glass/Plastic FFT's - Pressure Taps Six and Seven
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Figure 5.51

Glass/Plastic FFT's - Pressure Taps Eight and Nine
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Figure 5.52

Glass/Plastic FFT's - Pressure Taps One and Two
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Glass/Plastic FFT's - Pressure Taps Three and Four
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Figure 5.54

Glass/Plastic FF's - Pressure Taps Six and Seven
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Glass/Plastic FFT's - Pressure Taps Eight and Nine
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Figure 5.56

Glass/Plastic FFT's - Pressure Taps One and Two
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Glass/Plastic FFT's - Pressure Taps Three and Four
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Figure 5.58

Glass/Plastic FFT's - Pressure Taps Six and Seven
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Figure 5.59

Glass/Plastic FFT's - Pressure Taps Eight and Nine
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5.2.4 Discussion of Results

Consistent with the results obtained when utilizing the viscous limit scaling laws to scale
between glass and steel, the solid fraction profiles measured when scaling between glass and
plastic are not in good agreement even below particle diameter based Reynolds number where
the viscous limit parameters should hold. The trend of better agreement at higher superficial
velocities which was seen when scaling between steel and glass, was also seen in these runs.
The solid fraction profile for the glass was much greater than that for the plastic, suggesting
that the more dense solids will consistently give higher solid fractions when scaling in the
fast-fluidization regime using the viscous limit scaling laws.

The probability density functions for the glass/plastic runs were also in poor agreement at low
superficial velocities with the glass histograms covering a much broader band than the glass.
As the superficial velocity increased, the probability density functions began to agree
somewhat better, although the agreement is still far from satisfactory in any of the runs. The
trend of better agreement in histograms at the higher sections of the bed for low superficial
velocities, and better agreement at the lower sections of the bed for higher superficial
velocities, which was seen when scaling between steel and glass, was also seen in the
glass/plastic runs. Again, the phenomenon of choking seen in lower sections of beds may be
the cause of the disagreement at the lower velocities.

Yang's correletion predictions for the glass and plastic particles used in the runs are given in
Figure 5.60. It can be seen that for the nondimensional solids flow rate used in the runs, all
glass runs were at 1.5 and 2.0 m/s were close to choking, while none of the plastic runs were
choked. A more thorough discussion of the possible impact of this condition is included in
Section 6.3.

253



Figure 5.60
Modified 1/16 Studsvik Bed Velocities of Incipient Choking - Yang Correlation
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The power spectral densities for the glass/plastic runs showed better agreement at the lower
sections of the bed than closer to the top. This contradicts the histograms which generally
showed better agreement near the top of the bed.
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6.0 RESULTS OF SIMPLIFIED SCALING LAWS

This Section presents the results of tests conducted to evaluate the simplified scaling laws
which were discussed in Section 3. The governing parameters for hydrodynamic similarity
utilizing the simplified set of scaling laws are:

u p, u GUoD Pf U0 , PSD, bed geometry (6.1)

Derivation of the simplified set of scaling parameters showed that the dimensionless drag
term is governed by the superficial to minimum fluidization velocity, voidage at minimum
fluidization, the bed length based Froude number and, in some instances, the solid to fluid
density ratio. As opposed to the viscous limit scaling laws which ignore the inertial term in
the fluid momentum equation, the fluid inertial effects are retained in the simplified set as is
evident by the ratio of solid to gas density. Only the drag term is simplified in the
derivation. As was mentioned in Section 3, these parameters should apply not only for low
Reynolds number flows, but also for high Reynolds number flows, and flows in which the
magnitude of the slip velocity between the particles and gas is close to umf/e.

In order to evaluate the validity of applying these scaling parameters in the fast-fluidization
regime, two series of tests were conducted. In the first series of tests, hydrodynamic scaling
was attempted with glass samples properly scaled using the simplified laws, between two
different sized but geometrically similar beds. The phase one 1/16 scale Studsvik bed and
the modified 1/4 scale Studsvik bed were used during these tests. In the second series of
tests the same type of tests were run, but the bed material was changed to plastic. The phase
one 1/16 scale Studsvik bed and the modified 1/4 scale Studsvik bed were used during these
tests also. Table 6.1 presents a test matrix for evaluation of the simplified set of scaling
parameters.
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Table 6.1
Test Matrix - Simplified Scaling Laws

Large Bed

U0

UpI

Small Bed

0.25D

0.5uo

0.5Umf

0.707dp*

Bed Diameter

Superficial Velocity

Minimum Fluidization Velocity

Particle Diameter

Particle Density

pfuodp
rtf

pfuoD
1lf

Same

m
Mu= Ac

UoA cps

pfuodp
uLf

pfuoD
1lf

0.0023 - 0.0072

0.35pfuod,
11f

pfuoD
8gfc,

Same

Same

Redp

ReD =

PS
Pf

* Valid for low to moderate particle Reynolds numbers

6.1 Scaling With Glass Particles

Tables 6.2 through 6.4 provide the operational data, along with information concerning the

particles and beds utilized in the simplified scaling analysis utilizing glass particles. In

these Tables, Ga represents the Galileo number defined as 2 Tests were conducted at

three different superficial velocities, and at the same solids flux. The heat transfer data taken
is presented in Chapter 3.
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Table 6.2
Simplified Scaling Using Glass - Condition 1

Large Bed Small Bed

uo (m/s) 3.0 1.5

Umf (cm/s) 2.88 1.42

Ergun Eqn. ...

Umf (cm/s) 2.80 1.40

measured

dp (microns) 112.3 78.7

L (m) 1.83 0.46
Acs (m2) 1.68E-2 1.05E-3

Gs (kg/m2-s) 54.9 27.5

Redp,uo 22.2 7.81

ReL,uo 3.63E5 4.54E4
Fr 0.50 0.50

(Erg eqn103.9 105.7

(u•U med 107.1 107.1

(Gs 7.2E-3 7.2E-3

PS 2117 2117
PG

Ga 2.73E5 9.39E3
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Table 63

Simplified Scaling Using Glass - Condition 2

Large Bed Small Bed

u0 (m/s) 4.0 2.0

umf(cm/s) 2.88 1.42

Ergun Eqn.

Umf (cm/s) 2.80 1.40

measured

dp (microns) 112.3 78.7

L (m) 1.83 0.46

Acs (m2) 1.68E-2 1.05E-3

Gs (kg/m 2-s) 54.9 27.5

Redi.uo 29.7 10.4

ReL,uo 5.33E5 6.05E4

Fr 0.89 0.89

(u) 138.5 140.8

(U ) 142.9 142.9

(Gs) 5.4E-3 5.4E-3
pSuo)
(P) 2117 2117

Ga 2.73E5 9.39E3
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Table 6.4
Simplified Scaling Using Glass - Condition 3

Large Bed Small Bed
uo (m/s) 5.0 2.5

Umf (cm/s) 2.88 1.42

Ergun Eqn.

Umf (cm/S) 2.80 1.40

measured

dp (microns) 112.3 78.7

L (m) 1.83 0.46

Acs (m2 ) 1.68E-2 1.05E-3

Gs (kg/m2-s) 54.9 27.5

Redp,uo 37.2 13.0

ReL,uo 6.66E5 7.57E4

Fr 1.39 1.39

( f E . . ....173.1 176.1

( )measured 178.6 178.6

(Gs 4.3E-3 4.3E-3

Ga 2117 2117
PG

Ga 2.73E5 9.39E3
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6.1.1 Solid Fraction Profiles

The average solid fraction profiles in the two different sized beds for the glass scaling tests

using the simplified scaling parameters are given in Figures 6.1 through 6.3. The calculated

solid fractions are plotted versus the average of the heights of the associated pressure taps in
each bed. As discussed in Section 4, error bars are based on calculated standard deviations
in solid flow measurements and pressure time traces.

6.1.2 Histograms

Histograms of the solid fraction data of the simplified scaling for glass are depicted in
Figures 6.4 through 6.15. Histograms are shown for solid fractions between pressure taps
1 and 2, 3 and 4, 5 and 6, 7 and 8 in each bed. In these plots, probability is plotted versus
the solid fraction.

6.1.3 Power Spectral Densities

FFT's of the pressure fluctuation data for the glass simplified scaling tests are given in
Figures 6.16 through 6.27. FFT's are shown for pressure taps corresponding to the same
percentage height up the bed as the probability density functions. In these plots, the fourier
transform is plotted versus the equivalent 1/4 scale Studsvik frequency in Hz. The 1/16

scale frequency is shifted by [Dir Uol/16 .
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Figure 6.1
01 0% Glass Solid Fraction Profiles - Simplified Scaling Laws
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Figure 63
Glass Solid Fraction Profiles - Simplified Scaling Laws
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Figure 6.5
Glass Histograms - Pressure Taps Two and Three

0.1

0.08

0.06

S0.04

0.02

0

Figure 6.6

-2 0 2 4 6 8
Solid Fraction

263

-20 5 30 55 80
Solid Fraction

1.5

0

U,

-0.5

40.i-

0C



Figure 6.7
Glass Histograms - Pressure Taps Eight and Nine
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Figure 6.8
Glass Histograms - Pressure Taps One and Two
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Figure 6.9
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Figure 6.11
Glass Histograms - Pressure Taps Eight and Nine
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Figure 6.12
Glass Histograms - Pressure Taps One and Two
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Figure 6.13
Glass Histograms - Pressure Taps Three and Four
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Figure 6.14
Glass Histograms - Pressure Taps Six and Seven
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Figure 6.15
Glass Histograms - Pressure Taps Eight and Nine
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Glass FFT's - Pressure Taps One and Two
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Figure 6.17

Glass FFT's - Pressure Taps Three and Four
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Figure 6.19
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Figure 6.21

Glass FFT's - Pressure Taps Three and Four
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Figure 6.23
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Figure 6.24
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Glass FFT's -
Figure 6.25
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Glass FFT's - Pressure Taps Eight and Nine
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- - - 1/16 Scale Studsvik Glass
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6.1.4 Discussion of Results

The average solid fraction profiles when utilizing the simplified scaling laws to scale

between properly scaled glass samples in two different sized geometrically similar beds are

in good agreement for all superficial velocities tested; the particle diameter based Reynolds

numbers varied significantly between runs. Nearly all portions of the all the curves lie

within confidence interval limits. It can be seen that as the velocity increased, the solid

fraction profile decreased at the given solids mass flux. This is consistent with trends

observed by other investigators.

The probability density functions for the glass runs demonstrated acceptable agreement.

There does not seem to be a strong correlation between the superficial velocity and the

agreement in the probability density functions, although the histograms appear to be more

erratic at lower velocities in the 1/4 scale Studsvik bed. In most cases, the agreement in

histograms is better in the top of the bed. This is consistent with agreement of the solid

fraction profiles.

The power spectral densities for the glass runs do not show the dominant frequencies which

might be seen in a bubbling bed. However, the results for the two beds appear to be in
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reasonable agreement.

6.2 Scaling With Plastic Particles

Tables 6.5 through 6.7 provide the operational data, along with information concerning the
particles and bed utilized in the simplified scaling tests using plastic in geometrically similar

beds of different size. In these Tables, Ga represents the Galileo number defined as p

Tests were conducted at three different superficial velocities utilizing the phase one 1/16
scale Studsvik bed and the modified 1/4 scale Studsvik bed. Heat transfer data taken during
these tests is presented in Chapter 4.

6.2.1 Solid Fraction Profiles

The average solid fraction profiles for the simplified scaling tests using plastic are given in
Figures 6.28 through 6.30. The calculated solid fractions are plotted versus the average of
the heights of the associated pressure taps. Error bars are based on calculated standard
deviations in solid flow measurements and pressure time traces.
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Table 6.5

Simplified Scaling Using Glass - Condition 1

Large Bed Small Bed

uo (m/s) 3.0 1.5

Umf (cm/s) 2.64 1.25

Ergun Eqn.

umf (cm/s) 1.50 0.85

measured

dp (microns) 144.5 99.5

L (m) 1.83 0.46

Acs (m2) 1.68E-2 1.05E-3

Gs (kg/m2-s) 12.6 6.25

Redp,uo 26.7 9.88

ReL,uo  3.63E5 4.54E4

Fr 0.50 0.50

(o) 113.6 120.0
-,u 200.0 176.5

um)f measured 200.0 176.5

(Gs) 3.OE-3 3.OE-3

(Ps 1167 1167

Ga 1.76E5 5.76E4

276



Table 6.6
Simplified Scaling Using Glass - Condition 1

Large Bed Small Bed
Uo (m/s) 4.0 2.0

Umf (cm/s) 2.64 1.25
Ergun Eqn.

umf (cm/s) 1.50 0.85
measured

dD (microns) 144.5 99.5
L (m) 1.83 0.46

Acs (m2) 1.68E-2 1.05E-3
Gs (kg/m2-s) 14.0 7.0

Redp,uo 38.3 13.2
ReL,uo 5.33E5 6.05E4

Fr 0.89 0.89

uom 151.5 160.0

(U) )mea  266.7 235.3

Gs 2.5E-3 2.5E-3psuo
( S 1167 1167
Ga 1.76E5 5.76E4
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Table 6.7
Simplified Scaling Using Glass - Condition 1

Large Bed Small Bed

uo (m/s) 5.0 2.5

umf (cm/s) 2.64 1.25

Ergun Eqn.
umf (cm/s) 1.50 0.85

measured

dp (microns) 144.5 99.5

L (m) 1.83 0.46

Acs (m2) 1.68E-2 1.05E-3

Gs (kg/m2-s) 16.1 8.0

Redpuo 47.8 16.5

ReL,uo 6.66E5 7.57E4

Fr 1.39 1.39

(uOf) )rV, eq. 189.4 200.0

(UUOW)ured333.3 294.1

Gs 2.3E-3 2.3E-3

( P) 1167 1167

Ga 1.76E5 5.76E4

6.2.2 Histograms

Histograms of the solid fraction data of the simplified scaling for plastic are depicted in

Figures 6.31 through 6.42. Histograms are shown for solid fractions between pressure taps

1 and 2, 3 and 4, 5 and 6, 7 and 8 (recall that the pressure taps are numbered from the

bottom to the top of the bed). In these plots, probability is plotted versus the solid fraction.

6.2.3 Power Spectral Densities

FFT's of the pressure fluctuation data for the plastic simplified scaling tests are given in

Figures 6.43 through 6.54. FFT's are shown for the same pressure taps as the probability

density functions. In these plots, the fourier transform in plotted versus the frequency in
Hz.
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Figure 6.28
Plastic Solid Fraction Profiles - Simplified Scaling Laws
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Figure 6.29
Plastic Solid Fraction Profiles - Simplified Scaling Laws
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Figure 6.30
Plastic Solid Fraction Profiles - Simplified Scaling Laws
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Figure 6.31
Plastic Histograms - Pressure Taps One and Two
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Figure 6.32
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Figure 6.33
Plastic Histograms - Pressure Taps Six and Seven
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Figure 6.34
Plastic Histograms - Pressure Taps Eight and Nine
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Figure 6.35
Plastic Histograms - Pressure Taps One and Two
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Figure 6.36
Plastic Histograms - Pressure Taps Three and Four
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Figure 6.38
Plastic Histograms - Pressure Taps Eight and Nine
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Figure 6.39
Plastic Histograms - Pressure Taps One and Two
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Figure 6.40
Plastic Histograms - Pressure Taps Three and Four
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Figure 6.42
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Figure 6.43
Plastic FFT's - Pressure Taps One and Two
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Figure 6.44
Plastic FFT's - Pressure Taps Three and Four
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Figure 6.46
Plastic FFT's - Pressure Taps Eight and Nine
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Figure 6.48
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Pressure Taps Six and Seven
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Figure 6.50
Plastic FFT's - Pressure Taps Eight and Nine
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Figure 6.51
Plastic FFT's - Pressure Taps One and Two

10 20 30 40
Frequency

290

0.1

0.01

0.1

0.01



Figure 6.52
Plastic FFT's - Pressure Taps Three and Four
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Figure 6.53
Plastic FFT's - Pressure Taps Six and Seven
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Figure 6.54
Plastic FFT's - Pressure Taps Eight and Nine
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Frequency

6.2.4 Discussion of Results

Much of the discussion which addressed the simplified scaling laws when glass was used
as the bed material applies also with plastic. The average solid fraction profiles when
utilizing the simplified scaling laws to scale between properly sized plastic samples in two
different sized geometrically similar beds are in good agreement for all superficial velocities
tested, even though particle diameter based Reynolds numbers varied significantly between

runs. Nearly all portions of the all the curves lie within confidence interval limits. One

notable feature of the solid fraction profiles is the measured dip in solid fraction directly
above the distributor plate. This phenomena was visually verified in the 1/4 scale Studsvik
bed where a small very dilute region was observed directly over the distributor plate. It
appeared that gas formed a series of voids directly above the distributor preventing the solid
from reaching the distributor plate, much in the same manner as film boiling prevents liquid
from reaching a surface.

The probability density functions for the glass runs demonstrated acceptable agreement. As

was the case with the glass runs, there does not seem to be a strong correlation between the
superficial velocity and the agreement in the probability density functions. In most cases,
the agreement in histograms is better in the top of the bed, with the exception in some runs

292

50

10

1

0.1

0.01



of the area near the bed exit. The slight disagreement at the top of the beds may be due to
the difference in geometries in the horizontal section of the beds. The larger bed has a foam
insert directly behind the sparge tube which is followed by the primary U-tube separator.
The horizontal section in the smaller bed only has the sparge tube. In addition, some of the
disagreement may be an artifact of the width of the frequency interval used to compile the
data. Discrepancies near the exit of the bed are described in more detail in Section 7.

Consistent with previous data, the power spectral densities for the plastic runs do not show
dominant frequencies. However, the results for the two beds appear to be in reasonable
agreement.

63 Hydrodynamic Scaling in Choked Beds

The choking correlations of Yang (1975 and 1983) and Youfsi and Gau (1974) indicate that
in many of the runs conducted in conjunction with the simplified scaling laws using glass
and plastic, significant portions of the bed were choked (Figures 6.55 and 6.56). Visual
observations supported this prediction. However, it was noted in Section 5 that the viscous
limit scaling laws do not predict or model the choking behavior in circulating fluidized beds.
In order to determine the validity of the simplified scaling laws as they apply to choked
beds, a brief dimensional analysis was conducted on the correlations which are best able to
predict the choking phenomenon which bounds the fast fluidization regime.
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Figure 6.55
Superficial Velocities at Incipient Choking for Glass - Yang Correlation
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Figure 6.56
Superficial Velocities at Incipient Choking for Plastic - Yang Correlation
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In order to describe the hydrodynamics of choked fast fluidized beds, it is necessary to state

what is considered the definition of the fast fluidization regime. An extensive development

of a practical definition for the fast fluidization regime was presented by Karri and
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Knowlton (1990) based on the flow regime diagram developed by Takeuchi et al. (1986).
This definition describes the regime as being bounded by two gas velocities which are
termed UFF and UDT. UFF was defined as the gas velocity below which the solids
circulation flux cannot be maintained constant while decreasing the riser gas velocity. UDT
was characterized as the gas velocity at which the pressure gradients measured at different
heights in the riser approach a constant for a given solids mass flux as the velocity is
decreased. In light of this definition, the choking velocity, UFF, represents the demarcation
between the fast fluidized bed regime and the dense phase (turbulent/bubbling) regime. The
velocity at minimum pressure drop on the phase diagram is the boundary between fast
fluidization and dilute phase pneumatic conveying.

Several correlations have been developed in attempts to accurately predict the choking
velocity for various particle types at a given mass flux (Leung et al., 1971, Yousfi and Gau,
1974, Yang, 1983, Punwani et al, 1976, and Matsen, 1982). Chong and Leung (1986) have
compared choking gas velocity correlations in order to determine which correlations are best
suited for each class of gas-solid system using Geldart's (1973) classification. The data
used for comparison consisted of particles with various sizes and densities. Table 6.8
presents their results. The root mean square relative error of the Yang correlation is the
lowest when all particle groups are included. However, for the particles most often
associated with circulating fluidized beds (i.e., system groups A and B), the correlation
proposed by Yousfi and Gau (1974) resulted in the lowest error. A brief dimensional
analysis of both of these correlations is presented below.

Table 6.8
Comparison of Root-Mean-Square Relative Error for Different Choking Equations

Compared to Data (Chong, 1986)

Particle Types
AB, &D A B D A&B B&D

Choking Eqn. Root-Mean-Square Relative Error, %
Leung (1971) 31 63 25 20 37 22
Yousfi and

Gau (1974) 42 9 10 61 10 45
Yang (1983) 18 31 16 16 20 16
Punwani (1976) 33 53 36 21 40 29
Matsen (1982) 125 53 150 110 130 130
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63.1 Yang Correlation (1975,1983)

Yang's choking correlations are based on the assumption that the slip velocity is equal to the
free-fall velocity at choking. The dynamic relationship between the solids and gases for a
vertical pneumatic conveying line was developed through a force balance to give

vp = Vf - 1 + fPU )A(e (6.2)2gD 3 CDPf

If the terminal velocity is defined as up = uf - ut, a modified terminal velocity equation can
be defined as

vtt = 1 + -P.4 - 4.7 (6.3)

The term .PU2 corrects for particle friction losses in an assemblage of particles and e4-7
2gD

corrects for the drag coefficient. At choking Equation (6.2) can be written as

2gD( -4. -1) 2.2gD(- ) = 6.81 x 10s PS (6.4)
(u - u,)2  \P

The right hand side of the equation represents the solids friction factor at choking. The
appearance of a density ratio to model the solids friction factor suggests that Yang's model
does not account for all the physics since it is not clear why this would improve the estimate
of solids friction. However, if this ratio was not included and a constant friction factor was
utilized (Yang, 1973), choking velocity predictions for particles with widely differing
densities do not agree well with published data.

A dimensional analysis, conducted in order to determine the dimensionless groups which
govern this correlation, is given below.

If gravitational and drag forces are balanced neglecting wall friction, the terminal velocity
can be defined as

2mg(p 8 Pf) (6.5)
U = A eC Dp aP f
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Many drag coefficient expressions are available; using White's (1974)

CD 24 6  +0.4Ret 1 + R -et

where Ret Udppf

Substituting 6.6 into 6.5 and simplifying gives

Re~ =
4 Ar3

+ + 0.4Ret 1 +et

where

Ar =

It was shown in Section 3 that

umfdp _Pf-, R

3
So both ut and uarefunctionsofA 2 a nd Equation 6.4 can be rewfitten as

So both ut and Umf are functions of Ar1 /2 and Equation 6.4 can be rewritten as

gD PSg where umf= umf(Ar)

Expanding and simplifying results gives

2Uo
gD

2u.
CoUO

+ j2 P) 2+ i r-"-•

So the nondimensional parameters governing the void fraction at choking are
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(6.9)

(6.10)
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! !, Ar, e (6.12)

Figure 3.7 in Section 3 illustrates the dependence of ut/umf on Ar. Also shown are the
values of the Archimedes number for a pressurized combustor at two particle diameters.
Associated with the exact model are the corresponding Archimedes number for two models
scaled using the simplified relationships at linear dimensions one quarter and one sixteenth
the exact dimensions. The errors in ut/umf are shown on Figures 3.8 and 3.9 for scaling at
two different linear dimensions. Scaling a combustor with comparatively small particles, 0.2
mm or less, gives good agreement for ut/umf even at one sixteenth linear scale, while for

large particles a linear scale of one fourth gives fair agreement of ut/umf. Therefore the
parameters governing the void fraction at choking can be written as:

[ (), !.,emf] (6.13)

These parameters are included in the simplified scaling laws.

6.3.2 Discussion of the Parameters Governing the Yang Correlation

The nondimensional parameters which govern the Yang correlation include a density ratio.
This indicates that the viscous limit scaling will not accurately predict the choking behavior
of circulating fluidized beds. This may explain the poor agreement in solid fraction profiles
and probability density functions when scaling with glass/steel and glass/plastic at low
velocities. However, when the density ratio is included, as it is with the simplified scaling
laws, all the dimensionless parameters which govern the Yang correlation are included in the
scaling laws. Louge (1992) has compared choking data taken in a cold scale circulating
fluidized bed using both plastic and steel with values predicted by the Yang correlation and
found it to be in excellent agreement when scaling with the full set of scaling laws.

6.3.3 Correlation of Yousfi and Gau (1974)

Yousfi and Gau proposed a model based on a hypothesis that the stability of a vertical
uniform suspension flow is dependent on the Froude number

Fr, = (6.14)
r= (gdp)

The Froude number for choking was then correlated as a function of the particle Reynolds
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number

Re =

and the solid to gas mass flow ratio

Wf

The correlation they developed is:

Fr u u = 32Re-.06 RO.-
F (gdp)

(6.15)

(6.16)

(6.17)

It should be noted that this correlation does not include the tube diameter as one of its
parameters. This was pointed out as an obvious deficiency by Chong and Leung (1986).
Most correlations include the bed diameter in order to predict the criteria for slug formation
at choking using a maximum bubble size theory such as the one proposed by Davidson and
Harrison (1963). A brief analysis was conducted to determine the dimensionless
parameters governing the Yousfi and Gau correlation in terms of the parameters used in
fluidized bed scaling.

Equation 6.17 can be rewritten as

u ~ C -o06 
0s e.2

If the terminal velocity is found from a balance of gravitational and drag forces

t 6 4gd (p. - Pr)
3 CDp,

Equation 6.19 can be written as

(6.18)

(6.19)

-0.06

W 28
W,(WS (6.20)

If the White expression for drag is substituted for CD, and a choking Reynolds number is
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defined as

SPrucdpRec= I

Equation 6.20 can be expanded to

- -0.061 0.28
2

Re ~ 2

(6.21)

(6.22)

If the solid and gas mass flow rates are defined as

W,= (vf - u,)p,( - E)A; Wf = VfEPfA,

and we recognize from Section 3 that ut - umf, Equation 6.22 can be rewritten as

Re ~ [A r ( p fPS
1 - - 0.28

k Jpf 1,)

So the Yousfi and Gau correlation is governed by

uo P., Aru,,*pf

(6.23)

(6.24)

(6.25)

We have shown that ut ~ f(Ar) and umf ~ g(Ar) so that ut/umf ~ h(Ar), which allows the

parameters to be written as

uo0 P , Ut (6.26)

63.4 Discussion of the Parameters Governing the Yousfi and Gau Correlation

Consistent with the Yang correlation, a density ratio and the superficial to minimum
fluidization velocity appears in the list of nondimensional parameters governing the Yousfi
and Gau correlation. Due to the inclusion of the density ratio, there is no reason to believe

that the viscous limit scaling laws will accurately predict the choking behavior of circulating
fluidized beds. However, the terminal to minimum fluidization velocity ratio also appears in
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place of the Froude number seen in the Yang correlation. While this nondimensional

parameters does not appear in either the viscous limit scaling laws or the simplified scaling

laws, Figures 3.7-3.9 show that for the particle sizes of interest in circulating fluidized beds,
the error in this ratio will be very small when the simplified scaling laws are used - even

when scaling to bed diameters of 1/16 the size of the full scale bed.

63.5 Discussion of Analysis

Because Yang's correlation predicts that some of the tests described above were conducted

under conditions in which the bed was choked, the above analysis indicates that while the

viscous limit scaling laws will not allow for modelling bed hydrodynamics in regions of
choking, the simplified set of scaling parameters do. It also suggests that there are
competing interests in the selection of a superficial velocity which allows for verification of
the viscous limit scaling laws for circulating fluidized beds. On the one hand, the superficial
velocity must be kept low enough to remain in the viscous limit. On the other hand, the
superficial velocity must be high enough to prevent significant choking in the bed.

Horio (1989) attempted to predict the choking points in two scaled cold beds utilizing the
scaling parameters he developed through his clustering annular flow model. These
parameters are equivalent to the viscous limit scaling parameters described in Section 3.
While Horio argued that the solid to fluid density ratio was not critical in scaling CFB's, this
parameter was matched in the two scale models. This had the effect of making his
nondimensional parameter list the same as the simplified set proposed in this study.
Utilizing his scaling parameters along with the additional parameter of density ratio, he was
able to match choking points between the two beds quite well. This suggests that the
simplified set may, in fact, be able to model the transition to choking in CFB's.
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7.0 SCALING THE STUDSVIK HOT BED COMBUSTOR USING THE
SIMPLIFIED SCALING PARAMETERS

This Section presents the results of tests conducted to evaluate the simplified scaling laws
when scaling between a utility sized hot atmospheric CFB and a 1/16 scale cold model. The

governing parameters for hydrodynamic similarity utilized were the simplified set of scaling
laws derived earlier which were successful in matching hydrodynamics between two scaled

cold beds with a length ratio of 1/4.

In order to evaluate the validity of applying these scaling parameters to large scale hot beds
using length ratios on the order of 1/16, solid fraction profiles between the Studsvik hot bed

and a 1/16 scale cold model were compared for six different operating conditions. The

phase two 1/16 scale Studsvik bed and the Studsvik hot bed (both described in Section 4)

were used during these tests. In addition, data from an earlier study which scaled the
Studsvik hot bed using a cold model designed with the full set of scaling parameters is
included in the evaluation. This model was used to simulate the first five conditions.
Condition six could not be simulated with the model built using the full set of scaling
parameters because of limits on its range of operability. Table 7.1 presents a test matrix for

evaluation of the simplified set of scaling parameters. Tables 7.2 through 7.7 provide the

operational data, along with information concerning the particles and beds utilized in the

simplified scaling analysis. In these Tables, Ga represents the Galileo number defined as

pdg Since time varying pressure traces were not taken for the Studsvik hot bed,2

histograms and FFT comparisons will be made only between the 1/4 and 1/16 scale cold

beds. No heat transfer data were taken during these runs.
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Table 7.1
Test Matrix - Hot Bed Scaling Using the Simplified Scaling Laws

Full Scale 1/4 Scale 1116 Scale

Hnt ~ ~ _ Tt_ (NA1, Rh CnA

Particle

Diameter (microns) dp

Umf Umf

Bed Diameter

Uo/Umf

u0
2/gL

Re - pfu=dp
Itf

0.25dp

0.5umf

0.25D

Same

Same

pfuodp

IAf

Ps
Pf

Same

Pf

SameM =GUop,

100-500

Fr

pfuo dp
'If
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0.3 5 pfuodp
Rf

0.18dp

0.2 5umf

0.0625D

Same

Same

Parameter

Full Scale
Hat Rpd

1/4 Scale
nIld RAd

1/16 Scale
V'lA RIA



Table 7.2
Hot Bed Scaling Using Simplified Scaling Laws - Condition 1

Studsvik Hot Bed 1/4 Scale Cold Bed 1/16 Scale Cold Bed

uo (m/s) 6.07 2.91 1.44

Umf (cm/s) 5.75 2.18 0.46

Ergun Eqn.

Umf (cm/s) 1.40 0.75

measured

dp (microns) 243 57.7 - 26

L (m) 7.32 1.83 0.46

Acs (m2) 0.434 0.0252 1.575E-3

Gs (kg/m2-s) 10.2 12.8 6.5

% Primary Air 49 50 50

Redp,uo 10.3 11.1 2.53

ReLuo 3.14E5 3.52E5 4.36E4

Fr 0.51 0.47 0.46

(uo Er eqn. 105.6 133.7 313.6

()measured 
207.9 192.0

G, 6.22E-4 6.07E-4 6.23E-4

(Ps 8413 6042 6042

Ga 4.99E5 3.01E5 2.92E4
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Table 7.3
Hot Bed Scaling Using Simplified Scaling Laws - Condition 2

Studsvik Hot Bed 1/4 Scale Cold Bed 1/16 Scale Cold Bed
uo (m/s) 7.92 3.69 1.88

Umf (cm/s) 5.75 2.18 0.46

Ergun Eqn.

umf (cm/s) 1.40 0.75
measured

dp (microns) 243 57.7 - 26

L (m) 7.32 1.83 0.46

Acs (m2) 0.434 0.0252 1.575E-3

Gs (kg/m2-s) 16.6 22.0 10.7

% Primary Air 69 69 69

Redpuo 13.6 14.2 3.30

ReLuo 4.10E5 4.46E5 5.69E4

Fr 0.87 0.76 0.79

(niu . 137.7 169.0 409.6

(u )med 263.5 251.7

(G.) 7.91E-4 8.22E-4 7.84E-4

P 8413 6042 6042

Ga 4.99E5 3.01E5 2.92E4
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Table 7.4
Hot Bed Scaling Using Simplified Scaling Laws - Condition 3

Studsvik Hot Bed 1/4 Scale Cold Bed 1/16 Scale Cold Bed
uo (m/s) 7.65 3.64 1.81

Umf (cm/s) 5.75 2.18 0.46
Ergun Eqn.

Umf (cm/s) 1.40 0.75

measured

dp (microns) 243 57.7 - 26

L (m) 7.32 1.83 0.46

Acs (m2) 0.434 0.0252 1.575E-3

Gs (kg/m2-s) 30.7 38.3 19.6

% Primary Air 52 52 52

Redpuo 13.2 13.9 3.17

ReLuo 3.96E5 4.40E5 5.48E4

Fr 0.82 0.74 0.73

(uo 133.0 167.0 394.3
Umf ) 

.E.eqn.

(uO 260.0 241.3

G. 1.51E-3 1.45E-3 1.49E-3

(P 8413 6042 6042
P )
Ga 4.99E5 3.01E5 2.92E4
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Table 7.5
Hot Bed Scaling Using Simplified Scaling Laws -Condition 4

Studsvik Hot Bed 1/4 Scale Cold Bed 1/16 Scale Cold Bed
uo (m/s) 6.05 3.01 1.44

Umf (cm/s) 5.75 2.18 0.46

Ergun Eqn.

umf (cm/s) 1.40 0.75
measured

dp (microns) 243 57.7 - 26

L (m) 7.32 1.83 0.46

Acs (m2) 0.434 0.0252 1.575E-3

Gs (kg/m2-s) 13.8 18.2 8.88

% Primary Air 71 69 71

Redp.uo 10.4 11.5 2.53

ReL,uo 3.14E5 3.65E5 4.36E4

Fr 0.51 0.51 0.46

(uu . 105.2 138.1 313.7

uo 215.0 192.0

(G.2 8.61E-4 8.34E-4 8.51E-4

(r 8413 6042 6042

Ga 4.99E5 3.01E5 2.92E4
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Table 7.6

Hot Bed Scaling Using Simplified Scaling Laws - Condition 5

Studsvik Hot Bed 1/4 Scale Cold Bed 1/16 Scale Cold Bed

uo (m/s) 6.16 3.09 1.49

umf (cm/s) 5.75 2.18 0.46

Ergun Eqn.

Umf (cm/s) 1.40 0.75

measured

dp (microns) 243 57.7 -~ 26

L (m) 7.32 1.83 0.46

Acs (m2) 0.434 0.0252 1.575E-3

Gs (kg/m2-s) 9.0 11.3 5.75

% Primary Air 69 69 69

Redp,uo 10.6 11.8 2.61

ReL,uo 3.19E5 3.74E5 4.51E4

Fr 0.53 0.53 0.50

(uou 107.1 143.1 324.6

Uo ) 220.7 198.7

G, 5.51E-4 5.04E-4 5.32E-4

Ps 8413 6042 6042

Ga 4.99E5 3.01E5 2.92E4
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Table 7.7
Hot Bed Scaling Using Simplified Scaling Laws - Condition 6

Studsvik Hot Bed 1/4 Scale Cold Bed 1/16 Scale Cold Bed

Uo (m/s) 6.16 1.89

Umf (cm/s) 5.75 0.46
Ergun Eqn.

Umf (cm/s) 0.75
measured

dD (microns) 243 ~ 26

L (m) 7.32 0.46

Acs (m2) 0.434 1.575E-3

Gs (kg/m2-s) 9.0 23.5

% Primary Air 70 70

Red,.uo 13.7 3.32

ReL,uo 4.12E5 5.72E4

Fr 0.88 0.80

puUmf 138.1 411.8
( ) measured 252.0

Gs 1.79E-3 1.78E-3

() 8413 6042

Ga 4.99E5 2.92E4
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7.1 Solid Fraction Profiles

The average solid fraction profiles in the three different size beds using the full set of

scaling parameters for the 1/4 scale model and the simplified scaling parameters for the 1/16
scale model are given in Figures 7.1 through 7.6. The tabulated data is given in Appendix

G. The calculated solid fractions are plotted versus the average of the heights of the
associated pressure taps in each bed. As discussed in Section 4, error bars are based on

calculated standard deviations in solid flow measurements and pressure time traces.

7.2 Histograms

Probability density functions for the solid fractions in the 1/4 and 1/16 scale beds are given
in figures 7.7 through 7.26. Histograms are shown for solid fractions between pressure
taps 1 and 2, 3 and 4, 5 and 6, 7 and 8 in each bed. In these plots, probability is plotted
versus the solid fraction.

7.3 Power Spectral Densities

FFT's of the pressure fluctuation data for the 1/4 and 1/16 scale cold beds are given in
Figures 7.27 through 7.46. FFT's are shown for pressure taps corresponding to the same
percentage height up the bed as the probability density functions. In these plots, the fourier
transform is plotted versus the equivalent 1/4 scale Studsvik bed frequency in Hz.
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Figure 7.3
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Figure 7.7: Condition 1
Steel Histograms - Pressure Taps One and Two
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Figure 7.9: Condition 1
Steel Histograms - Pressure Taps Six and Seven
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Figure 7.11: Condition 2
Steel Histograms - Pressure Taps One and Two
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Figure 7.13: Condition 2
Steel Histograms - Pressure Taps Six and Seven
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Figure 7.15: Condition 3
Steel Histograms - Pressure Taps One and Two
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Figure 7.17: Condition 3
Steel Histograms - Pressure Taps Six and Seven
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Figure 7.19: Condition 4
Steel Histograms - Pressure Taps One and Two
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Figure 7.21: Condition 4
Steel Histograms - Pressure Taps Six and Seven
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Figure 7.23: Condition 5
Steel Histograms - Pressure Taps One and Two
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Figure 7.25: Condition 5
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Figure 7.27: Condition 1
Steel FFT's - Pressure Taps One and Two
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Figure 7.29: Condition 1
Steel FFT's - Pressure Taps Six and Seven
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Figure 7.30: Condition 1
Steel FFT's - Pressure Taps Eight and Nine
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Figure 731: Condition 2
Steel FFT's - Pressure Taps One and Two
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Figure 7.32: Condition 2
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Figure 7.33: Condition 2
Steel FFT's - Pressure Taps Six and Seven

0 10 20 30 40
Frequency

Figure 7.34: Condition 2
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Figure 7.35: Condition 3
Steel FFT's - Pressure Taps One and Two
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Figure 737: Condition 3
Steel FFT's - Pressure Taps Six and Seven
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Figure 7.39: Condition 4
Steel FFT's - Pressure Taps One and Two
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Figure 7.41: Condition 4
Steel FFT's - Pressure Taps Six and Seven
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Figure 7.43: Condition 5
Steel FFT's - Pressure Taps One and Two
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Figure 7.45: Condition 5
Steel FFT's - Pressure Taps Six and Seven
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7.4 Discussion of Results

The average solid fraction profiles when utilizing the simplified scaling laws to scale
between a utility sized hot CFB and 1/16 scale cold model using the simplified scaling laws

are in good agreement for most of the conditions tested. Agreement between the 1/4 scale

cold model which utilized the full set of scaling parameters, and the 1/16 scale model which
utilized the simplified set of parameters is in excellent agreement for all conditions tested.

Agreement between the hot bed and cold models is generally better near the top of the bed.
This may be explained in light of the choking phenomenon described in Section 6.3. Since

there was a significant amount of error in the solid to fluid density ratio when scaling

between the hot and cold beds, one would expect that there would be significant error in the
predicted choking voidages resulting in different degrees and heights of choking in the bed.
Figure 7.47 depicts the lines of incipient choking for all three beds, along with the points of
actual operation.

Comparison between the probability density functions for the 1/4 and 1/16 scale cold

models demonstrated excellent agreement. In most cases, the agreement in histograms is

better in the top of the bed. This is consistent with agreement of the solid fraction profiles.

The power spectral densities for the 1/4 and 1/16 scale Studsvik beds appear to be in

reasonable agreement. However, near the top of the 1/4 scale bed an anomaly appears

which is not easily explained. Frequencies between 30 and 40 Hz seem to be amplified. It

is not likely that this is due to the hydrodynamics in the bed itself. Several of the factors

which may have caused the strange behavior in pressure fluctuations near the top of the 1/4
scale bed are:

1. Vortex shedding near the sparge tube

2. Dominant high frequency response of downstream equipment

However, no conclusive evidence exists that either phenomenon is occurring.
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Results of these hydrodynamic scaling experiments show good agreement when using the
simplified set of scaling laws and strongly suggest that this new set of parameters is
acceptable over the range of conditions tested in the fast fluidization regime. Based on the
results of the viscous limit scaling, it appears that the ratio of particle to gas density is a
parameter which cannot be ignored in the fast fluidization regime when significant choking
occurs. However, the simplified set of parameters which includes this ratio has shown to
give acceptable results over a wide range of particle densities and bed sizes, even when the
length ratio is as small as 1/16. This has significant implications on the ability to model
large scale hot combustors with relatively small cold laboratory models.
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7.5 Discussion of Discrepancies with the CFB Scaling Parameters Developed by Horio
et al.

An extensive discussion of the differences between the viscous limit scaling parameters and
the proposed simplified set of scaling parameters has already been given. The scaling

between particles of different densities has indicated that the viscous limit parameters are not
capable of predicting bed hydrodynamics when significant choking occurs. Since the
superficial velocity of the gas must be low to ensure the gas inertial effects are negligible,

the constraints on superficial velocity may be quite severe if scaling is attempted using these
parameters.

7.5.1 Description of the Model

This Section describes the only other set of scaling laws for CFB's that the author is aware
of. While several different formulations of the scaling laws for bubbling beds exist, the
only significantly different derivation of the scaling laws for circulating fluidized beds from
that presented in Section 2 was conducted by Horio. Horio has proposed a set of scaling

laws for circulating fluidized beds based on the clustering annular flow model developed by
Ishii et al. (1989). This model is a combination of the core-annulus model of Nakamura
and Capes (1973) and the cluster flow model of Yerushalmi et al. (1978). The flow is
described as clusters moving upward in the core and a downward annulus near the walls.
Slip velocities in both regions are based on cluster diameter rather than particle diameter,
and it is assumed that cluster distribution is homogenous (the particulate fluidization

equation of Richardson and Zaki (1973) is used). Cluster diameters and voidages within
clusters for the core and for the annulus are introduced in the model as dependent variables.

The analysis is similar to that of Nakamura and Capes. This model is also incomplete.

Ishii et al. suggested that completeness could be achieved by assuming that pressure drop is

minimized. This is the same assumption made by Nakamura and Capes, although no

theoretical or physical explanation was given by either Ishii et al. or Nakamura and Capes

as to the validity of this assumption. Ishii et al. present an expression for the core-annulus

diameter ratio based on this assumption, which compares reasonably well with their data.

7.5.2 Results of Experiments Conducted by Horio et aL

Surprisingly, regardless of the drastic difference in the method of derivation, Horio's CFB

scaling laws end up being nearly equivalent with the viscous limit scaling laws described in
Section 2 of this Chapter. Horio's scaling laws require:
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Horio argues that if particles of the same density are used for tests of hot-to-cold or high
pressure-to-ambient scaling, similarity would not necessarily be ensured. He goes on to
postulate that "this does not mean necessarily that the macroscopic flow field cannot be
made similar, since it is probable that the macroscopic flow field remains similar sacrificing
the similarity of cluster size" (Horio, 1989).

Horio has achieved good agreement between solid fraction profiles, probability density
distribution of light reflection intensity from an optical fiber probe, and prediction of
incipient choking using these laws to scale between cold beds which differ in size but utilize
the same bed material (Horio, 1989, and Ishii, 1990). In both studies, the beds also satisfied
the simplified set of scaling parameters proposed in this report even though the solid-to-
fluid density ratio was not considered to be an important parameter.

A later study (Tsukada, 1991) compared the solid fraction profiles and optical fiber probe
signals in a bed in which the gas pressure was changed to evaluate the effect of the density
ratio. While it was anticipated and claimed that the similarity in solid fraction profiles was
reasonable, when the density ratio was changed significantly (pressure was doubled), the
figures show a significant shift in the solid fraction profile, indicating that the density ratio
may, in fact, be important. It is worth noting that the trend shown in the solid fraction
profiles is consistent with the trends found between particles of different density which was
discussed in Section 4 (i.e., solid fraction profiles for larger values of Ps/Pf where higher
than those for lower values of ps/Pf).

7.53 Discussion of the Assumption of Minimum Energy Dissipation in CFB's

In a markedly similar statement to Ishii and Nakamura and Capes' assumption of minimum
pressure drop across the bed, Li et al. (1988) have stated that "particles in vertical flow are
considered to tend toward certain dynamic array of minimum potential energy, so as to permit
the fluid to flow across the system with minimal resistance". This statement was based, in part,
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on a postulate made by Reh (1971) on the aggregative behavior of fluidized particles. The
statement made by Reh that the aggregative behavior of particles in a fluidized bed was due to
the principle of minimum energy dissipation did not evolve from a theoretical development, but
rather from an intuitive argument based on observations. Due to the lack of experimental
evidence it is not clear why Li's argument that "the fluid dynamics of gas/solid flow in a
circulating fluidized bed is governed by the principle of energy minimization," (Li et al., 1991)
and that "for a heterogeneous two-phase flow system, the energy consumption in the
suspension/transport subsystem always tends toward a minimum" (Li et al., 1988) should be
necessarily valid.
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7.53.1 History of the Assumption of Minimum Energy Dissipation

Helmholtz (1868) and later Korteweg (1883) showed that for the steady flow of a fluid under

constant extraneous forces, the currents in the fluid are distributed so that the loss of energy

due to viscosity is a minimum, provided the inertial terms in the governing equations can be

neglected and the velocities along the boundaries of the fluid are given. Rayleigh (1913)
pointed out that the theorems of minimum energy dissipation proposed by Helmholtz and

Korteweg could be extended so as to apply to any system for which

V 2 _H v22 ~ H 2 _H

V ax= , Vv= -ý, Vw= -

where H is a single-valued function of x, y, and z. These equations include the motion of a

fluid between parallel planes or coaxial cylinders.

Some time later, it was hypothesized that for small spheres moving at sufficiently slow motions

in a particle/fluid system "tend to adopt that motion which, of all motions possible,

corresponds to the least dissipation of energy" (Jeffery, 1922). If correct, Jeffery's hypothesis

should be deducible from the Navier-Stokes equations. To apply his principle to the problem

of particle/fluid systems operating in the viscous regime, Jeffery utilized the result of Einstein

(1906) for the excess dissipation of energy produced by the introduction of a sphere into a

uniform shear flow. Einstein has shown that the excess dissipation is proportional to the

square of the vorticity of the incident flow at the particle. Since the velocity distribution Jeffery
was concerned with was Poiseuille flow, the vorticity is proportional to the distance from the

axis and the excess energy dissipation to the square of the distance from the axis. Thus,

Jeffery concluded that if his assumption concerning the minimization of energy dissipation is

correct, neutrally buoyant particles would move along the axis (a phenomena which has been

observed with blood corpuscles flowing in the capillaries of the body).

7.53.2 Energy Dissipation in Suspensions of Neutrally Buoyant Bodies

Jeffery's hypothesis was further developed and tested by Miiller (1936) using suspensions of

small rubber discs, Vejlens (1938) working with single rigid spheres, and Starkey (1955,

1956) in which he used solutions of eosin and carbon black stabilized with gum. These

investigators attributed the observed inward migration of particles near the wall of tube flow to
the principle of least action (Starkey theorized that the "form" resisting component of a stream
of suspended particles in a non-uniform velocity field tends to decrease progressively towards
a minimum value at a rate which increases with particle size and rate of shear) or that of
minimum energy dissipation in the flow. However, other early experiments conducted by
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Taylor (1923), Binder (1939), Trevelyand and Mason (1951), and Mason and Manley (1956)
using neutrally buoyant spheroids and/or cylindrical rods in viscous fluids produced
contradictory results. Taylor's and Trevelyand and Mason's experiments tended to support
Jeffery's hypothesis while the others did not. In fact, in some of the experiments, the
suspended particles oriented themselves in orbits of maximum energy dissipation. In perhaps
the most exhaustive study on the tendency of spheres, rods, and discs made from various
materials in various fluids to migrate towards positions of minimum pressure drop, Goldsmith
and Mason (1961) could find no conclusive proof of a preferred orientation of the particles,
except for deformable fluid drops flowing in air. They concluded that spherical particles
would migrate towards regions of minimum energy dissipation only if the particles are
deformable.

Subsequent work performed by Segre' and Silberberg (1961,1962) aimed at determining the
validity of Jeffery's hypothesis through extremely accurate measurements of the lateral
migration of neutrally buoyant particles indicated conclusively that the spheres in a
particle/fluid suspension operating in a viscous regime did indeed align themselves in an
annulus at a specific distance from the tube centerline regardless of their initial entry
distribution. However, the particles tended to aggregate at a distance r/R = 0.6, which is not the
position for minimum energy dissipation. Attempts were made to explain this result through
the effects of fluid inertia since the particle/fluid equations of motion resulting from a viscous
limit analysis do not predict transverse forces (Saffman, 1956; Brenner and Happel, 1958;
Bretherton, 1962). Unfortunately, the difficulty of solving the complete Navier-Stokes
equations of motion prevents a thorough analysis of the effects of the inertial terms. Early
work by Saffman (1956) and Tollert (1954) managed to develop equations for the transverse
force on particles in a viscous shear flow through the inclusion of quadratic terms made
possible by postulating a transverse force which arises from the combination of a rotary and a
translatory motion relative to the undisturbed flow of the fluid. Saffman's formulation was
able to predict, within an order of magnitude, the centripetal removal of particles from the wall,
but was unable to explain the centrifugal force acting at the tube center. While they were
unable to fully explain the "tubular pinch effect," Segre' and Silberberg did point out that the
criteria of minimum energy dissipation according to which one would expect the particles to
congregate at the center of the tube was contravened. The results of Segre' and Silberberg's
experiments were later confirmed by Oliver (1962), and in square ducts by Repetti and
Leonard (1964). 1 Karnis et al. (1963, 1966) repeated the exhaustive experiments conducted

1 Experiments by Segre' and Silberberg were conducted at particle Reynolds numbers (Rep = luf - uPf

less than 0.01. The range of particle Reynolds numbers for the experiments of Oliver (1962) and Repetti
and Leonard (1964) were 1-13 and 10-27 respectively. For an atmospheric circulating fluidized bed
combustor operating at 850 oC with 200 micron limestone, the particle Reynolds number is about 2. For a
10 bar pressurized CFB, it is about 10. All experiments were conducted at tube Reynolds numbers below
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by Goldsmith and Mason in 1961 to investigate the discrepancies between the Goldsmith
experiments and the results found by Segre' and Silberberg. They found that at higher particle
Reynolds numbers in the viscous regime (Rep ~ 10-2; original experiments were conducted at
Rep ~ 10-6) the rigid spheres, discs, and rods did, in fact migrate to r/R of 0.6. This confirms
that inertial forces are necessary for radial particle migration. In none of the cases (in the
original experiments or the later experiments) did the rigid particles tend toward a position of
minimum energy dissipation.

7.5.3.3 Energy Dissipation in Suspensions of Non-Neutrally Buoyant Bodies

The results of the experiments of Segre' and Silberberg initiated a number of studies related to
determining the equilibrium radial positions of particles in particle/fluid suspensions. In
addition to the experiments which observed the radial migration of neutrally buoyant particles
across streamlines to a stable position at about 0.6 tube radius from the axis, studies were
conducted to determine how non-neutrally buoyant particles behaved. For non-neutrally
buoyant bodies, the rate of energy dissipation stems from three sources:

1. Translation of the particles relative to the fluid
2. Rotation of the particles relative to the fluid
3. Inability of the solid particles to undergo deformation and thereby accommodate itself

to the dilational components of the original fluid motion

In the case of small spherical particles, the rotational contribution to energy dissipation will
normally vanish. In many macroscopic systems, where the densities of the particles and fluid
are not matched, the dilational contribution , which constitutes an effective suspension
"viscosity," will also be small with respect to that due to frictional drag. For the limiting case
where the radius of the tube is much larger than the radius of the particles, the average pressure
drop is equal to the sum of the drag on the particles. Therefore, to minimize energy
dissipation, non-neutrally buoyant bodies would tend to move to positions which minimize
fluid/particle drag.

For the case of a non-neutrally buoyant spherical particle immersed in a Poiseuille flow with a
low particle-wall areal ratio, the pressure drop is:

AP= 6dut 1- r2
R2 R2

where ut is the particle terminal velocity, r refers to the radial distance at which the center of the
sphere (diameter = dp) is located from the cylinder axis, and R is the tube radius. To minimize
pressure drop, non-neutrally buoyant particles should move to a position of r= R; to the tube

1000 to eliminate effects arising from fluid turbulence.
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wall. It is important to observe that the pressure drop will be different from that required to
support the particle itself, essentially equivalent to multiplication of Stokes' law drag by a factor

of 2(1- r2 . For the limiting case R -+ oc, where a parabolic flow pattern is not maintained

because of the occurrence of high particle-wall areal ratio, the pressure drop force is essentially
equal to the sum of the Stokes' law drags on the particles.

As was the case with the neutrally buoyant spheres, lateral forces were observed in
suspensions of non-neutrally buoyant spheres. However, the particles no longer attained a
fractionally eccentric equilibrium position. Instead, they migrated to either the wall or the tube
axis depending upon whether the terminal velocity was of the same sign or of opposite sign to
that of the fluid velocity. If the sphere was more dense than the fluid and flow was downward,
there was an increase in r/R, whereas when a less dense sphere was in a downward flowing
fluid, or a denser sphere was in an upward flowing fluid (the case most analogous to a CFB),
the equilibrium position was displaced toward the tube axis (Denson, et al, 1966 [6 < Rep <
120]; Eichorn and Small [80 < Rep < 247], 1964; Jeffery and Pearson [0.01 < Rep < 2], 1965,
Theodore [0.1 < Rep < 8], 1964; and Repetti and Leonard [10 < Rep < 30], 1964). The same
results were obtained in couette systems by Halow and Wills (1970a,b,). Particles tended to
migrate across streamlines toward positions which increased the particle/fluid slip velocity.
Stated more generally, the particles will attain a stable equilibrium position at the axis if the
scalar (pp - pf)Vmog is negative, and, conversely, attained a stable equilibrium position at the
wall if this scalar was positive. In an upflow of particles more dense than the fluid (the
situation in a CFB), particles always migrated to the tube axis. This does not minimize the
pressure drop in either particle-wall areal ratio limit. In the case of low particle-wall areal ratio,
the particles should move to the wall. For large particle-wall areal ratios, when particles cross
streamlines toward positions of higher particle/fluid slip velocity they increase the particle fluid
drag resulting in higher energy dissipation than if they did not migrate radially. It is
interesting to note that this result is consistent with experimental results of bubbly two-phase
liquid/gas flow. In upward bubbly flow (liquid up, bubbles up) the bubbles tend to migrate
toward the wall, whereas in downward bubbly flow (liquid down, bubbles up) the bubbles tend
to migrate toward the tube axis (see for example Wang et al., 1987; Oshinowo and Charles,
1974; Kensuke and Kazuo, 1989 and Avdeev, 1984).

In addition to the analyses performed by Saffman (1956, 1965) and Tollert (1954), several
attempts have been made to provide a sound theoretical basis for the prediction of lateral forces
in Poiseuille flow through first-order approximations of inertial forces (Rubinow and Keller,
1961; Cox and Brenner, 1967; Slezkin, 1952; Slezkin and Shustov, 1954; and Ho and Leal,
1974). Theoretical investigations have continued to the present (see for example McLaughlin,
1993 and Hogg, 1994). While it is generally agreed that the lateral migration of the particles is
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due to inertial effects (and possibly non-Newtonian effects), only qualitative verifications of

their expressions for the lift force and transverse velocities are possible. None of the analyses

attributed the migration of particles to a principle of minimum energy dissipation since the

experimental evidence does not support such an assertion. Moreover, theoretical analysis of

energy dissipation resulting from particles in shear flows have indicated that even in the

restricted class of flows considered by Jeffery, the minimum energy dissipation hypothesis

does not hold (Harper and Chang, 1968).

7.53.4 Extremum Principles for Particle/Fluid Systems

The use of extremum principles (maximum and minimum principles of entropy production

and energy dissipation) in Stokes flow and similar problems have been discussed by
Helmholtz (1868), Korteweg (1883), and Rayleigh (1913). In addition, there have been several

studies concerned with applying variational techniques to obtain bounds on the mass and

momentum transport coefficients in slow viscous suspensions (Hill and Power, 1956, Keller et

al., 1967, Weinberger, 1972, Prager, 1963, and Nir et al., 1975).

In a study of extremum principles for slow viscous suspension flows, Keller et al. show that
the Stokes flows yield a smaller drag on a body in translation and a smaller resistive torque on

a body in rotation in an incompressible fluid than do the corresponding Navier-Stokes flows.
This is consistent with the facts that the Oseen correction to the Stokes formula for the drag on

a rigid sphere is positive and the Brenner and Cox (1963) result that the correction to the

Stokes drag on an arbitrary object is positive. Thus, extremum principles predict that for a
given distribution of particles, the flow which minimizes energy dissipation corresponds to
Stokes flow at very low Reynolds number - a condition not normally associated with
circulating fluidized beds.

Based on an analogy between the field equations for an elastic solid in equilibrium and a
viscous newtonian fluid in steady creeping flow, Hill and Power (1956) derived a pair of
extremum principles. These theorems bracket the energy dissipation in a given boundary value
problem between upper and lower bounds corresponding to arbitrarily chosen admissible
functions. The one function which provides an upper limit is given by Helmholtz's theorem.

For the lower bound, stresses must be assumed which will result in a finite force and/or couple
on the body. Based on their analysis Hill and Power conclude that the drag on a body tends to

be increased by the presence of other bodies which are either in fixed position or free to move
without restraint. However, Smoulchowski (1912) showed that if the bodies move in an
unbounded medium, that the opposite is true.

It is interesting to note that variational principles exist when inertial terms are important and
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viscous terms are not and when viscous terms are important but inertial terms are not.

Attempts to derive variational principles when both inertial and viscous terms are included have

so far failed. In fact Finlayson (1972) has shown that a variational principle for the

incompressible, steady-state Navier-Stokes equations does not exist unless

u-V u = 0 or u x (V x u) = 0. Recent experiments (Glicksman et al., 1993) have indicated

that fluid inertial effects cannot be neglected in circulating fluidized beds, even at low particle

Reynolds numbers. This brings into question the possibility of using any variational principle

to approximate CFB energy dissipation.

7.5.3.5 Thermodynamic Aspects

In addition to the lack experimental evidence in the fluid mechanics literature, it is not obvious

that this principle should be valid thermodynamically. The argument of Li et al. is based on

what they term the "principle of minimum total potential energy." It is true that among the

many states of a system that have given values of entropy, constituents, and external forces (S,
n, P3), the energy of the unique stable equilibrium state is smaller than that of all the other states

with the given values of S, n, and P (Gyftopoulos, 1991). However, a circulating fluidized bed

(even without chemical reactions) is not in an equilibrium state. Gyftopoulos defines an

equilibrium state as one "that does not change as a function of time while the system is isolated

- a state that does not change spontaneously." The fluid/particle flow in a CFB is not isolated,

and if it were, it would certainly change with time until all the particles were lying at the bottom

of the bed. The flow in a CFB is better defined as in a bulk flow state from which, as opposed

to a stable equilibrium state, energy can be extracted. The authors of this report are not aware

of any law which indicates that bulk flow systems necessarily tend toward a state of minimum

energy dissipation. In fact, if such a law did exist, the well known phenomenon of the

transition of a fluid from laminar to turbulent flow should not occur since the energy

dissipation in turbulent flow is far higher than in laminar flow.

In the field of non-equilibrium thermodynamics, it has been shown that under certain

conditions stationary non-equilibrium states are characterized by minimum entropy production

(de Groot and Mazur, 1984). This property is only valid if the phenomenological coefficients

are constants and the phenomenological equations are linear (e.g. Fourier's law of heat

conduction, Fick's laws of diffusion, Ohm's law of electric conduction). Recent studies have

indicated that the convective terms in the governing fluid/particle system equations cannot be

ignored (Glicksman et al., 1993). This suggests that the phenomenological equations which

govern fluid bed behavior cannot be approximated as linear. It is also unlikely that the

temporal terms in the gas/particle equations can be ignored. Since the governing equations

may neither be linear nor stationary, it is unlikely that a CFB can be characterized by minimum

entropy production based on the arguments of non-equilibrium thermodynamics.
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7.53.6 Conclusions

Experiments for viscous flows where fluid inertial effects are small have not substantiated early
hypotheses of energy minimization for fluid-solid flows. For gas-solid flows where both fluid
inertial and viscous forces are important, no experimental or theoretical evidence exists to
suggest that the flow condition is one which minimizes energy dissipation.

In light of past experimental evidence, there seems to be little reason to make the assumption
that heterogeneous two-phase flows tend toward a state of minimum energy dissipation or
minimum pressure drop. Such a hypothesis needs to be substantiated by detailed experimental
proof before it can be considered for fluidized beds.
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8.0 SCALING PRESSURIZED FLUIDIZED BEDS USING THE SIMPLIFIED SCALING
PARAMETERS

This Section presents the results of tests conducted to evaluate the simplified scaling laws when scaling

between a pilot scale hot pressurized CFB and a 1/2 scale cold model. The governing parameters for

hydrodynamic similarity utilized were the simplified set of scaling laws derived earlier which were successful

in matching hydrodynamics between two scaled cold beds with a length ratio of 1/4 and a large hot

atmospheric CFB and a 1/16 scale model.

8.1 Introduction

A new set of simplified scaling laws has been successfully demonstrated for scaling atmospheric

combustors. The new set of simplified scaling laws includes

(1) Froude number based on bed height

(2) Solid to gas density ratio
(3) Ratio of superficial to minimum fluidization velocity

(4) Bed geometric similarity
(5) Particle sphericity and size distribution

(6) Dimensionless solids flux (circulating beds)

When the gas to particle drag can be represented by the Ergun equation or similar expression, the new

simplified scaling laws hold exactly in both the viscous dominated and gas inertial dominated limits. When

the gas to particle drag is represented by the drag on an isolated particle, the simplified scaling laws also give

the correct limiting conditions for both the viscous and inertial limits. For intermediate conditions the gas to

particle drag is also well approximated in models using the simplified scaling laws.

The advantage of the simplified set of scaling parameters over the full set is the increased flexibility in the

design of a model to simulate a combustor or chemical reactor. With the full set, after the gas properties in

the model have been chosen, e.g. by use of air at ambient conditions, there is only one unique set of particle

size and density, bed size, gas velocity and solids circulation rate which can be used in the model. Using the

simplified set of scaling parameters, the choice of the fluidizing gas in the model fixes the solid density.

However, the model size can be altered, as long as the Froude number is maintained constant by altering uo.

The particle size is then set to maintain uo/umf constant. This flexibility allows a model to simulate much

larger combustors or reactors than is possible with the full set of scaling relationships.

Table 8.1 presents the values of several important physical and hydrodynamic parameters when the simplified

346

................................'



scaling relationships are used to scale the Foster Wheeler1 pilot pressurized circulating fluidized bed

combustor. The last column in the Table also depicts the values of these parameters when the full or exact set
of scaling parameters are used. In the Table, 0 represents the dimensionless interphase drag as determined

from the Ergun equation and CDcl represents the drag on a cluster determined from drag over a solid sphere.

Table 8.1 indicates that if the interphase drag is best represented by the Ergun equation, the dimensionless

drag coefficient will be 0.915 times that in the hot bed. If the drag is better represented by the drag on a

single particle, the ratio of terminal to minimum fluidization velocity (or superficial velocity) is within 16

percent of the hot bed for a 1/2 scale model and within 33 percent for a 1/4 scale model. If particles in the

upper portion of the bed act in clusters or groups, the cluster drag coefficient will be 4 percent lower in a 1/2

scale model and 19 percent larger in a 1/4 scale model (assuming that the cluster diameter scales as the bed

diameter).

The small deviations in drag coefficients and terminal velocities when using the simplified scaling laws for a

1/2 scale model suggests that a 1/2 scale model should give acceptable similarity. In addition, the deviations
in the hydrodynamic parameters for a 1/4 scale model do not appear to be terribly large. This indicates that a

1/4 scale model may also result in acceptable hydrodynamic similarity.

Table 8.1: Scaled Physical and Hydrodynamic Parameters

Foster Wheeler 1/2 Scale Model 1/4 Scale Model Scale Model

Hot Bed Using Exact
Scaling Laws

Bed Diameter, m 0.203 0.102 0.0508 0.274

Bed Height, m 10.5 5.26 2.63 14.2

dp, microns 216.5 227.0 190.8 291.4

uo, m/s 3.05 2.16 1.52 3.49

Bed Pressure, atm 14 1 1 1

umf, cm/s 1.47 1.04 0.74 1.71

Solid Density, kg/m3  2564 709 709 709

(Ergun 1 0.94 0.915 1

Equation)

(u/umf)/(u/umf)hot bed 1 1.19 1.32 1

CDcl/CDcl hot bed 1 0.96 1.19 1

1The numbers in this Table are based on data reported in - Robertson, A., et al., "Second Generation Pressurized Fluidized Bed
Combustion Plant," work performed under DOE Contract DE-AC02-82CE40543, September, 1989.
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In order to evaluate the validity of applying these scaling parameters to pressurized hot beds, solid fraction

profiles, pressure probability density functions, and pressure power spectral densities were compared

between the Foster Wheeler second generation pressurized circulating fluidized bed and a 1/2 scale cold

model at four different operating conditions. Table 8.2 presents a test matrix for evaluation of the simplified

set of scaling parameters. Tables 8.3 provides the operational data, along with information concerning the

particles and beds utilized in the simplified scaling analysis.

Solid fraction discussed in this paper is based on differential pressure measurements as discussed in Section

4.0. Since solid fraction estimations only include gravity effects, this interpretation neglects particle

acceleration and shear stress at the column walls. The differential pressure measurement yields an apparent

solid fraction. However, it should be noted that the dimensionless pressure gradient in the combustor and

cold bed should be similar if properly scaled regardless of whether the measurements represent a true

measure of the average cross-sectional solid fraction.

Histograms of the solid fraction data were created for both the hot and cold bed data to assess whether

pressure fluctuation amplitudes of the scaled beds were similar. In addition, fast fourier transforms (FFT's)
of the pressure fluctuation data were computed to determine the similarity of pressure fluctuation frequencies

in the scaled beds. The power spectral densities (PSD) were determined using the algorithm outlined by
Press et al. (1992). PSD's were based on eight Welch-windowed 256-point overlapping data segments.
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Table 8.2
Test Matrix - Pressurized Hot Bed Scaling Using the Simplified Scaling Laws
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Full Scale 1/2 Scale
Parameter Hot Bed Cold Bed

Particle

Diameter (microns) dp 1.05dp

umf Umf 0.7 1umf

Bed Diameter D 0.5D

Uo/umf 100-500 Same

uo2/gL Fr Same

Re = puod pfuodp 0.47pfudp
IfRff Rf

PSame
Pr Pr

M = G_ M SameUoP6



Table 83: Foster Wheeler PCFBC and Cold Bed Operating Conditions
Operating Conditions

Test Condition 1 Condition 2 Condtion 3 Condition 4
Bed Hot Cold Hot Cold Hot Cold Hot Cold
Uo -

primary 1.49 1.05 1.71 1.21 1.31 0.926 1.19 0.84
zone
(m/s)
U0 -

secondary 2.74 1.93 2.96 2.09 2.83 2.00 2.77 1.96
zone
(m/s)

System
Pressure 11.7 1.00 13.0 1.00 12.4 1.00 13.0 1.00

(bar)
Gs

(kg/m2s) 115 27.8 124 30.1 111 26.9 25.8 6.27

Primary 54.0 54.0 58.0 58.0 46.2 46.2 42.0 42.0
Air
Ps/pf 758 758 681 758 718 758 688 758
Uo/umf 113 107 124 118 118 113 116 111

FrD 3.66 3.62 4.40 4.38 4.02 4.01 3.85 3.85
Gs/psuo 0.016 0.016 0.016 0.016 0.015 0.015 0.0035 0.0035

Red 1 35.3 22.2 43.2 24.4 39.2 23.4 40.0 22.9

350



8.2 Solid Fraction Profiles

The average solid fraction profile comparisons between the 1/2 scale cold model and the Foster Wheeler
combustor are given in Figures 8.1 through 8.4. The tabulated data is given in Appendix H. The calculated
solid fractions are plotted versus the average of the heights of the associated pressure taps in each bed. As
discussed in Section 4, error bars are based on calculated standard deviations in solid flow measurements and
pressure time traces.

83 Histograms

Probability density functions for the solid fractions in the hot and cold beds are given in figures 8.5 through
8.28. In these plots, probability is plotted versus the solid fraction.

8.4 Power Spectral Densities

FFT's of the pressure fluctuation data for the hot and cold beds are given in Figures 8.29 through 8.52. In
these plots, the fourier transform is plotted versus the equivalent Foster Wheeler hot bed frequency in Hz.
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Figure 8.1
Solid Fraction Profile Comparison: Test Condition 1
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Figure 8.2
Solid Fraction Profile Comparison: Test Condition 2
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Figure 8.3
Solid Fraction Profile Comparison: Test Condition 3
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Profile Comparison: Test Condition 4
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Histograms:
Figure 8.5

Test Condition 1, Dimensionless Distance up Bed (x/H) = 0.06
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Histograms: Test Condition 1, Dimensionless Distance up Bed (x/H) = 0.21
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Figure 8.9
Histograms: Test Condition 1, Dimensionless Distance up Bed (x/H) = 0.57
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Histograms: Test Condition 1, Dimensionless Distance up Bed (x/H) = 0.80
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Histograms: Test Condition 2, Dimensionless Distance up Bed (x/H) = 0.06
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Figure 8.14

Histograms: Test Condition 2, Dimensionless Distance up Bed (x/H) = 0.36
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Histoarams: Test Condition 2. Dimensionless Distance UD Bed (x/H~ = 0.57
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Figure 8.17
Histograms: Test Condition 3, Dimensionless Distance up Bed (x/H) = 0.06
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Figure 8.19
Histoarams: Test Condition 3. Dimensionless Distance UD Bed (x/H) = 0.21
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Histograms: Test Condition 3, Dimensionless Distance up Bed (x/H) = 0.57
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Figure 8.22
Histograms: Test Condition 3, Dimensionless Distance up Bed (x/H) = 0.80
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Histoarams: Test Condition 4. Dimensionless Distance un Bed (x/HI = 0.06
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Histograms: Test Condition

Solid Fraction, %
Figure 8.26
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Figure 8.27
Test Condition 4, Dimensionless Distance up Bed (x/H) = 0.57
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Figure 8.29
FFT's: Test Condition 1, Dimensionless Distance up Bed (x/H) = 0.06
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Figure 830
FFT's: Test Condition 1, Dimensionless Distance up Bed (x/H) = 0.13
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FFT's: Test Condition
Figure 8.31
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Figure 8.32
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FFT's: Test Condition
Figure 833

1, Dimensionless Distance up Bed (x/H) = 0.57
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FFT's: Test Condition 1,
Figure 834

Dimensionless Distance up Bed (x/H) = 0.80

Equivalent Hot Bed Frequency, Hz
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Figure 835
FFT's: Test Condition 2, Dimensionless Distance up Bed (x/H) = 0.06

Equivalent Hot Bed Frequency, Hz

FFT's: Test Condition 2,
Figure 836
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Figure 837
FFT's: Test Condition 2, Dimensionless Distance up Bed (x/H) = 0.21
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FFT's: Test Condition 2,
Figure 8.38

Dimensionless Distance upBed (x/H) = 0.36
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Figure 839
FFT's: Test Condition 2, Dimensionless Distance up Bed (x/H) = 0.57

Equivalent Hot Bed Frequency, Hz
Figure 8.40

FFT's: Test Condition 2, Dimensionless Distance up Bed (x/H) = 0.80

Equivalent Hot Bed Frequency, Hz
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Figure 8.41
FFT's: Test Condition 3, Dimensionless Distance up Bed (x/H) = 0.06

Equivalent Hot Bed Frequency, Hz
Figure 8.42

FFT's: Test Condition 3, Dimensionless Distance up Bed (x/H) = 0.13

Equivalent Hot Bed Frequency, Hz
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Figure 8A43
FFT's: Test Condition 3, Dimensionless Distance up Bed (x/H) = 0.21

Equivalent Hot Bed Frequency, Hz
Figure 8.44

FFT's: Test Condition 3, Dimensionless Distance up Bed (x/H) = 0.36

Equivalent Hot Bed Frequency, Hz
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Figure 8.45
FFT's: Test Condition 3, Dimensionless Distance up Bed (x/H) = 0.57
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Figure 8.46
FFT's: Test Condition 3, Dimensionless Distance up Bed (x/H) = 0.80

Equivalent Hot Bed Frequency, Hz
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Figure 8.47
FFT's: Test Condition 4, Dimensionless Distance up Bed (x/H) = 0.06

Equivalent Hot Bed Frequency, Hz

FFT's: Test Condition 4,
Figure 8.48

Dimensionless Distance up Bed (x/H) = 0.13
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Figure 8.49
FFT's: Test Condition 4, Dimensionless Distance up Bed (x/H) = 0.21

Equivalent Hot Bed Frequency, Hz
Figure 8.50

FFT's: Test Condition 4, Dimensionless Distance up Bed (x/H) = 0.36

0 5 10 15 20 25 30 35 40 45 50
Equivalent Hot Bed Frequency, Hz

376

100

10

0.1

0.01

100

10

0.1

0.01



Figure 8.51
FFT's: Test Condition 4, Dimensionless Distance up Bed (x/H) = 0.57

Equivalent Hot Bed Frequency, Hz

FFT's: Test Condition 4,
Figure 8.52

Dimensionless Distance up Bed (x/H) = 0.80
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8.5 Discussion and Conclusions

Agreement is good for all test conditions, especially in the upper regions of the bed. In the lower regions of

the bed, the cold model solid fraction profiles were consistently higher except for test condition four which

had a very low solids recycle rate and a low primary zone superficial velocity; a state not typical of a normal

operating condition. The run at condition four was close to the bubbling regime. Comparison of case four

with the previous three cases emphasizes the ability of the cold model to match the hydrodynamics of the hot

bed over a wide range of conditions (see Figure 8.53). Agreement in the probability density functions is

good in all regions of the bed, but deviated somewhat at x/H of 0.36. The differential pressure measurement

at this height included the entry of secondary air. The disagreement is probably caused by the difference in
secondary air sources. In the Foster Wheeler hot bed, the secondary air is taken from the region above the
freeboard of the FBHE. In the cold bed, the secondary air is supplied from a separate compressor line. It
may be that the hydrodynamics of the FBHE, for example pressure fluctuations above the freeboard due to
bubble eruptions, are affecting the hydrodynamics of the PCFBC in the region near the secondary air ports.
The power spectral densities exhibit a similar trend showing good agreement in all regions of the bed. Note
that no substantial deviations are indicated at an x/H of 0.36.

Results of these hydrodynamic scaling experiments show good agreement when using the simplified set of

scaling laws and strongly suggest that this new set of parameters is acceptable over the range of conditions

tested in the fast fluidization regime. Scale modeling experiments using the simplified set of scaling

parameters can be used for prediction of the behavior of pressurized CFB combustors. Excellent predictions

of the solid fraction profiles for the Foster Wheeler pilot PCFB has been made by using a half-scale room-
temperature model constructed and operated using these parameters. Cold bed prediction of the time

averaged solid fraction, and the pressure fluctuation amplitudes and fourier transforms showed excellent

agreement indicating that larger scale factors may be possible.

Future efforts will focus on constructing a 1/6.5 scale model of the Foster Wheeler Phase III PCFBC. This

should provide evidence as to the range of applicability of the simplified scaling laws to pressurized

circulating fluidized beds.
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Figure 8.53
Comparison of Average Solid Fraction Profiles for Various Cases

-I t

Bed Height, %

---- Foster Wheeler Case 1 - Foster Wheeler Case 3

--e-- MIT Case 1 --- MIT Cold Case 3

-c-- Foster Wheeler Case 2 --- Foster Wheeler Case 4

-9- MIT Cold Case 2 --- MIT Cold Case 4
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APPENDIX A: MINIMUM FLUIDIZATION TESTS

Minimum fluidization tests for the glass and steel particles used in the viscous limit tests were
carried out in a 4-inch diameter test bed. Freeboard height for this bed was typically about 2
inches. A nominal 0-20 cfh rotameter was used for these tests. Pressures at the rotameter exit
were determined by manometer readings. Bed pressures were determined by subtracting
calculated distributor pressure drops. The calculation of distributor pressure drop was based on
separate tests involving measurements of pressure drop through just the distributor plate when the
bed had no particles in it.

Minimum fluidization tests for all other particles were carried out in the phase one 1/16 scale
Studsvik bed. Freeboard height was typically about 3 inches. Air flows were measured with
nominal 2.5 1pm and 10.0 1pm rotameters. Pressures at the rotameter exit were determined by
manometer readings. The distributor pressure drop was determined in the same manner as
described above.
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Figure A.1
Minimum Fluidization Test: Viscous Limit Scaling Steel
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Figure A.2
Minimum Fluidization Test: Viscous Limit Scaling Glass I
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Figure A.3
Minimum Fluidization Test: Viscous Limit Scaling Glass II
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Figure A.4
Minimum Fluidization Test: Simplified Scaling Laws

0 0.5 1.5
Superficial Velocity, cm/s

399

0.9

0.85

0.8

2 0.75

0.7

m 0.65

0.6

00.55

0.5

0.45

0.4

10

9

-Q-- Viscous Limit Scaling Glass II

I n I I I I I I I I I I I I I I I * I I I

ilass

I I I i * * i I * * * I * * t I 1 t i * i *

2.5

ix 

I



Figure A.5
Minimum Fluidization Test: Simplified Scaling Laws
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Figure A.6
Minimum Fluidization Test: Simplified Scaling Laws
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Figure A.7
Minimum Fluidization Test: Simplified Scaling Laws
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The required mean particle diameter for the 1/16 scale model when scaling the Studsvik hot bed

was calculated to be approximately 35 microns. Since the smallest sieve mean diameter was 38

microns, it was not possible to accurately predict the size distribution of the particles required for

use in the 1/16 scale model. In order to circumvent this problem, no attempt was made to

accurately measure the mean diameter of the particles for use in the 1/16 scale model, rather the

particle distribution was selected based on the minimum fluidization velocity. This is possible

since, unlike the 1/4 scale model, the 1/16 scale model utilized the simplified scaling laws in which

the particle diameter enters only indirectly (it is a factor in determining the minimum fluidization

velocity), and the actual particle diameter is not required.

In order to estimate what the mean particle diameter of the steel powder used in the 1/16 scale

model was, a series of tests was conducted in which the minimum fluidization velocity was

determined for steel powders of known diameter. These plots are give below (Figures A.8-A. 12).

The minimum fluidization velocities were then plotted and compared to those calculated from the

Ergun equation for the known particle diameters. All minimum fluidization velocities were
measured in the 1/16 scale Studsvik bed operating in a bubbling bed mode at room temperature
and atmospheric pressure. The sphericity of the steel particles required by the Ergun equation
was determined in an earlier study using image analysis (Westphalen, 1990) and was determined
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to be -0.7. A plot of the measured and predicted particle diameter vs. minimum fluidization
velocity is given in Figure A.13. This curve predicts a mean particle diameter of 27 microns for a

minimum fluidization velocity of 0.75 cm/s. Figure A.14 shows the minimum fluidization test for

the steel used in the 1/4 scale Studsvik bed when scaling the Studsvik hot bed with the complete
set of scaling parameters.
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Figure A.8
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Figure A.10
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Figure A.12
hi4;nm IPIvv;A7t;rn TooQt. Q1 TT Tictc

1 1.5 2 2.5 3 3.5 4
Superficial Velocity, cm/s

Figure A.13
Particle Diameter vs. Minimum Fludization Velocity
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Figure A.14
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A summary of the minimum fluidization data is given in Table A.1.
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Table A.1

Bed Material Tests Used Bed Used Particle Diameter Umf (cm/s)

(microns)

Steel Viscous Limit 1/4 Scale UBC 49.5 1.40
Scaling Bed

Glass I Viscous Limit 1/4 Scale UBC 88.3 1.40
Scaling Bed

Glass II Viscous Limit 1/4 Scale UBC 81.6 1.70
Scaling Bed

Glass Viscous Limit 1/4 Scale UBC 78.7 1.40
and Simplified Bed and 1/16
Scaling Laws Scale Studsvik

Bed

Plastic Viscous Limit 1/16 Scale 99.5 0.85
and Simplified Studsvik Bed
Scaling Laws

Glass Simplified 1/4 Scale 112.3 2.80
Scaling Laws Studsvik Bed

Plastic Simplified 1/4 Scale 144.5 1.50
Scaling Laws Studsvik Bed

Steel Studsvik Hot Bed 1/16 Scale -26 0.75
Scaling Studsvik Bed

Steel Studsvik Hot Bed 1/4 Scale 57.7 1.40
Scaling Studsvik Bed

REFERENCES

Westphalen, Detlef, "Experimental Verification of Scaling Relationships for Circulating Fluidized
Beds," M.S. Thesis, Massachusetts Institute of Technology, 1990.
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APPENDIX B: PRESSURE TRANSDUCER CALIBRATIONS

B.1 1/4 SCALE UBC BED

Pressure transducers A through G, used to measure bed differential pressures, were all calibrated
for pressures spanning their expected range of +/- 14 in. wc (+/- 3.5 kPa). Pressure transducer
H, used to measure the overall bed differential pressure, was calibrated for its range of 0-1 psi (0-
6.9 kPa). During calibration and subsequent use of the pressure transducers, power supply
voltage was 10.4 volts. Transducers A through G were calibrated with a manometer inclined at
17.5 degrees from the horizontal. Transducer H was calibrated with the same manometer in a
vertical direction orientation. Calibration data and linear curve fit constants are tabulated below.
The constants are defined based on the following equation for measure pressure:

Pressure = G*(Voltage) + Pr
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Table B.1: Pressure Transducer Calibrations for 1/4 Scale UBC Bed

B.2 1/16 SCALE STUDSVIK BED

Pressure transducers A through D used to measure bed differential pressures near the bottom of
the bed, were all calibrated for pressures spanning their expected range of +/- 14 in. wc (+/- 3.5
kPa). Pressure transducers E through H, also used to measure the differential pressures, were
calibrated for its range of 0-1 psi (0-6.9 kPa). These transducers were used to measure
differential pressures near the top of the bed. During calibration and subsequent use of the
pressure transducers, power supply voltage was 12.2 volts. All transducers were calibrated with a
manometer inclined at 17.5 degrees from the horizontal. Calibration data and linear curve fit
constants are tabulated below. The constants are defined based on the following equation for
measure pressure:

409

Transducer G (cm wc/V) Pr (cm wc) a (cm wc)

A 949.0 0.2247 0.63

B 941.1 0.2494 0.51

C 936.3 0.4489 1.05

D 970.0 0.4589 0.20

E 915.8 0.5354 0.85

F 942.2 0.3027 0.48

G 962.4 0.1021 0.21

H 10.80 -13.475 0.16



Pressure = G*(Voltage) + Pr
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Table B.2: Pressure Transducer Calibrations for 1/16 Scale Studsvik Bed

Transducer G (cm wc/V) Pr (cm wc) a (cm we)

A 949 -0.137 0.65

B 941 0.209 0.49

C 936 -0.308 0.93

D 971 -0.143 0.27

E 0.642 -1.802 0.00941

F 0.628 -1.764 0.00695

G 0.635 -1.533 0.00546

H 0.632 -1.793 0.00745



B3 1/4 SCALE STUDSVIK BED

All pressure transducers (A through H) in the 1/4 scale Studsvik bed used to measure bed

differential pressures were all calibrated for pressures spanning their expected range of +/- 14 in.

wc (+/- 3.5 kPa). During calibration and subsequent use of the pressure transducers, power
supply voltage was 10.1 volts. All transducers were calibrated with a manometer inclined at 17.5

degrees from the horizontal. Calibration data and linear curve fit constants are tabulated below.

The constants are defined based on the following equation for measure pressure:

Pressure = G*(Voltage) + Pr
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Table B.3: Pressure Transducer Calibrations for 1/4 Scale Studsvik Bed

Transducer G (cm wc/V) Pr (cm wc) a (cm wc)

A 2.467 0.578 0.131

B 2.234 0.253 0.144

C 2.487 0.387 0.161

D 2.455 0.306 0.129

E 0.634 0.465 0.088

F 0.622 0.532 0.068

G 0.577 0.385 0.026

H 0.576 0.344 0.025



B.4 1/2 SCALE FOSTER WHEELER BED

All pressure transducers (1 through 6) in the 1/2 scale Foster Wheeler bed used to measure bed
differential pressures were calibrated for pressures spanning their expected range. During
calibration and subsequent use of the pressure transducers, power supply voltage was 12.0 volts.

All transducers were calibrated with a manometer inclined at 17.5 degrees from the horizontal.
Calibration data and linear curve fit constants are tabulated below. The constants are defined

based on the following equation for measure pressure:

Pressure = G*(Voltage) + Pr
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Table B.4: Pressure Transducer Calibrations for 1/4 Scale Studsvik Bed

Transducer G (cm wc/V) Pr (cm we) a (cm we)

1 6.173 -6.296 0.173

2 6.173 -6.481 0.161

3 6.173 -6.358 0.127

4 0.840 -0.366 0.055

5 3.125 -3.281 0.037

6 3.145 -3.365 0.031



APPENDIX C: ROTAMETER CALIBRATION

C.1 1/4 SCALE UBC BED AIR FLOW SETUP

The air flow measurement equipment for the 1/4 Scale UBC Bed was obtained and calibrated as

part of an earlier study to verify the full set of scaling laws for circulating fluidized beds. Air was

designed to enter the 1/4 Scale UBC bed in two locations. The two air streams are designated the

primary and secondary air. The secondary air ports were not utilized in this study. The primary

air flow is fitted with an exit pressure gauge. The primary air rotameter measures in the range
from 2 to 10 cfm, and the pressure gauge is 15 psig full scale. Calibration of the rotameter and
gauge combination was done with a square-edged orifice plate fitted with flange taps. The tests

covered flow ranges at expected pressure ranges (0-10 psig). The data was analyzed to determine
the calibration constants A and B for the following equation.

Qa= (AR+B) 1(+iLP)

where Qa is the flow at atmospheric pressure Pa, Pg is the gauge pressure at the rotameter exit,

and R is the rotameter reading.

C.2 1/16 SCALE STUDSVIK BED AIR FLOW SETUP

For the phase one 1/16 scale Studsvik bed (no boot, secondary air or simulated refractory), air
enters the bed through the distributor box and at the bottom of the pneumatic return line. The two
air flows are measured separately with rotameters fitted with exit pressure gauges. The rotameters
measure in the range from 2 to 10 cfm, and the pressure gauges are 15 psig full scale. Calibration
of the rotameters and gauge combinations was done in the same manner as the 1/4 scale UBC bed
setup (i.e., with a square-edged orifice plate fitted with flange taps). The tests covered flow ranges
at expected pressure ranges with the data again being fit to the equation:

Qa= (AR+B) 1+
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For the phase two 1/16 scale Studsvik bed (boot, secondary air ports, and simulated refractory

added), air enters the bed through the secondary air ports, the distributor box, and at the bottom of

the pneumatic return line. All three air flows are measured separately with an additional rotameter

fitted with exit pressure gauge being added to measure the secondary air flow. Calibration of the

rotameter and gauge combinations was conducted using the same technique as that used with the

phase one setup.

C.3 CALIBRATION OF PRIMARY AND SECONDARY AIR ROTAMETERS

Calibration data for the rotameters used to measure primary and secondary air flows are presented
below. The rotameters used to measure the primary and secondary flows had nominal ranges

from 2 to 10 cfm. Exit pressure gauges had a 1-15 psig ranges. The rotameters were calibrated

with a square edge orifice plate fitted with flange taps. The orifice plate pipe size was two-inches,
and the diameter ratio 03 was 0.15. Calibration covered rotameter indications ranging from 1.6 to

8 cfm at exit pressure ranging from about 1 to 10 psig. A valve at the exit of the rotameters

allowed variation of exit pressure as well as flow rate. Orifice plate pressure drop was measured
in a water-filled manometer.

The calibration data was fit to modified linear curve fits of the form

Q, = (AR+B) 1+P

Were Qa is the volumetric flow rate at atmospheric pressure, R is the rotameter reading, Pg is the

rotameter exit gauge pressure, Pa is atmospheric pressure, and A and B are the calibration

constants. Least squares solutions for A and B were determined.

Air flow with the orifice plate was calculated based on the ASME standard for square edge orifice

plates (Bean, 1971). The calculation procedure was automated in a FORTRAN program.

The calculated calibration constants for the rotameters are as tabulated below. Standard deviation

for the calibration data, also provided below, represents deviation of actual flow divided by the

pressure correction function from the linear curve fit AR + B.
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Table C.1: Rotameter Calibration Constants

Rotameter Which Bed Used A B o

Primary Air (2- 1/4 Scale UBC 1.0343 0.0244 0.0507
10 cfm)

Primary Air (2- 1/16 Scale 1.0347 0.0239 0.0422
10 cfm) Studsvik

Secondary Air 1/16 Scale 1.0141 0.0003 0.0449
(2-10 cfm) Studsvik

CA ROTAMETER CALIBRATION FOR MINIMUM FLUIDIZATION TESTS

The minimum fluidization test bed air flows for the glass and steel used in the viscous limit
scaling tests were measured with 20-scfh and 100-scfh nominal rotameters. Calibration of the
rotameters was done by timing entry of air into an inverted calibrated cylinder which was partially
submerged in water. Air was delivered to the cylinder just above waterline, and the top of the
cylinder had a removable cork. Pressure in the cylinder during measurement was kept equal to
atmospheric pressure by raising the cylinder so that water levels inside and outside the cylinder
were always equal. This arrangement allowed reading of the rotameter and measurement of the
flow without disturbing the flow conditions. Pressure at the rotameter exits were measured with
manometers Fifteen test points were used in calibrating the 20-scfh rotameter. The standard
deviation from the linear calibration curve for this rotameter was 0.093 scfh, or about 0.5 percent
of full scale. Thirty-nine points were used in calibrating the 100-scfh rotameter. Standard
deviation from the calculated linear calibration curve was 0.59, or about 0.6 percent of full scale.

Minimum fluidization tests for all other bed materials were measured in the 1/16 scale Studsvik
bed operating in a bubbling mode. The air flows for these tests were measured with 2.5 and 10.0
1pm rotameters. The rotameters were calibrated using a square edged orifice plate fitted with
flange taps and a manometer inclined at 17.5 degrees from the horizontal. The orifice plate pipe
size was two-inches, and the diameter ratio [3 was 0.15. Ten test points were used in calibrating
the 2.5-lpm rotameter. The standard deviation from the linear calibration curve for this rotameter
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was 0.013 1pm, or about 0.5 percent of full scale. Fifteen points were used in calibrating the 10-
1pm rotameter. Standard deviation from the calculated linear calibration curve was 0.042 1pm, or
about 0.4 percent of full scale.

Table C.2: Um4 Rotameter Calibration Constants

Rotameter A B o

Nom. 20-cfh 1.011 -0.54 0.093

Nom. 100-cfh 1.0133 -1.38 0.59

Nom. 10 1pm 1.018 0.26 0.042

Nom. 2.5 1pm 1.055 -0.15 0.013
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APPENDIX D: PARTICLE CHARACTERIZATION

The size distributions of all solids were determined using sieve analysis. The sieves used were
standard U.S. series sieves. Not all standard sieves in the measured size ranges were available for
the sieve analyses. Where there were missing sieves, it was assumed that material falling in a
smaller sieve would have been evenly distributed between it and the missing adjacent larger sieves.

The reported mean diameters were calculated based on surface area averaging. For these
calculations, it was assumed that the mean diameter for a sieve size range is the arithmetic mean of
the range size extremes. For the smallest and largest size ranges of a sieve test, the mean diameter
was assumed to be the mesh size of the next smaller or larger sieve which was not used. Given
these assumptions for size range diameters d and the measured range masses m, the overall
surface mean diameter was calculated as follows.

dmj
dpm j mi

j dPj

Cumulative size distribution plots for the particles are given below.
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Figure D.1
Particle Size Distributions for Verification of Complete Scaling Laws

Equivalent Hot Bed Particle Size, microns

Figure D.2
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Figure D.3
Glass Particle Size Distributions for Simplified

0 20 40 60 80 100 120 140 160 180 200
Equivalent 1/4 Scale Bed Size, microns

Figure D.4
Plastic Particle Size Distributions for Simplified Scaling Laws
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Figure D.5
Comparison of Dimensionless Particle Size Distributions - Pressurized Bed Scaling

Dimensionless Particle Size Distribution

Table D.1
Viscous Limit Glass Properties

Viscous Limit Glass I Viscous Limit Glass II

Density 2.54 g/cc 2.54 g/cc

Mean Diameter 88.3 microns 81.6 microns

Loose Pack Voidage 42% 42%

Sphericity 1.0 1.0

Umf 1.40 cm/s 1.70 cm/s
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Table D.2
Viscous Limit Steel Powder Properties

Viscous Limit Steel

Density 7.25 g/cc

Mean Diameter 49.5 microns

Loose Pack Voidage 65%

Sphericity 0.6 - 0.8

umf 1.40 cm/s

Table D3
Plastic Properties for Scaling with Constant ps/pf

1/4 Scale Studsvik 1/16 Scale Studsvik

Density 1.40 g/cc 1.40 g/cc

Mean Diameter 144.5 microns 99.5 microns

Loose Pack Voidage 57% 55%

Sphericity 0.5 - 0.7 0.5 - 0.9

umf 1.5 cm/s 0.85 cm/s
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Table D.4
Glass Properties for Scaling with Constant ps/Pf

1/4 Scale Studsvik 1/16 Scale Studsvik

Density 2.54 g/cc 2.54 g/cc

Mean Diameter 112.3 microns 78.7 microns

Loose Pack Voidage 42% 42%

Sphericity 1.0 1.0

Umf 2.8 cm/s 1.4 cm/s

Table D.5
Particles for Hot Bed Scaling with Constant ps/Pf

Studsvik Hot Bed 1/4 Scale Model 1/16 Scale Model

Density (g/cc) 2.70 7.25 7.25

Mean Diameter 243 57.7 -26
(microns)

Loose Pack Voidage 0.65 0.65

Sphericity -0.7 -0.7

Umf (cm/s) 1.40 0.75
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Table D.6
Particles for Pressurized Hot Bed Scaling with Constant ps/pf

424

Hot Bed Solid Cold Bed Solid

Material Dolomite Polyethylene Plastic

Surface Mean dp (microns) 165 180

Density (kg/m3) 2650 905

Sphericity 0.84 0.85

Emf 0.52 0.49

umf (cm/s) 2.39 1.77

(est. at 12 bar, 900 OC)



APPENDIX E: VISCOUS LIMIT EXPERIMENTAL DATA

Solid fraction profile test results for the glass/steel and plastic/glass viscous limit runs are presented in the
following pages.
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Figure E.1 - Glass 1, Uo = 3.0 m/s, M = 0.0029
Solid Fraction Profiles - Glass/Steel

Viscous Limit Scaling
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Figure E.2 - Glass 1, Uo = 5.5 m/s, M = 0.0029
Solid Fraction Profiles - Glass/Steel

Viscous Limit Scaling
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Figure E.3 -Glass 1, Uo = 7.0 m/s, M = 0.0029
Solid Fraction Profiles - Glass/Steel

Viscous Limit Scaling
Bed Material: Glass I
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Figure E.4 - Glass 2, Uo = 3.0 m/s, M = 0.0029
Solid Fraction Profiles - Glass/Steel

Viscous Limit Scaling
Bed Material: Glass 2
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Figure E.5 - Glass 2, Uo = 5.5 m/s, M = 0.0029
Solid Fraction Profiles - Glass/Steel

Viscous Limit Scaling
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Figure E.6 - Glass 2, Uo = 7.0 m/s, M = 0.0029
Solid Fraction Profiles - Glass/Steel

Viscous Limit Scaling
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Figure E.7 - Steel, Uo = 3.0 m/s, M = 0.0029
Solid Fraction Profiles - Glass/Steel

Viscous Limit Scaling
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Figure E.8 - Steel, Uo = 5.5 m/s, M = 0.0029
Solid Fraction Profiles - Glass/Steel

Viscous Limit Scaling
Bed Material: Steel
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Figure E.9 - Steel, Uo = 7.0 m/s, M = 0.0029
Solid Fraction Profiles - Glass/Steel

Viscous Limit Scaling
Bed Material: Steel
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Figure E.10 - Glass, Uo =
Solid Fraction Profiles - Glass/Plastic

Viscous Limit Scaling
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Figure E.11 - Glass, Uo = 2.0 m/s, M = 0.0054
Solid Fraction Profiles - Glass/Plastic

Viscous Limit Scaling
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Figure E.12 - Glass, Uo =
Solid Fraction Profiles - Glass/Plastic
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Figure E.13 - Plastic, Uo = 1.5 m/s, M = 0.0072
Solid Fraction Profiles - Glass/Plastic

Viscous Limit Scaling
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Figure E.15 - Plastic, Uo = 2.5 m/s, M = 0.0043
Solid Fraction Profiles - Glass/Plastic

Viscous Limit Scaling
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APPENDIX F: SIMPLIFIED SCALING HYDRODYNAMIC AND HEAT TRANSFER DATA

Solid fraction profile test results and heat transfer measurements made for the glass/glass and plastic/plastic

simplified scaling runs are presented in the following pages.
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Figure F.1 - 1/16 Scale Glass, Uo = 1.5 m/s, M = 0.0072
Solid Fraction Profiles - Glass/Glass

Simplified Scaling
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Figure F.2 - 1/16 Scale Glass, Uo = 2.0 m/s, M = 0.0054
Solid Fraction Profiles - Glass/Glass

Simplified Scaling
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Figure F.3 - 1/16 Scale Glass, Uo = 2.5 m/s, M = 0.0043

Solid Fraction Profiles - Glass/Glass
Simplified Scaling
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Figure F.4 - 1/4 Scale Glass, Uo = 3.0 m/s, M = 0.0072
Solid Fraction Profiles - Glass/Glass

Simplified Scaling
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Figure F.5 - 1/4 Scale Glass, Uo = 4.0 m/s, M = 0.0054
Solid Fraction Profiles - Glass/Glass

Simplified Scaling
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Figure F.6 - 1/4 Scale Glass, Uo = 5.0 m/s, M = 0.0043
Solid Fraction Profiles - Glass/Glass

Simplified Scaling
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Figure F.7 - 1/16 Scale Plastic, Uo = 1.5 m/s, M = 0.0030
Solid Fraction Profiles - Plastic/Plastic

Simplified Scaling
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Figure F.8 - 1/16 Scale Plastic, Uo = 2.0 m/s, M = 0.0025
Solid Fraction Profiles - Plastic/Plastic

Simplified Scaling
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Figure F.9 - 1/16 Scale Plastic, Uo = 2.5 m/s, M = 0.0023
Solid Fraction Profiles - Plastic/Plastic

Simplified Scaling
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Figure F.10 - 1/4 Scale Plastic, Uo = 3.0 m/s, M = 0.0030
Solid Fraction Profiles - Plastic/Plastic

Simplified Scaling
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Figure F.11 - 1/4 Scale Plastic, Uo = 4.0 m/s, M = 0.0025
Solid Fraction Profiles - Plastic/Plastic

Simplified Scaling
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Figure F.12 - 1/4 Scale Plastic, Uo = 5.0 m/s, M = 0.0023
Solid Fraction Profiles - Plastic/Plastic

Simplified Scaling
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APPENDIX G: HYDRODYNAMIC DATA FOR HOT BED SCALING

Solid fraction profile test results for the Studsvik hot bed and the scaling runs of the Studsvik hot bed

utilizing both the simplified and complete set of scaling laws are presented in the following pages. The

operating data and bed dimensions are given on the data sheets at the end of this Appendix.
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Figure G.1 - 1/16 Scale Model, Condition 1
Solid Fraction Profiles - Studsvik Hot

Bed Scaling
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Figure G.2 - 1/16 Scale Model, Condition 2
Solid Fraction Profiles - Studsvik Hot
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Figure G3 - 1/16 Scale Model, Condition 3
Solid Fraction Profiles - Studsvik Hot

Bed Scaling
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Figure G.4 - 1/16 Scale Model, Condition 4
Solid Fraction Profiles - Studsvik Hot

Bed Scaling
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Figure G.5 - 1/16 Scale Model, Condition 5
Solid Fraction Profiles - Studsvik Hot

Bed Scaling
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Figure G.6 - 1/16 Scale Model,
Solid Fraction Profiles - Studsvik Hot
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Figure G.7 - 1/4 Scale Model, Condition 1
Solid Fraction Profiles - Studsvik Hot

Bed Scaling
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Figure G.8 -1/4 Scale Model,
Solid Fraction Profiles - Studsvik Hot

Bed Scaling
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Figure G.9 - 1/4 Scale Model, Condition 3
Solid Fraction Profiles - Studsvik Hot

Bed Scaling
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Figure G.10 - 1/4 Scale Model,
Solid Fraction Profiles - Studsvik Hot
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Figure G.11 - 1/4 Scale Model, Condition 5
Solid Fraction Profiles - Studsvik Hot

Bed Scaling
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Figure G.12 -Studsvik Hot Bed,

Solid Fraction Profiles - Studsvik Hot
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Figure G.13 - Studsvik Hot Bed, Condition 2
Bed Material: Olivin Sand

Solid Fraction Profiles - Studsvik Hot
Bed Scaling

0 10 20 30 40 50 60 70
Bed Height, %

80 90 100

Figure G.14 - Studsvik Hot Bed, C
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Figure G.15 - Studsvik Hot Bed, Co

Solid Fraction Profiles - Studsvik Hot
Bed Scaling
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Figure G.17 - Studsvik Hot Bed, C

Solid Fraction Profiles - Studsvik Hot
Bed Scaling
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Table G.1

Hot Bed Scaling Using Simplified Scaling Laws - Condition 1

Studsvik Hot Bed 1/4 Scale Cold Bed 1/16 Scale Cold Bed
uo (m/s) 6.07 2.91 1.44

Umf (cm/s) 5.75 2.18 0.46
Ergun Eqn.

Umf (cm/s) 1.40 0.75
measured

d, (microns) 243 57.7 -~ 26

L (m) 7.32 1.83 0.46
Acs (m2) 0.434 0.0252 1.575E-3

Gs (kg/m 2-s) 10.2 12.8 6.5

% Primary Air 49 50 50
Redp,uo 10.3 11.1 2.53
ReLuo 3.14E5 3.52E5 4.36E4

Fr 0.51 0.47 0.46

(um 105.6 133.7 313.6

easurd 207.9 192.0
(Gs 6.22E-4 6.07E-4 6.23E-4

(p) 8413 6042 6042

Ga 4.99E5 3.01E5 2.92E4
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Table GI

Hot Bed Scaling Using Simplified Scaling Laws - Condition 2

Studsvik Hot Bed 1/4 Scale Cold Bed 1/16 Scale Cold Bed
uo (m/s) 7.92 3.69 1.88

umf (cmi/s) 5.75 2.18 0.46

Ergun Eqn.

Umf (cm/s) 1.40 0.75

measured

dp (microns) 243 57.7 - 26

L (m) 7.32 1.83 0.46

Acs (m2) 0.434 0.0252 1.575E-3

Gs (kg/m2-s) 16.6 22.0 10.7

% Primary Air 69 69 69

Redp.uo 13.6 14.2 3.30

ReLuo 4.10E5 4.46E5 5.69E4

Fr 0.87 0.76 0.79
(-•U--)guf eqzl 137.7 169.0 409.6

(u 0o 263.5 251.7

G) 7.91E-4 8.22E-4 7.84E-4

Pa 8413 6042 6042
Ga 4.99E5 3.01E5 2.92E4

Ga 4.99E5 3.01E5 2.92E4
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Table G.3

Hot Bed Scaling Using Simplified Scaling Laws - Condition 3

Studsvik Hot Bed 1/4 Scale Cold Bed 1/16 Scale Cold Bed
uo (m/s) 7.65 3.64 1.81

Umf (cm/s) 5.75 2.18 0.46

Ergun Eqn.

Umf (cm/s) 1.40 0.75

measured

d, (microns) 243 57.7 ~ 26

L (m) 7.32 1.83 0.46

Acs (m2 ) 0.434 0.0252 1.575E-3

Gs (kg/m2-s) 30.7 38.3 19.6

% PrimaryAir 52 52 52
Redpuo 13.2 13.9 3.17

ReL,uo  3.96E5 4.40E5 5.48E4

Fr 0.82 0.74 0.73

uo f 133.0 167.0 394.3

( )u 260.0 241.3
Gs) 1.51E-3 1.45E-3 1.49E-3

(Pa) 8413 6042 6042

Ga 4.99E5 3.01E5 2.92E4

459



Table G.4

Hot Bed Scaling Using Simplified Scaling Laws - Condition 4

Studsvik Hot Bed 1/4 Scale Cold Bed 1/16 Scale Cold Bed
uo (m/s) 6.05 3.01 1.44

umf (cm/s) 5.75 2.18 0.46

Ergun Eqn.

umf (cm/s) 1.40 0.75
measured

dp (microns) 243 57.7 -26

L (m) 7.32 1.83 0.46

Acs (m2) 0.434 0.0252 1.575E-3

Gs (kg/m2-s) 13.8 18.2 8.88

% Primary Air 71 69 71

Redp.uo 10.4 11.5 2.53

ReLuo 3.14E5 3.65E5 4.36E4

Fr 0.51 0.51 0.46

uno 105.2 138.1 313.7

()UOY 215.0 192.0

(Gs 8.61E-4 8.34E-4 8.51E-4

( 8413 6042 6042
Pa

Ga 4.99E5 3.01E5 2.92E4

460



Table G.5

Hot Bed Scaling Using Simplified Scaling Laws - Condition 5

Studsvik Hot Bed 1/4 Scale Cold Bed 1/16 Scale Cold Bed

uo (m/s) 6.16 3.09 1.49

Umf (cm/s) 5.75 2.18 0.46

Ergun Eqn.

umf (cm/s) 1.40 0.75

measured

dp (microns) 243 57.7 -~ 26

L (m) 7.32 1.83 0.46

Acs (m2 ) 0.434 0.0252 1.575E-3

Gs (kg/m2-s) 9.0 11.3 5.75

% Primary Air 69 69 69

Redpuo 10.6 11.8 2.61

ReL,uo 3.19E5 3.74E5 4.51E4

Fr 0.53 0.53 0.50

(uo) 107.1 143.1 324.6

(uu)measured 220.7 198.7

(G 5.51E-4 5.04E-4 5.32E-4

(P) 8413 6042 6042

Ga 4.99E5 3.01E5 2.92E4
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Table G.6

Hot Bed Scaling Using Simplified Scaling Laws - Condition 6

Studsvik Hot Bed 1/4 Scale Cold Bed 1/16 Scale Cold Bed
Uo (m/s) 6.16 1.89

umf (cm/s) 5.75 0.46
Ergun Eqn.

Umf (cm/s) 0.75

measured

d, (microns) 243 - 26

L (m) 7.32 0.46

Acs (m2) 0.434 1.575E-3

Gs (kg/m2 -s) 9.0 23.5

% Primary Air 70 70

Redp,uo 13.7 3.32

ReL,uo 4.12E5 5.72E4

Fr 0.88 0.80

(oErg en. 138.1 411.8

(U 0  252.0
uf measured 25

(G) 1.79E-3 1.78E-3

(PS 8413 6042
PGa 4.99E5 2.92E4

Ga 4.99E5 2.92E4
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APPENDIX H HYDRODYNAMIC DATA FOR FOSTER WHEELER PRESSURIZED HOT BED
SCALING

Solid fraction profile test results for the Studsvik hot bed and the scaling runs of the Foster Wheeler hot
bed utilizing the simplified set of scaling laws are presented in the following pages.
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Figure H.1 - Foster Wheeler Combustor Condition 1
Foster Wheeler Hot Bed Solid Fraction Profile

Comparison: Test Condition 1
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Figure H.1 -Foster Wheeler Combustor Condition 2
Foster Wheeler Hot Bed Solid Fraction Profile

Comparison: Test Condition 2
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Figure H.3 - Foster Wheeler Combustor Condition 3
Foster Wheeler Hot Bed Solid Fraction Profile

Comparison: Test Condition 3
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Figure H.4 -Foster Wheeler Combustor Condition 4
Foster Wheeler Hot Bed Solid Fraction Profile
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Figure H.5 - 1/2 Scale Model of Foster Wheeler Combustor Condition 1
1/2 Scale Model of Foster Wheeler Hot Bed Solid

,4 A, Fraction Profile Test Condition 1
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Figure H.6 - 1/2 Scale Model of Foster Wheeler Combustor Condition 2
1/2 Scale Model ofFoster Wheeler Hot Bed Solid
Fraction Profile Comparison: Test Condition 2
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6.1 24.28 8.26

13.4 15.41 5.54

21.2 14.24 3.1

35.9 9.06 0.98

57.6 3.85 1.16

79.1 5.26 1.11
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Figure H.7 - 1/2 Scale Model of Foster Wheeler Combustor Condition 3
1/2 Scale Model of Foster Wheeler Hot Bed Solid

Fraction Profile Comparison: Test Condition 3
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Figure H.8 - 1/2 Scale Model of Foster Wheeler Combustor Condition 4
1/2 Scale Model of Foster Wheeler Hot Bed Solid

.,, Fraction Profile Comparison: Test Condition 4

0 10 20 30 40 50 60 70 80 90 100
Bed Height, %

% Bed Ht. SF, % Std. Dev.

6.1 22.1 13.8

13.4 28.9 9.36

21.2 25.2 2.38

35.9 3.91 0.82

57.6 2.39 0.97

79.1 1.61 0.61
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CHAPTER 3

THERMAL SCALING FOR
CIRCULATING FLUIDIZED BEDS



1.0 INTRODUCTION

An important characteristic of a fluidized bed which is influenced by the hydrodynamics is

the heat transfer to surfaces in the bed or to the bed walls. The heat transfer is not only

controlled by the hydrodynamic variables, thermal properties must also be included. The

two thermophysical properties which have an important bearing on convective heat transfer

are the conductivity of the gas within the bed, especially the conduction of the gas film

between the particles and the heat transfer surface, and the specific heat of the particles. The

former property influences the contact resistance between the particles and the surface and

the latter influences the emulsion or renewal resistance as proposed by Mickley (1955). It

can be shown that the exact value of the solid thermal conductivity plays a minor role as

long as the solid conductivity is several orders of magnitude greater than the gas

conductivity.

The proper scaling of convective heat transfer has never been investigated in a cold fluidized

bed model. With the full set of dimensionless parameters, there are no free design or

independent operating parameters which can be used to assure correct scaling of the heat

transfer. However, when the hydrodynamic scaling parameters are relaxed, there are free

design parameters that can be used to provide proper scaling of the convection heat transfer.

There is very little data or fundamental understanding of the convective heat transfer in

circulating beds or at the bounding walls of bubbling beds, either in the dense bed or in the

splash zone. The use of properly scaled models will provide data for a variety of flow

conditions and geometry. Moreover, the heat transfer results, obtained in a properly scaled
cold bed in which the hydrodynamics can be carefully observed, should provide the

foundation for a mechanistic predictive model of the convective heat transfer in a combustor.

The following discussion applies only to the convective portion of the heat transfer.

Radiation heat transfer adds additional parameters and cannot be directly simulated in a cold

bed since it is dependent on the temperature level. For fluidized beds, simulation of the

convective component is most important to understanding the overall heat transfer.
Radiative heat transfer can be estimated analytically with more confidence than can
convective heat transfer. In addition, the amount of heat transfer due to radiation is usually
smaller in magnitude than that due to convection, especially in the more dense regions of the
bed. This Chapter presents theoretical and experimental results of tests conducted to
evaluate the scaling of convective heat transfer in circulating fluidized beds. The theoretical
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issue will be approached by first setting out the full set of governing parameters and then
examining circumstances where this set can be relaxed.
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2.0 GOVERNING EQUATIONS FOR HEAT TRANSFER

A phenomenological view of the different heat transfer mechanisms will be taken and a set

of governing dimensionless parameters will be developed by non-dimensionalizing the

governing energy equations. Corresponding equations of motion which also bear on the

problem will not be repeated since they have been developed in Chapter 2. Viewing the

system as a continuum or as a collection of individual particles will yield similar forms for

the parameters analogous to the results for hydrodynamics. Our attention will focus on heat

transfer between a fluidized bed and an immersed heat transfer surface or a bounding wall.

Typically, the heat transfer has been characterized as that due to particle convection, gas

convection and thermal radiation. Particle convection is heat transfer due to the exchange of

particles near the surface and the bed interior with their corresponding heat capacity. Gas

convection is the heat transfer from the surface due to gas motion and its corresponding

heat capacity. Operationally, gas convection is the balance of the convective heat transfer

not ascribable to particle convection. For some cases the distinction between the two

mechanisms is not precise. Radiation is a separate physical mechanism of heat transfer but

it may interact with the other forms of heat transfer, particularly particle convection.

The overall phenomenological model of heat transfer for either bubbling, slugging or
circulating beds is generally agreed to consist of the intermittent contact of a rather dense

group of particles in the form of an emulsion, packet or cluster, interspersed with periods of

contact with a high voidage fluid phase, e.g. a bubble. The time averaged heat transfer

coefficient can be represented as,

h = fhp + (1 - f)h8 s (1)

where h is the overall average heat transfer coefficient, hpc represents the average heat

transfer coefficient when the dense phase is in contact with the surface, hgc is the heat
transfer under the dilute phase and f is the temporal or spatial average fraction of the surface

area occupied by the dense phase. For high temperatures, radiation effects must be include

in both the dense and dilute phases.

The dense phase heat transfer is generally represented by a thermal resistance described by
a renewal model for the emulsion (Mickley & Fairbanks, 1955) which for short times is

considered in series with a thermal resistance at the fluid interface between the dense phase
and the wall (Baskakov, 1964).
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(2)

where hw and he are the wall and dense phase coefficients, respectively.

With the boundary conditions on temperature T = Tw at the bed wall and T = Tb far from
the wall. In dimensionless forml

(3)kf) kf, ) k

where kf is the fluid thermal conductivity.

For a uniform emulsion or cluster with mean properties,

hedp
kf

d, ke (d,k,)2 (1 -)P (4)

where oe, the effective thermal diffusivity of the cluster or emulsion, is expressed in terms

of the emulsion properties, the effective emulsion conductivity, ke and solid specific heat cps.
The time of contact is non-dimensionalized as ut/L or t'. Rewriting (4),

hkdp
kf

1 ke~k u(1 - Se)PSc PAP
Lkf -P k, 98 k(5)

(5)

where e. and t' are set by the hydrodynamics.

1 To non-dimensionlalize this a mean value of dp is used, it is not clear if this should be averaged in the
same way as the mean value used for the hydrodynamics. This point is moot if the same dimensionless size
distribution is used for the model and the full size bed.
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Lkf u Pc is a dimensionless parameter which is the ratio of the thermal time constant of a

particle to the time of contact set by the hydrodynamics. Note u is a characteristic velocity
of particle clusters or bubbles in contact with the heat transfer surface. For bubbling beds

the characteristic velocity is dependent on uo, for circulating beds it should be the cluster

falling velocity at the wall. The ratio (.0) for a uniform mixture of particles and fluid is

found to be a function of the true particle conductivity, ks, the fluid conductivity and the void
fraction, see for example, Gelperin & Einstein (1971)

= f , = f .k (6)

k kwhere it is shown that - is a weak function of -
k, k,

If the bed is at high temperature and the fluid is a gas there will be radiant transfer between
particles making up the media. For particles large compared to the wavelength of infrared
radiation the radiant transfer within the media can be approximated by an effective
conductivity, kr (Chen & Churchill 1963; Glicksman & Decker 1982) as

8dpoT3
9 (7)

which should be added to k, in (5). This leads to an additional dimensionless parameter

kf d where a is the Stefan Boltzmann constant and T is the absolute temperature. If the

particle diameter approaches the wavelength of the radiation additional parameters enter,
primarily the complex index of refraction of the particles and the fluid and the particle
shape. These will be omitted in this treatment.

From the foregoing (5), (6) and (7) we can establish the functional relationship,

hd, _upcPd t'; E,; k f, doT(8)
k, Lkf ) kft E (8)
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The additional resistance at the wall, at low temperature and moderate particle size, can be
approximated by a conduction resistance through a gas layer which is some fraction of a
particle diameter. Such a gas layer may represent the actual situation at the wall of a
circulating bed (Lints and Glicksman 1993a) whereas in a bubbling bed it is a simple
approximation for contact resistance (Gloski et al. 1984). For larger particles and high slip
velocities near the wall, the gas conduction term may be augmented by a convection term,
given as a function of particle Reynolds number (see Glicksman and Decker, 1982) for
bubbling beds or a function of Archimedes number (Baskakov and Suprun, 1972) which
can be related to the Reynolds number at umf. The overall equation for the wall coefficient
of heat transfer with radiation included becomes

hd= 6-'+ Co Red Prf +
kf P, + (T_ (9)To

where Prf is the fluid Prandtl number and ew and EB are the emissivity of the wall and the

effective emissivity of the medium, respectively. The latter is determined by the surface
properties of the particles and the geometry of the dense medium. 8, the dimensionless

particle to wall spacing, and Co are constants which should be hydrodynamic functions.
Radiation enters through the dimensionless radiation conduction term, which also appeared
in (8), along with the ratio of absolute temperatures. If the wall and bed are close in
absolute temperatures this factor can be omitted and the radiation conduction term can be
expressed using the mean temperature between the bed and the heat transfer surface. Note
that Te is an intermediate temperature between Tw and Tb which can be found once hw and

he are determined. Thus () should be a function of the factors controlling hw and he(LW(T
along with .

Thus we can write

kf Pr; T ; (10)
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Combining these developments, the overall particle convection heat transfer coefficient can

be expressed as,

kh,, upScd ) kf' dr , frT,kff Lk --f" Redpr, f;; 8w; EgB; Se; bed (11)

For low temperatures, where radiation is unimportant the last four dimensionless terms can

be omitted. For moderate particle Reynolds numbers in bubbling beds, below

approximately 10-30, the product of Reynolds number and Prandtl number is unimportant

for bubbling beds. The ratio of particle to gas conductivity has a modest influence on the

ratio of effective emulsion to gas conductivity. For a gas fluidized bed with non-metallic

particles, the emulsion to gas conductivity ratio at a fixed emulsion void fraction can be

taken as approximately constant. For very large particles and short contact times at the heat

transfer surface, e.g. 1 mm particles with a contact time of a second or less, the first term in

(11) is unimportant since the particles remain close to TB during their contact time. For

smaller particles or longer contact time, this term is a key parameter influencing hp. For all

cases it is necessary to properly simulate the bed hydrodynamics.
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3.0 GAS CONVECTION COMPONENT

For dense bubbling or circulating beds, particle convection with radiation included
dominates the heat overall transfer. Van Heerden et al. (1953) and Baskakov & Suprun
(1972) carried out parallel mass and heat transfer experiments for gas fluidized bubbling
beds, Ebert et al. (1990) did a similar experiment for air fluidized circulating beds to
establish that particle convective effects dominate over gas convection. Here gas convection
includes both gas convective effects at the surface in the vicinity of clusters as well as gas
convection for surfaces covered by a dilute mixture of particles and fluid. For liquid
fluidized beds and for circulating beds or freeboard regions of a bubbling bed where the
particle concentration is very low, fluid convective heat transfer becomes important.

Lints & Glicksman (1933b) analyzed extensive data for a circulating bed which indicated
that the gas convection can be approximated by the single phase heat transfer. This would
suggest that

hgD f ; Prf; void geometry (1)

where D is a typical system dimension, e.g. the bed diameter or heat transfer surface length.
For bubbling beds, the bubble length along the heat transfer surface might be a more logical
dimension, but the bubble length as well as any other void geometry should be related to D
through the hydrodynamic parameters. Another possible factor is the gas turbulence level
near the surface. If there are particles mixed within the void then an effective specific heat
and gas conductivity should be used in the Prandtl number based on the mass fraction of
solids and fluid.
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4.0 HEAT TRANSFER SURFACE GEOMETRY

For particular heat transfer surface designs the surface geometry may influence the heat

transfer and possibly the bed hydrodynamics. For tube bundles within a bubbling fluidized

bed the inter-tube spacing may be important as well as the bundle orientation and location

relative to the distributor, the bed wall or the free surface. Thus, the geometric ratios of tube

spacing to tube diameter and tube vertical location to bed height must be scaled.

For finned surfaces the usual fin efficiency parameter, h Wpcdtwr , holds as well as the

ratio of fin spacing to particle diameter for tightly spaced fins (Glicksman & Modlin 1986).
For non-circular horizontal tubes, the tube profile can influence heat transfer. Recent results

suggest that the shape of a circulating bed wall (Wu et al. 1989) and its roughness (Hyre

and Glicksman, 1995) can influence the bed to wall heat transfer. This would require a

dimensionless wall roughness in the scaled model which matched the target bed.
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5.0 HEAT TRANSFER SCALING PROCEDURES

Ideally, heat transfer measurements should be carried out in a scaled bed which
simultaneously matches all of the hydrodynamic scaling parameters as well as all of the heat

transfer parameters with the target bed. With proper hydrodynamic scaling the wall

coverage fraction, average distance between the cluster or emulsion and the wall, the

emulsion void fraction and the average time of emulsion contact with the heat transfer

surface will be properly simulated. All of the above factors enter into the heat transfer

mechanism. However, the heat transfer is also dependent on the thermal parameters to

establish full similarity. In most instances, it is usually not possible to simultaneously

match all of the hydrodynamic and thermal parameters. For example, the ratio of thermal to

hydrodynamic time constants involves both hydrodynamic and thermal parameters. The
hydrodynamic parameters ps, u, L, and dp are used to satisfy flow similarity while kf is set

by the choice of fluid. Thus, cp of the solid is the only free parameter and it is limited by

the choice of solids which satisfy hydrodynamic similarity.

To facilitate thermal scaling, the order of magnitudes in which each of the parameters can be

neglected is given in Table 5.1. These considerations are based on the mechanistic model

for heat transfer presented earlier.

Table 5.1: Range where Dimesionless Thermal Parameters can be Neglected

Parameter Modest Influence in These Ranges

X, _ upcpd >> 1
Lkf

kf -1, weak effect in other ranges
ks

Redp Prf RedPrf < 10 for bubbling beds

dPoT << 1
kf
r. doT3

TB -land k << 1

kf

When r is large the thermal time constant of particles is larger than the contact time at the

heat transfer surface. The particle temperature remains approximately at the bulk bed
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temperature during the contact period and exact match of TT is unnecessary, although it is
TT

important that the model also has !- large. Particular limiting values for this parameter

depend on the specific flow regime. For horizontal tubes in bubbling beds the

hydrodynamic time constant should be the average period between bubble passage at a

given location. For heat transfer to the wall of a circulating bed uH is the particle or cluster

contact time at the wall which can be approximated by taking the particle velocity at the wall

as 1-2 m/s and the length of vertical travel generally believed to be between 10 and 100 cm.

kfAs mentioned above the effective conductivity of the emulsion is a weak function of k

when this ratio is near unity; the effective conductivity is approximately equal to the fluid
conductivity. RedpPrf enters in the gas convection which augments particle to wall heat

transfer. It is only important at elevated pressure and large particle size.

At low temperatures or for high conductivity fluids where the radiation conduction ratio is
small, radiation is unimportant eliminating the need to match any of the radiation
parameters.

Note, when one or more parameters can be neglected in the target bed to be scaled it is
important to construct the experimental model so that the corresponding dimensionless
parameters are in the range where they can also be neglected.
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6.0 INCOMPLETE THERMAL SCALING

Unfortunately, even when some of the thermal parameters can be neglected, it may be
unlikely that proper scaling of all of the remaining parameters can be achieved. In that case,
the experimental scaling results must be combined with modeling to achieve results which
apply to the commercial bed.

At one extreme, only the hydrodynamic parameters are matched between model and full
sized bed, while none of the thermal parameters are matched. Ackeskog et al. (1993)
compared heat transfer measurements in a hot pressurized combustor and those in a cold
pressurized model scaled using the full set of hydrodynamic scaling parameters. They
made thermal measurements for a tube bundle and for heat transfer probes inserted in the
bed. No attempt was made to match dimensionless heat transfer parameters. Rather, the
authors used a model in the literature for the particle convective component and they
assumed the hot bed and cold model had the same bed voidage. This allowed a prediction
of the particle convection based on the cold bed results. The heat transfer model combined
with the heat transfer results from the scaled bed were used to derive the hydrodynamic
factors used in the model. These factors were used in applying the model to the hot bed.
This technique depends on the validity of the heat transfer model. The comparison of the
hot to cold results also requires an estimate of the radiative transfer. The authors obtained
reasonable agreements between the hot and cold results with a maximum deviation of 19%.
However some of the spatial variations of heat transfer differed between hot data and
prediction based on the cold bed results.
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7.0 COMPARISON BETWEEN COLD BEDS

Heat transfer experiments on two geometrically similar beds whose linear dimensions

differed by a factor of four were carried out to verify the scaling of convective heat transfer.

Three separate heat transfer sections were installed on one wall of the bed. The beds were

both cold and were hydrodynamically scaled to match all of the simplified scaling

parameters. By using the same particle material and gas at the same temperature in both

beds the ratio of thermal to hydrodynamic time constants were also held constant. For

small particles, umf can be approximated using only the viscous term of the Ergun equation,

thus the ratio of the thermal, uT to hydrodynamic times, -H, can be given as,

) up=cd _c upd c Fr gpd 2 c _, _ (Fr)_pu
-- • - "k-f u (1)

TH Lkf kf L kf) u

In the simplified hydrodynamic scaling, -, Fr and ' are held constant. Thus, by using
Pf

-r kp
the same solid between the two beds, T and kP were held constant between the two beds.

TH kf
Both beds were at room temperature so that radiation is negligible. The convection
augmentation Red pPrf is also small.

In general cases where the simplified scaling relationships are used and u, and Fr are
Pr

held constant then for small particles,

T= Fr = PrFrf (2)iH kCpf Ikf u pf r

and constancy of -T requires the use of fluids and solids with identical values of the

product p )Prf. The Prandtl number remains constant at a value near 0.7 for most gases

over a wide range of temperatures. To maintain Z constant between the model and target

bed, the ratio of particle to fluid specific heat must be equal when the particles are small
enough for umf to be governed by the viscous term in the Ergun equation. Note, at the other
limit of large particles T will become larger than unity and will not remain an important

factor in the heat transfer.
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When using a low temperature model to obtain heat transfer data to be applied to a bed
fluidized with hot gas, it is unlikely that the radiation conduction parameter can be matched.
If hydrodynamic similarity holds, the dimensionless wall coverage, wall to particle spacing
and emulsion void fraction should be matched. At this point it is necessary to introduce a

heat transfer model. Using a renewal model as described in the previous section one must

determine the most important thermal parameters. For large heat transfer surfaces and small
particle diameters typical of the walls of circulating beds, the emulsion resistance should

predominate over the wall resistance. This becomes, with radiation included in the effective
conductivity,

hd, 1 k, u(1- e)pcPdv2 ( cp Prf Fr(_1 p k 8 dPoT 3

k"f kf Lkf (1 c Pf Jkf 9 kf

(3)

Thus in the case of the simplified scaling laws, which result in equal values of t', heat
transfer similarity requires an equality between the terms,

c sPrf(, + dptT3 h"& dm(4)8- kf 9 kf CP kkf]] o

Note, in this case it is unnecessary to also hold an additional term Iv constant. If the

cold bed parameter given by the right-hand side of (4) is not equal to the hot bed parameter,
then the measured Nusselt number in the cold bed must be adjusted by the square root of

the ratio of the left-hand side term to the right-hand side term in (4).

At the other extreme, for large particles with short residence time, e.g. a large particle

bubbling bed with rapid particle exchange at the heat transfer surface, the surface resistance

should predominate. Results for Nusselt number in a low temperature model should be
hd,adjusted by the ratio of between the hot and cold bed to obtain a prediction of the hot

bed Nusselt number.
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In both the case of the large particle and small particle limits a measurement or estimate of
the percent of surface covered by dilute phase must be made. For the cold bed the dilute
phase heat transfer will be small unless f becomes very small. For the hot bed the heat
transfer coefficient under the dilute phase is given by radiation between the heat transfer
surface and the bulk bed. This correction is approximate only if f is not well known.
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8.0 METHOD OF EXPERIMENTAL VERIFICATION OF HEAT TRANSFER
SIMILARITY

The tests used in verifying the proposed simplified hydrodynamics scaling parameters were
used for an initial evaluation of the convection heat transfer similarity rule which was
derived above. The independent dimensionless parameter controlling the convective heat
transfer scaling is

uOP.cpd2
Hx =- Lk, (1)

For hydrodynamic similarity using the simplified scaling laws, one of the controlling
parameters (uo/umf) is proportional to

S - at low Reynolds numbers. (2)

Thus, the heat transfer scaling parameter can be maintained constant between two different
models if

kt 
(3)

is maintained constant.

Two series of tests were conducted to evaluate the similarity of the dimensionless heat
transfer coefficient between the 1/16 and 1/4 scale Studsvik beds. The heat transfer tests

were conducted during the cold model runs discussed in Chapter 2 which verified the
simplified hydrodynamic scaling parameters. The first series of tests were conducted

during the runs with glass as the bed material and the second series of tests were conducted

during the runs with plastic as the bed material.
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9.0 EXPERIMENTAL ARRANGEMENT

9.1 Heat Transfer Panel Dimensions and Installation

In order to determine wall-to-bed heat transfer coefficients, two heat transfer panels were
constructed. One for the 1/16 scalebed and one for the 1/4 scale bed described in Chapter
2. Each panel consisted of three heat transfer sections with separate heaters and power
supplies. The purpose of the three separate heater sections was to evaluate the effects of
average bed density and the downward movement of particles at the wall at various heights
on heat transfer. Heater sections were separated to ensure negligible heat transfer between
sections. The following Sections discuss the panels for both beds and the bed
configuration when the heat transfer panels were installed.

9.1.1 Heat Transfer Panel for the 1/16 Scale Bed

The heat transfer panel for the 1/16 scale bed was used with the phase one configuration
(i.e., without bed boot, secondary air, and simulated refractory). It consisted of a 18" x 1-
1/2" x 1/2" (45.75 x 3.8 x 1.3 cm) piece of wood with three 3-3/4" x 1" (9.3 x 2.5 cm)
squares routed out for heater and aluminum cover placement. The heaters were 3" x 1" x
1/32" (7.6 x 2.5 x .08 cm), 150 watt, 120 volt, aluminum strip heaters. Each heater was
covered by a 3-3/4" x 1" x 1/8" (9.3 x 2.5 x 0.3 cm) aluminum plate which was flush to the
wood surface. The tops of the aluminum plate covers were located at distances of 17.7,
13.5, and 9.3 inches (45.0, 34.3, and 23.7 cm) from the bottom of the wood panel and,
therefore, the distributor plate. The wood panel was sealed to a 18" x 2-3/8" x 3/8" (45.75 x
6.0 x 0.95 cm) acrylic backing. A Chromel-Alumel (type K) thermocouple was embedded
into the top and bottom of each aluminum plate. The thermocouple and heater leads were
drawn back through the wood panel and acrylic backing.

In order to assure as smooth a surface as possible, the heat transfer surface
(wood/aluminum surface) was coated with a layer of Omegatherm thermally conductive
silicone paste, and a very thin plastic film was carefully attached to the surface with care
taken to eliminate any air pockets between the plastic film and aluminum covers. The entire
assembly was then attached to the back of the bed with the portion of the panel made of
wood actually fitting inside the bed reducing the effective bed width by 1/2-inch (1.3 cm).
The acrylic back was then screwed to the bed side walls and sealed with caulk. See Figure
9.1 for a view of the heat transfer panel for the 1/16 scale bed.
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Figure 9.1: 1/16 Scale Studsvik Heat Transfer Panel
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9.1.2 Heat Transfer Panel for the 1/4 Scale Bed

The heat transfer panel for the 1/4 scale bed was made in a similar way to the panel for the

1/16 scale bed. A 57" x 6-1/4" x 1/2" (182.9 x 15.9 x 1.3 cm) piece of wood was routed

out in three locations which produced a geometrically similar pattern to the 1/16 scale panel;

three 14" x 4" (35.5 x 10.2 cm) squares located with their tops at distances of 1.2", 18.0",

and 34.7" (3.0, 45.7, 88.1 cm) from the top of the panel. The heaters were 12" x 4" x 1/16"

(30.5 x 10.2 x 0.16 cm), 250 watt, 120 volt, flexible strip heaters. Each heater was covered

by a 14" x 4" x 1/4" (35.6 x 10.2 x 0.64 cm) aluminum plate which was flush to the wood

surface. A Chromel-Alumel (type K) thermocouple was embedded into the top and bottom

of each aluminum plate. The thermocouple and heater leads were drawn back through the

wood panel.

As was done with the smaller heat transfer panel, the heat transfer surface (wood/aluminum

surface) was coated with a layer of Omegatherm thermally conductive silicone paste, and a

very thin plastic film was carefully attached to the surface with care taken to eliminate any

air pockets between the plastic film and aluminum covers.

A smaller piece of wood, 15" x 6-1/4" x 1/2" (38.1 x 15.9 x 1.3 cm) was used to block off

the boot area in the bottom of the bed. In addition, small rubber stoppers were used to

block off those distributor plate holes which were behind the area being used after the heat

transfer panel was installed. The smaller piece of wood which isolated the boot area of the

bed was sealed by filling 1/8" x 1/8" (0.32 x 0.32 cm) grooves cut around the outside

perimeter of the wood with caulk before insertion into the bottom of the bed. The main

section of the heat transfer panel was then placed on top of the smaller section and sealed

using the same method. The installation of the heat transfer panel had the effect of

eliminating the boot area of the bed and also reduced the effective bed width by 2-inches

(5.1 cm).

A 1/8" (0.32 cm) hole was drilled and tapped into one of the sides of the bed behind the

heat transfer panel. The thermocouple and heater leads were then pulled through a steel

nipple which was screwed into the hole in the side wall. The thermocouple and heater lead

access was then sealed using RTV silicone sealant.
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pure 9.2: 1/4 Scale Studsvik Bed Heat Transfer Panel
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A 72" x 6-1/4" x 1-3/4" (182.9 x 15.9 x 4.4 cm) piece of foam insulation was placed
directly behind the heat transfer panel effectively eliminating all remaining space in the area
behind the panel. The aluminum bed back was then installed in the usual manner. See
Figure 9.2 for a view of the heat transfer panel for the 1/4 scale bed.

9.2 Heat Transfer Measurements

Heat transfer measurement techniques for the various beds utilized in this study are
described below. Figure 9.3 illustrates the equipment and methods used for these beds.

9.2.1 1/16 Scale Studsvik Bed

The heat transfer measurement apparatus for the 1/16 scale Studsvik bed consisted of the
heat transfer panel described above along with the associated thermocouple thermometer,
power supplies, and other ancillary equipment. The thermocouple leads from the back of
the bed were attached to a 14 position dial which was, in turn, connected to an Omega
DP462 six channel digital thermometer capable of reading various types of thermocouples.
An additional thermocouple which measured the bed temperature, located at the top of the
bed, was also attached to the thermocouple dial. Each set of heater leads, which also
emerged from the back of the bed, were attached to a variable autotransformer. Additional
parallel leads allowed for the reading of voltage inputs and heater resistances during bed
operation.

Enough voltage was supplied to each heater so that the temperature difference between the
bed and the heat transfer surface was sufficiently large, about 30 OF (17 OC), and in a
manner such that the wall temperature was fairly constant (within 3 or 4 OF). This voltage
was usually somewhere between 30 to 40 volts depending on the bed density and material.
The bed was allowed to run until the bed temperature no longer changed significantly
(usually about an hour) before the temperatures, voltages and heater resistances were
recorded. At the same time the heat transfer data was recorded, pressure measurements
were taken through the pressure transducers to allow a consistent comparison of heat
transfer and solid fraction data.

The heat transfer panel was calibrated by measuring the heat transfer coefficient with only
air flowing over it while keeping the heat flux of the heated section of the panel constant.
The Nusselt number for laminar flow over a constant heat flux flat plate with an unheated
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starting length presented by Holman (1981) was used to calculate expected values of the
Nusselt number:

Nu = 0.453Pr113Re2'

Results of the heat transfer panel calibration are given in Figure 9.4.

9.2.2 1/4 Scale Studsvik Bed

The heat transfer data for the 1/4 scale Studsvik bed was taken in the same manner as that

for the 1/16 scale Studsvik bed, with the obvious exception of the voltage needed to achieve

acceptable bed/wall temperature differences. In the 1/4 scale bed, this voltage was usually
between 80 and 90 volts.

Calibration of the 1/4 scale Studsvik bed heat transfer panel was performed in the same
manner as the 1/16 scale calibration. Results of the calibration are given in Figure 9.5.
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Figure 9.4
1/16 Scale Studsvik Bed Heat Transfer Panel Calibration
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Figure 9.5
1/4 Scale Studsvik Bed Heat Transfer Panel Calibration
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93 Uncertainty in Temperature Measurements

All temperatures were measure with an Omega DP462 digital thermometer with multi-

channel input. This thermometer has 0.1 OF resolution up to 1000 OF, an accuracy of 0.9

OF (0.5 oC), and a reading rate of 1 per second. Since all temperature measurements were

taken at steady state, it is not anticipated that the thermometer added any significant error.

The thermocouples which measured the wall temperature were imbedded in the aluminum

plate covers. A thin layer of thermally conductive silicone paste was used to hold a thin

plastic film over the panel to ensure a smooth heat transfer surface. This paste has a thermal

conductivity of 16 Btu-in/hr-ft 2-F (0.0055 cal-cm/s-cm 2-C) and a temperature range of use

from -40 - 392 OF (-40 - 200 OC). Rough calculations indicated the maximum temperature

drop from the thermocouple to the wall surface did not exceed 1 oC.

One possible source of error in the measurement of heat transfer coefficients is the loss of

heat through the back of the beds. In order to minimize this effect, the back and half the

sides of the 1/16 scale Studsvik bed were covered with 1/2-inch (1.3 cm) foam insulation.
In the 1/4 scale Studsvik bed, a 3/4-inch (1.9 cm) sheet of foam insulation was placed
between the wood heat transfer panel and aluminum bed back. It should be noted that an
additional 1/4-inch (0.64 cm) of insulation was provided by the wood since the area routed

out for heater and aluminum cover placement only extended halfway through the 1/2-inch
(1.3 cm) piece of wood.

Lateral heat transfer losses from the heat transfer panels in the 1/16 scale Studsvik bed were

minimized by a 1/4-inch (0.64 cm) of wood, the bed walls (3/8-inch acrylic), and another

1/2-inch (1.3 cm) of foam insulation. In the 1/4 scale Studsvik bed, lateral heat transfer

losses were reduced through 1-1/8 inches (2.86 cm) of wood on either side of the heaters, in
addition to the bed walls.

Vertical heat transfer between heaters was reduced by keeping the heaters as close in

temperature to each other as possible. In addition, the heaters were separated by 0.33
-inches (0.84 cm) of wood in the 1/16 scale Studsvik bed, and 1.33-inches (3.38 cm) of

wood in the 1/4 scale Studsvik bed. Estimates of heat transfer losses from the panel are
shown in Table 9.1.
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Figure 9.1
Maximum Heat Losses from Heat Transfer Panels

Area of Loss 1/4 Scale Studsvik Bed 1/16 Scale Studsvik Bed

Through Back 1.7% 3.4%

Through Sides 0.08% 0.9%

Between Heaters 6.2E-4% 0.1%

As was discussed earlier, the heat transfer panels were calibrated by measuring the heat
transfer coefficient with only air flowing over it while keeping the temperature of the heated
section of the panel constant.

Because the heaters did not heat completely evenly, thermocouple readings were taken at the
top and bottom of each aluminum cover. The temperatures were then averaged for use in
the calculation of the heat transfer coefficient at the midpoint of the heater. The
temperatures at the ends of the heaters never differed by more than 4.5 OF (2.5 oC) in either
the 1/16 or 1/4 scale model. Typical differences were normally 1-1.5 oC.

9.4 Data Reduction for Heat Transfer Coefficients

Steady state heat transfer coefficients were calculated in the usual fashion by measuring the
bed temperature and the wall temperature at steady state. Total power inputs were then
computed by measuring the voltage input to the heaters, and the heater resistances. A
corrected power input to the bed to account for heat losses through the back and sides of the
bed was calculated by using the calibration curve described earlier. For each run in which
heat transfer data was taken, temperatures at the top and bottom of each heater (total of six

temperatures) along with the bed temperature were recorded three times at steady state
during the period of about five minutes. The average of these temperature differences was
then used in the heat transfer coefficient calculations.

While recording the temperature data, differential pressure data was taken utilizing a
computer based data acquisition system to allow correlation between Nusselt numbers and

average bed solid fraction. Immediately after bed and wall temperatures were recorded, total
voltage inputs and heater resistances were recorded to allow determination of total power
input.
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10.0 EXPERIMENTAL RESULTS OF CONVECTIVE HEAT TRANSFER
SCALING WITH GLASS

The test matrix for the heat transfer tests conducted with glass as the bed material is given as

Table 10.1.
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Table 10.1
Test Matrix for Heat Transfer Similarity - Series One

Bed Material: Glass

Parameter

Bed Diameter

Superficial Velocity

Minimum Fluidization

Velocity, cm/s

Particle Diameter, pLm

Particle Density, kg/m3

pfuod,Red = pf

pfuoD
ReD= -f.

PS
Pf

M =ms
uoAcsps

Cp, t
kf

Hx = (uopdpUS

Large Bed Small Bed

0.25D

0.5u,

Umf = 2.8

dp =1 12.3

0.5umf

0.707d,

2540 Same

pfuodp

puDf
pfU0D

Itf

0.35pfuod
If

2310

0.0029

pfuoD

Same

Same

Same0.58

Hx Same
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Heat transfer measurements were taken at three different locations in the bed. At each

location a temperature reading was taken at the top and bottom of the heated wall section.

The two temperatures were then averaged to determine the average heat transfer coefficient.

The nondimensional heat transfer parameters were then plotted against the bed solid fraction

which was determined by linear interpolation between the closest two differential pressure

measurements. At each height, the nondimensional heat transfer parameter should be

similar between the properly scaled 1/4 scale and 1/16 scale Studsvik models. Figures 10.1

through 10.9 show the results of these tests. In each of the these plots, similar geometric

symbols (i.e., open circles and filled circles, open squares and closed squares, and open

triangles and closed triangles) represent conditions which should result in similar values of

Nusselt numbers. The error bars for the solid fraction represent the standard deviation
determined from time varying pressure trace. The error bars for the Nusselt numbers
represent the combined error from:

1. Error in bed and wall temperature measurements
2. Error due to the change in resistivity of the heaters with temperature

3. Error in voltage measurements
4. Error due to heat losses from the heat transfer panel

Figure 10.1: Glass Particles
Nusselt Number vs. Solid Fraction - Bed Height = 41.4 %
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Figure 10.2: Glass Particles
Nusselt Number vs. Solid Fraction - Bed Height = 41.4 %
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Figure 10.3: Glass Particles
Nusselt Number vs. Solid Fraction - Bed Height = 41.4 %
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Figure 10.4: Glass Particles
Nusselt Number vs. Solid Fraction - Bed Height = 64.4 %
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Figure 10.5: Glass Particles
Nusselt Number vs. Solid Fraction - Bed Height = 64.4 %
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Figure 10.6: Glass Particles
Nusselt Number vs. Solid Fraction - Bed Height = 64.4 %
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Figure 10.7: Glass Particles
Nusselt Number vs. Solid Fraction - Bed Height = 87.5 %
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Figure 10.8: Glass Particles
Nusselt Number vs. Solid Fraction - E
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Figure 10.9: Glass Particles
Nusselt Number vs. Solid Fraction - Bed Height = 87.5 %
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11.0 DISCUSSION OF RESULTS FOR HEAT TRANSFER SCALING WITH GLASS

At all bed heights and superficial velocities, the Nusselt numbers between the 1/4 scale Studsvik

model and the 1/16 scale Studsvik model show good agreement. The Nusselt numbers appear to

be a function of the average cross-sectional bed density, although this dependence will be shown

to be secondary in a sense that the fractional wall coverage, which directly governs the heat

transfer, has been shown to increase with increasing average bed density in the fast-fluidization

regime (Lints, 1992). Figures 11.1 through 11.3 show mean values of solid fraction and Nusselt
numbers calculated from the experimental results. The error bars in these plots were determined

from standard deviations in the experimental data for runs with the same hydrodynamic

conditions. Most of the plots show acceptable agreement. It should be noted that the error bars

in these plots have very little statistical significance because of the low number of data points used

in calculating the standard deviation. Figure 11.4 depicts the mean solid fractions and Nusselt

numbers for the glass runs at all heights and superficial velocities.

Figure 11.1
Mean Values and Standard Deviations of Heat Transfer Test Results
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Figure 11.2
Mean Values and Standard Deviations of Heat Transfer Test Results
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Figure 113
Mean Values and Standard Deviations of Heat Transfer Test Results
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Figure 11.4
Mean Values of Heat Transfer Test Results - Glass Tests
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Figures 11.5 through 11.7 show the dependence of the Nusselt number on bed superficial

velocity. The dependence of Nusselt number on superficial velocity for a given suspension

density is not very strong. In general, the Nusselt number decreases for increasing bed velocity.

This may be due to a decrease in the amount of particles at the wall of the bed, or an increase in

the distance from the wall to the first layer of particles flowing down the wall (see Lints, 1992).
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Figure 11.6
Nusselt Number vs. Superficial Velocity - Solid Fraction = 1.5 - 2.0%

3.5 4.5 5.5
Equivalent 1/4 Scale Superficial Velocity, m/s

Figure 11.7
Nusselt Number vs. Superficial Velocity - Solid Fraction = 1.0 -

3.5 4.5

1.5%

5.5
Equivalent 1/4 Scale Superficial Velocity, m/s

510

0.75

0.7

0.65

0.6

0.55

0.5
2.5

0

O

0 0

Bed Material: Glass

I I I I I

0.7

0.65

, 0.6

Z 0.55

Z 0.5

0.45

0.4
2.5

0 0

Bed Material: Glass O 0

0

I I I 1 L



12.0 EXPERIMENTAL RESULTS OF CONVECTIVE HEAT TRANSFER
SCALING WITH PLASTIC

The test matrix for the heat transfer tests conducted with plastic as the bed material is given

as Table 12.1.

Heat transfer measurements were taken in the same manner as described in the previous

Section. Figures 12.1 through 12.9 show the results of these tests. In each of the these

plots, similar geometric symbols (i.e., open circles and filled circles, open squares and

closed squares, and open triangles and closed triangles) represent conditions which should
result in similar values of Nusselt numbers.
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Table 12.1

Test Matrix for Heat Transfer Similarity - Series Two

Bed Material: Plastic

Parameter

Bed Diameter

Superficial Velocity

Minimum Fluidization

Velocity, cm/s

Particle Diameter, Lgm

Particle Density, kg/m3

pfuod
ReD = f

Ps
Pf

M =m
UoA csp

kf

Hx = (

Large Bed

umf = 1.5

dp = 144.5

1400

pfuodp
RLf

pfuoD

1167

0.0029

0.73

Hxuopscpd
Lk9
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Small Bed

0.25D

0.5u,

0.5umf

0.707dp

Same

0.35pfuodp
Rf

pfuoD

Same

Same

Same

Same



Figure 12.1: Plastic Particles
Nusselt Number vs. Solid Fraction - Bed Height = 41.4 %
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Figure 12.2: Plastic Particles
Nusselt Number vs. Solid Fraction - Bed Height = 41.4 %
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Figure 123: Plastic Particles
Nusselt Number vs. Solid Fraction - Bed Height = 41.4 %
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Figure 12.4: Plastic Particles
Nusselt Number vs. Solid Fraction - Bed Height = 64.4 %
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Figure 12.5: Plastic Particles
Nusselt Number vs. Solid Fraction - Bed Height = 64.4 %
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Figure 12.6: Glass Particles
Nusselt Number vs. Solid Fraction - Bed Height = 64.4 %
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Figure 12.7: Plastic Particles
Nusselt Number vs. Solid Fraction - Bed Height = 87.5 %
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Figure 12.8: Plastic Particles
Nusselt Number vs. Solid Fraction - Bed Height = 87.5 %
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Figure 12.9: Plastic Particles
Nusselt Number vs. Solid Fraction - Bed Height = 87.5 %
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13.0 DISCUSSION OF RESULTS FOR HEAT TRANSFER SCALING WITH PLASTIC

At all bed heights and superficial velocities, the Nusselt numbers between the 1/4 scale Studsvik

model and the 1/16 scale Studsvik model show good agreement. As was noted in the

discussion of the Nusselt numbers measured with glass as the bed material, the Nusselt

numbers appear to be proportional to the average cross-sectional bed density. A discussion of

the limitations of this functional relationship is given in the next Section. Figures 13.1 through

13.3 show mean values of solid fraction and Nusselt numbers calculated from the experimental

results. The error bars in these plots were determined from standard deviations in the

experimental data for runs with the same hydrodynamic conditions. Most of the plots show

acceptable agreement. It should be noted that the error bars in these plots have very little

statistical significance because of the low number of data points used in calculating the standard

deviation. Figure 13.4 depicts the mean solid fractions and Nusselt numbers for the plastic

runs at all heights and superficial velocities.
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Figure 13.1
Mean Values and Standard Deviations of Heat Transfer Test Results
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Figure 13.3
Mean Values and Standard Deviations of Heat Transfer Test Results
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Figures 13.5 through 13.7 show the dependence of the Nusselt number on bed superficial

velocity. Consistent with trends in the glass data, the dependence of Nusselt number on

superficial velocity for a given suspension density is not very strong. In general, the Nusselt

number decreases for increasing bed velocity. Further study is needed to determine the effect

of superficial velocity on the fundamental hydrodynamics of particles near the wall of a CFB

(i.e. the fraction of the wall covered by particles, the mean particle-to-wall contact time, and the

thickness of the gas gap between the wall and the first layer of particles).
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Figure 13.4
Mean Values of Heat Transfer Test Results - Plastic Tests

0 0.5 1 1.5 2 2.5 3
Solid Fraction, %

1/4 Scale, Height= 41.4 %, Uo = 3.0 m/s

1/16 Scale, Height= 41.4 %, Uo = 1.5 m/s

1/4 Scale, Height= 64.4 %, Uo = 3.0 m/s

1/16 Scale, Height= 64.4 %, Uo = 1.5 m/s

1/4 Scale, Height= 85.7 %, Uo = 3.0 m/s

1/16 Scale, Height= 85.7 %, Uo = 1.5 m/s

1/4 Scale, Height= 41.4 %, Uo = 4.0 m/s

1/16 Scale, Height= 41.4 %, Uo = 2.0 m/s

1/4 Scale, Height= 64.4 %, Uo = 4.0 m/s

1/16 Scale, Height= 64.4 %, Uo = 2.0 m/s

1/4 Scale, Height= 85.7 %, Uo = 4.0 m/s

1/16 Scale, Height= 85.7 %, Uo = 2.0 m/s

1/4 Scale, Height= 41.4 %, Uo = 5.0 m/s

1/16 Scale, Height= 41.4 %, Uo = 2.5 m/s

1/4 Scale, Height= 64.4 %, Uo = 5.0 m/s

1/16 Scale, Height= 64.4 %, Uo = 2.5 m/s

1/4 Scale, Height= 85.7 %, Uo = 5.0 m/s

1/16 Scale, Height= 85.7 %, Uo = 2.5 m/s

521

0.8

0.7

0.6

+ 0.5

Z

0.4

0.3

0.2



Figure 13.5
Nusselt Number vs.
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Figure 13.6
Nusselt Number vs. Superficial Velocity - Solid Fraction = 1.5 - 1.75%
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Figure 13.7
Number vs. Superficial Velocity
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14.0 LIMITATIONS OF THE AVERAGE BED DENSITY/NUSSELT NUMBER
FUNCTIONAL RELATIONSHIP

This Section discusses the limitations of correlating heat transfer data against the average

bed density or solid fraction.

14.1 Scaling Heat Transfer Data to Large Commercial Units

Most authors plot heat transfer coefficient data against the average bed solid fraction.

While the average bed density has proved to be a satisfactory indication of the level of heat

transfer in small scale cold beds, it does not appear that the data can be extrapolated to

predict heat transfer coefficients in commercial CFB's. Reported values of bed suspension

densities and wall heat fluxes indicate much higher heat transfer coefficients than would be

predicted from similar suspension densities in small cold scale models (Divilio and Boyd,

1993). This may be a result of the fact that as the bed diameter increases, the volume

increases as D3 whereas the surface area only increases as D2. This could result in a much

larger reflux of particles at the wall of larger beds than in smaller scale models. As a result,

in order to make an accurate prediction of the heat transfer characteristics in a larger

commercial unit, a scale model of the unit needs to be constructed to simulate the correct

hydrodynamics. Moreover, much of the heat transfer data taken to date may not be

applicable to larger commercial units.

14.2 Heat Transfer Data at the Transition to Dilute Pneumatic Conveying

In order to determine the effects of increasing the velocity to an operating regime where the

downward flow of particles at the wall begins to disappear (i.e., from fast-fluidization to

pneumatic transport), several runs were conducted in the phase one 1/16 scale Studsvik

model at superficial velocities of 3, 4, 5, and 6 m/s.

The downward flow of particles at the wall was easily visible during the 3 m/s runs, but

began to disappear during the 4 m/s runs. The wall layer was nearly eliminated during the 5

and 6 m/s runs. The bed solid fraction profiles for these runs is given in Figure 14.1.
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Solid Fraction Profiles
Figure 14.1

- Glass near Transition to Dilute Transport
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Figure 14.1 shows that the average solid fraction profiles are fairly similar with the expected
trend of decreasing solid fraction profile with an increase in velocity (solid flux being
constant). Figure 14.2 shows the Nusselt number versus local solid fraction data taken
during these runs. The solid fractions were averaged over distances of about 16 percent of
the bed height
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Figure 14.2
Nusselt Number vs. Average Solid Fraction near Transition to Dilute
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Figure 14.2 shows that the Nusselt numbers for velocities above 3 m/s tend to increase with

increasing solid fractions, but only slightly. However, when the velocity is reduced to 3 m/s,
the Nusselt numbers jump drastically to values which are up to twice as high as that for

similar solid fractions at higher velocities. Figure 14.2 does not depict any consistent trend

in Nusselt number as a function of average bed density.

In order to obtain a qualitative trend in the amount of solids at the wall of the bed during

these runs, a 0.32 cm diameter suction probe was attached to the wall of the bed. The probe

was attached to a side wall 31.5 cm from the bottom of the bed. Enough suction was

applied in order to draw the particles immediately at the wall into a small cyclone which

deposited the solids into a graduated cylinder for weighing. Figure 14.3 shows the wall

solid collection rate as a function of the average bed solid fraction.
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Figure 143
Wall Solid Collection Rate vs. Average Bed Solid Fraction
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Figure 14.3 shows that as the superficial velocity is dropped from 5 m/s to 3 m/s, the

amount of solids at the wall increases dramatically. This is the most probable cause for the
large increase in Nusselt number when moving from 5 m/s down to 3 m/s. Figure 8.36
shows the Nusselt number versus the wall solid collection rate.

Figure 14.4 shows a much more reasonable trend than any that could be postulated from
Figure 14.2. This indicates that while the average solid fraction profiles in the beds are not
changing significantly between 3 and 6 m/s, the amount of solids at the wall is what
accounts for the dramatic increase in Nusselt number between 5 and 3 m/s.
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Figure 14.4
Nusselt Number vs. Wall Solid Sample Rate

A
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Figures 14.2 through 14.4 indicate that the flow structure of the bed changed when the
superficial velocity was raised from 3 to 5 m/s. Visual observations support this evidence
since the downward flowing layer was clearly visible at 3 m/s, began to disappear at 4 m/s,
and was nearly gone at 5 and 6 m/s. In order to provide more quantitative evidence that the

bed underwent a regime change between 3 and 5 m/s, the voidage gradient a at the

inflection point (see Figure 14.5) of the average solid fraction profile was plotted versus
superficial velocity (see Figure 14.6). According to Karri and Knowlton (1990) and
Takeuchi et al. (1986) the onset of dilute transport occurs at a gas velocity at which the
pressure gradients measured in the riser approach a constant value for a given solids mass
flux. This type of analysis was used by Horio et al. to determine the boundary between
turbulent and fast fluidized beds (Horio et al., 1992).
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Figure 14.5
Example of Voidage Gradient Estimation at Inflection Point
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The voidage gradient at the inflection point decreased with increasing superficial velocity
and then became almost constant with increasing uo. Horio has shown that the voidage
gradient at the inflection point is roughly a function of gas velocity alone because increases
in solids flux only cause a shift in the average solid fraction profile but little change in its
shape around the inflection point. The transition velocity predicted from Figure 14.6 is also
shown in Figure 14.7. According to the plot, the regime transition occurs at about 4 m/s.
This prediction is in good agreement with the conclusions reached from the heat transfer
data where the wall solid collection rate and Nusselt number undergo a drastic reduction
when the superficial velocity is increased from 3 to 5 m/s.

Another method which has been used to deliminate hydrodynamic regimes in fluidized beds
is by comparing pressure variances at various superficial velocities (Horio et al., 1992).
Figure 14.7 shows the normalized pressure variances plotted against superficial velocity for
several bed heights. At the lower heights, a clear change in pressure variance occurs at
about 3 m/s. Higher up in the bed a change can bed seen between 3 m/s and 5 m/s. These
data also support the theory of a regime change between 3 and 5 m/s.

Figure 14.7
Normalized Pressure Variance vs. Superficial Velocity
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In summary, it appears that while the average bed solid fraction may be a satisfactory

correlative variable for plotting heat transfer coefficients for small scale beds in some

regimes, in other regimes and in large commercial units the dependence of heat transfer on

average bed density is not as clear. Results presented above suggest that the wall coverage

gives a much better indication of heat transfer rates at the wall of CFB. It should be noted

that the fraction of wall covered by clusters is a variable which appears in most mechanistic

models of the heat transfer at the wall of a CFB whereas the average cross-sectional solid

fraction does not.
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15.0 POSSIBILITY OF HEAT TRANSFER ENHANCEMENT BY WALL
GEOMETRY MODIFICATIONS

During preliminary heat transfer runs in the phase one 1/16 scale Studsvik bed the heat
transfer panel was installed with a rippled inside surface. The height of the ripples was

about 2 mm and the distance between peaks was about 5 mm. The hydrodynamic and heat
transfer data were then compared between these runs and runs with a smooth inside wall.

The solid fraction profiles for both sets of runs are given in Figures 15.1 through 15.4. The

Nusselt number versus average solid fraction curves are given in Figure 15.5.
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Figure 15.2
Solid Fraction Profiles - Rough Wall vs. Smooth Wall

0 10 20 30 40 50 60 70 80 90
Bed Height, %
Figure 15.3

100 Solid Fraction Profiles - Rough Wall vs. Smooth Wall
100

10

CF

C#~ 1

Bed Material: Glass Fr = 5.6
Re = 26.0

Uo = 5.0 m/s

0.1 I I I I
0 10 20 30 40 50 60 70 80 90

Bed Height, %

533

Il I

10

0 1

01

---- Rough Wall

--E- Smooth Wall

M = 0.0027

Bed Material: Glass Fr = 3.6
Re = 20.8
Uo = 4.0 m/s

I I I , I , I . I , I I I I

I I

-



1 vv

10

0E

01

Figure 15.4
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Figures 15.1 though 15.4 show that the hydrodynamics of the two test series were
reasonably similar. However, Figure 15.5 shows that the rough wall tests resulted in higher
Nusselt numbers for similar average solid fractions. This may be because the rippled
surface disrupted the boundary layer at the wall and caused clusters flowing down the wall

to become reentrained more readily than in the smooth wall tests. This reduces the average
contact time at the wall, increasing the emulsion heat transfer coefficient. While these tests
were only preliminary with no consideration given to impacts on wall erosion, they do
suggest that wall geometries may be modified in such a was as to enhance heat transfer. A
complete analysis of heat transfer enhancement in circulating fluidized beds using

roughened surfaces is given in Chapter 4.
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16.0 CORRELATION OF ALL HEAT TRANSFER DATA AGAINST AVERAGE
BED CROSS-SECTIONAL VOIDAGE

Figure 16.1 shows all heat transfer data plotted as a function of the average cross-section
solid fraction. Also shown is the best square root curve fit to the data. The result of the

curve regression gave the best curve fit as:

Nu = 0.4(+) o.5 (1)

where 4 is the solid fraction. The variance is 0.48 and

x2 = 1.97. (2)

Figure 16.1 does not indicate which tests were run at hydrodynamically similar conditions,
and while the curve fit is not terribly poor, the large spread in data at the same average solid
fractions does indicate that in order to accurately predict heat transfer coefficients, it is
important to simulate the correct bed hydrodynamics. Figure 16.1 does show that in the
regime tested, the Nusselt number appears to follow a square root trend with the average bed
solid fraction. This is consistent with previous studies of CFB heat transfer which have
suggested that the fraction of the wall covered by clusters is proportional to the square root
of the cross-section averaged bed density.
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Figure 16.1
Nusselt Number vs. Solid Fraction
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Figure 16.2 shows all heat transfer data plotted as a function of the nondimensional heat
transfer parameter times the solid fraction

100(1 - e)Uopcd2
Lk8 (3)

Also shown is the best square root curve fit to the data. The result of the curve regression
gave the best curve fit as:

Nu = 0.27(Hx)o0 s (4)

with a variance of 0.32 and

X2 = 2.82 (5)
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It should be stressed that although most heat transfer data is plotted against the volume
fraction of solids averaged over the bed cross-section, conclusive evidence does not exist to
suggest that the solids fraction at the wall is a unique function of the solids averaged over

the bed cross-section. The ratio of surface fraction to cross sectional averaged solids
fraction may be a function of the bed diameter as well as other bed hydrodynamic

parameters. Therefore, experimental heat transfer results obtained in small diameter beds
should be used with caution by designers of large size units if the small beds were not
constructed in order to be hydrodynamically similar to the larger hot bed. The tests do
indicate that the use of correctly scaled heat transfer and hydrodynamic parameters at the
same bed location gives close agreement for the convective heat transfer results.

Figure 16.2
Nusselt Number vs. Nondimensional Heat Transfer Parameter (Hx)
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CHAPTER 4

HEAT TRANSFER ENHANCEMENT IN
CIRCULATING FLUIDIZED BEDS

I __



1.0 INTRODUCTION

As utility reserve margins as a whole dwindle, the need for new power plants is becoming
increasingly serious. As a result, power producers must soon begin to build new power
plants and will require that these plants be efficient, cost effective, and environmentally
clean. Pressurized circulating fluidized bed combustion (PCFBC) plants which are
currently being developed are expected to play a major role in this evolving marketplace.

Circulating beds are usually designed with heat exchange surfaces along the bed periphery.
This means that while the heat generation rate in the bed is proportional to the cross-
sectional area, the heat transfer rate is proportional to the bed periphery. This may cause
problems when attempting to determine the effects of bed scale-up on heat transfer.
Additionally, in pressurized beds the bed power density will be much larger than for
atmospheric beds requiring additional heat transfer per unit volume from the bed. Many
circulating beds use external heat exchangers to provide additional heat transfer surface and
to aid in operational and part load control. New methods for increasing the rate of heat
transfer from the walls of circulating beds may prove valuable in providing adequate heat
transfer without resorting to external or in bed heat exchangers. Recent experimental
studies (Glicksman, et al, 1993) have shown that the smooth wall heat transfer can be
augmented up to 20 percent by the use of uniformly space horizontal ridges along the wall
surface (see Chapter 3). These ridges do not have to be large. Heights on the order of one
particle diameter were found to have significant effects; possibly minimizing erosion. The
ridges can simultaneously influence several important wall parameters: the time of cluster
contact, percent wall coverage, and the wall-to-cluster spacing.

A preliminary study was undertaken in an attempt to quantify the effects of several heat
transfer surface configurations on the rate of heat transfer from a cold scale model of a
circulating fluidized bed. In the first half of this study, heat transfer and hydrodynamic
measurements were made for various heat transfer surfaces. In the second half of the study,
the surface renewal heat transfer model [Subbarao and Basu (1986), Glicksman (1988),
Lints (1992)] was extended to include time varying characteristics. The model was then
applied to the data obtained from the modified heat transfer surfaces. A relationship
between the developing gas viscous sublayer between successive ridges and the cluster to
wall separation is also advanced. These models are combined into an overall prediction of
the wall heat transfer coefficient as a function of the spacing of the ridges. The extended
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model was also applied to heat transfer data obtained by other investigators in both hot and
cold circulating beds in order to determine its applicability under a variety of conditions.

This Chapter is organized into six Sections. In Section Two the experimental equipment
and techniques used to obtain the heat transfer data will be discussed in detail. In Section

Three the experimental data is presented and analyzed. Section Four contains a review of
the surface renewal model and the derivation of the time dependent surface renewal model.

Recommended values of each of the heat transfer parameters which are required by the
model and the sensitivity of the model to these parameters is also given in this Section.
Section Five compares the experimental data obtained as a part of this study and the
experimental data of others with the model predictions. Finally, Section Six presents
conclusions and recommendations for further work.
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2.0 EXPERIMENTAL ARRANGEMENT

The bed used in obtaining the heat transfer data was the 1/16 scale model of the Studsvik
2.5 MWth combustor which was constructed in conjunction with the scaling studies
described in Chapter 2.

In what follows, three topics will be discussed in the following order:

1. Bed geometry
2. Particle characteristics

3. Measurement equipment and associated uncertainty

2.1 Dimensions and Construction of the Cold CFB

The bed utilized was a 1/16 scale model of the Studsvik circulating bed operated by
Studsvik Energiteknik AB. The boot, secondary air ports, and simulated refractory which
were originally included when the bed was being used to evaluate CFB scaling laws were
removed to reduce the complexity of the wall geometry and to eliminate bed specific
designs. The bed consists of three main parts:

1. Main bed test section

2. Primary separator and downcomer
3. Solid return leg

A drawing of the bed is presented in Figure 2.1.
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2.1.1 Main Bed Test Section

The main test section was constructed with a geometry 1/16 the size of the of the Studsvik
2.5 MWth combustor used in conjunction with the scaling studies described in Chapter 2.
All four sides of the bed side were constructed of 3/8-inch (0.95 cm) acrylic sheet. A
groove was machined around the perimeter of the acrylic back and a Viton gasket inserted to
seal the acrylic back to the bed. This arrangement allows for easy removal of the back panel
and quick access to the inside of the bed. The cross sectional area of the bed without the
heat transfer panel was 15.75 cm2, and the bed length was 0.46 m.

In order to prevent solid backflow from the top of the bed due to excessive solid buildup in
the horizontal section in front of the primary separator, a 1/4" (0.64 cm) diameter sparge
tube was included in the horizontal section in front of the primary separator.

No secondary air was introduced into the bed. Primary air was introduced at the bottom of
the bed through a screen distributor mounted on a 2.5-inch (6.35 cm) high distributor box.
A drawing of the air supply system is depicted in Figure 2.2.

Nine pressure taps located on one of the side walls were used to measure axial pressure
drop. These taps were angled down in order to prevent solids from accumulating in the
lines. The first tap was located immediately above the distributor plate, and the others were
located at distances of 1.4, 3.5, 5.9, 9.6, 15.6, 23.2, 31.0, 38.8 cm from the distributor plate.
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2.1.2 Primary Separator

Primary air/solid separation was achieved by means of a cyclone. The primary cyclone was
constructed primarily of 1/4-inch (0.635 cm) acrylic. The primary cyclone connects to the

main bed section, the solid return leg, and the air exhaust line with flanges. Hose-and-clamp
connections were later added for final connections to the solid return leg and air exhaust line
in order to relieve stresses. See Figure 2.3 for diagrams of the primary cyclone and filter.

The air exhaust leaving the primary cyclone was directed through a filter utilizing two

automobile air filters to allow easy retrieval of filtered solid and provide adequate filtration.
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2.13 Solid Downcomer and Return Leg

The primary solid downcomer was largely constructed of 1.5" x 1/8" (3.81 x 0.32 cm)
acrylic tube. The primary downcomer consists of two sections, one above and one below

the solid flow measurement valve. Connections between return leg parts were made with

flexible hose and clamps to reduce stresses.

The bottom of the primary downcomer was constructed of a 1-1/2" (3.81 cm) copper tube
and a 1-1/2" x 1-1/2" x 1" (3.81 x 3.81 x 2.54 cm) tee. A 1" x 1/8" (2.54 x 0.32 cm)
flexible transparent tube connects the bottom of the primary downcomer to a pneumatic
return line. The bottom of the primary downcomer reduces to a 1/2" NPT plug for drainage
of solid. Air lines for solid flow control connect to the side of the copper tee. These
include the standard L-valve air and additional air for improvement of solid flow. The latter
air was fed to the horizontal feed tube through a 1/4" (0.64 cm) sparge tube.

The pneumatic return line recycled the solid up to a secondary cyclone several feet above the
top of the bed. The solids then dropped to a secondary downcomer for return to the test
bed. Air from the pneumatic return line exhausted to the filter.

The valve used for the measurement of the solid circulation rate, built into the primary solid
downcomer, is discussed in Chapter 2. The valve, located 10-inches (25.4 cm) below the
primary cyclone, is a nominal 1-1/2" (3.8 cm) full-bore three-piece ball valve.

2.2 Heat Transfer Panel Dimensions and Installation

In order to determine wall-to-bed heat transfer coefficients, a heat transfer panel was
constructed. The panel consisted of three heat transfer sections at different axial locations
with separate heaters and power supplies. The purpose of the three separate heater sections
was to evaluate the effects of average bed density and the downward movement of particles

at the wall at various heights on heat transfer. Heater sections were separated to ensure

negligible heat transfer between sections. Heat transfer coefficients were evaluated using
the power input to the heaters and the temperature difference between the heater section and
the bulk bed temperature. The following Section discusses the panel and the bed
configuration when the heat transfer panel was installed.
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2.2.1 Smooth Wall Heat Transfer Surface

The smooth heat transfer panel consisted of an 18" x 1-1/2" x 1/2" (45.75 x 3.8 x 1.3 cm)
piece of acrylic with three 3-3/4" x 1" (9.3 x 2.5 cm) squares routed out for heater and
copper cover placement. The heaters were 3" x 1" x 1/32" (7.6 x 2.5 x .08 cm), 150 watt,
120 volt, aluminum strip heaters. Each heater was covered by a 3-3/4" x 1" x 1/8" (9.3 x
2.5 x 0.3 cm) copper plate which was flush to the acrylic surface. The tops of the
removable copper plate covers were located at distances of 17.7, 13.5, and 9.3 inches (45.0,
34.3, and 23.7 cm) from the bottom of the wood panel and, therefore, the distributor plate.
The entire surface of the heat transfer surface was then covered by a thin plastic film
[0.001" (0.0025cm) thick] which was held in place by a high conductivity paste [thermal
conductivity of 16 Btu-in/hr-ft2-F (2.3 W/m-K), which is stable in a temperature range from
-40 to 392 OF (-40 to 200 OC)]. This was done in order to ensure a smooth heat transfer
surface. Rough calculations indicate the maximum temperature drop from the thermocouple
to the wall surface did not exceed 1 OC. Typical temperature differences between the heat
transfer surface and bed were 30 OC. The acrylic panel was sealed to the 18" x 2-3/8" x
3/8" (45.75 x 6.0 x 0.95 cm) acrylic bed back. A Chromel-Alumel (type K) thermocouple
was embedded into the top and bottom of each copper plate. The thermocouple and heater
leads were drawn back through the acrylic panel and backing. The entire assembly was
screwed to the back of the bed with the acrylic heater portion of the panel actually fitting
inside the bed reducing the effective bed width by 1/2-inch (1.3 cm). The assembly was
sealed to the bed side walls with caulk. See Figure 2.4 for a view of the heat transfer panel.

551



Figure 2.4: 1/16 Scale Studsvik Heat Transfer Panel
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2.2.2 Ridged Heat Transfer Surfaces

The heat transfer enhancement surfaces evaluated in this study consisted of small horizontal
ridges placed at specific intervals along the heat transfer panel. The ridges were made of
611000" (152 microns) steel wire strips which were attached to the removable copper cover
plates using OMEGABOND 200 highly conductive thermal epoxy [k = 9.6 Btu-in/hr-ft2-F
(1.3 W/m-K)]. The ridge heights were chosen to be approximately equal to the mean
particle diameter since previous results indicated that this height was sufficient to disrupt the
particles [Lints, (1993)]. At the same time, it was felt that modest ridge heights would be
less likely to cause erosion (this effect was not measured in this study). The copper covers
were cured in an oven for two hours at 200 OC to set the epoxy and then attached to the heat
transfer panel. New copper covers were made for each ridge interval. Three ridge intervals
were evaluated in this study: 20 mm, 10 mm, and 5 mm. The epoxy increased the steel wire
height on the wall to an average of 8/1000" (200 microns). No plastic film was used in the
construction of the ridged surfaces. It was not anticipated that the difference in surface
roughness between the copper covers and the plastic film would significantly effect the
results because the standoff distance to the first layer of particles is much larger than the
roughness of either the copper or plastic surfaces (for copper E - 5 plm and the standoff
distance is - 100 gpm; the plastic is essentially smooth surface). Moreover, any change in

the dilute phase heat transfer coefficient (hd) has only minor effects on the overall heat
transfer coefficient since hd is normally less than 20 percent of the overall h. Figure 2.5
presents a typical ridged heat transfer surface.

2.3 Bed Solid Materials

Glass particles were utilized in this study. The mean particle diameter was determined using
laboratory sieves. Minimum fluidization velocity for the glass was determined in a small 4-
inch (10.2 cm) bubbling bed operating at room temperature and atmospheric pressure. A
summary of glass particle properties is given in Table 2.1. The particle size distribution is
given in Figure 2.6.
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Table 2.1 Glass Properties

Density

Mean Diameter

Loose Pack Voidage

Sphericity

Umf

Glass Properties

2.54 g/cc

117 microns

42%

1.0

2.8 cm/s

Figure 2.6
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2.3.1 Preparation of Glass Particles

In addition to the separation and recombination process in order to achieve satisfactory size

distributions, the glass particles were treated with anti-static compounds in an attempt to

reduce the level of static electricity generated in the bed. The first compound was Larostat
519, a fine powder which was mixed in with the glass powder. Since the mass fraction of
Larostat in the mixtures was very small, it was not anticipated that this would have any
significant effect on the hydrodynamics of the beds other than through the reduction of
static electricity.
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While the Larostat worked quite well in the reduction of static, as more was added during

operation, it began to severely inhibit the flow characteristics of the glass in the L-Valves

and other constricted areas, limiting the amount of Larostat allowable in the bed. In order to

further reduce bed static electricity levels, the glass particles, along with the inside of the bed,

were spray coated with Anstac 2-M, an alcohol based anti-static solution for acrylic and

other plastics. After drying, this treatment virtually eliminated any remaining static effects.

23.2 Elimination of Static Electricity Effects

In addition to the use of Larostat and Anstac as described above, several other precautions

were taken to reduce problems caused by static electricity. The first measure taken was to

wrap copper gauze around areas of the beds which accumulated large amounts of static
electricity (this included the cyclones, pneumatic return lines, and sections of the

downcomers). Copper ribbon was then used to ground the gauze as well as the supporting
structure and other metallic components (pressure transducer housings, valves, aluminum
walls, etc.). Three 6 x 1-1/2 inch (15.2 x 3.8 cm) pieces of copper sheet were connected in a

helix fashion and inserted in the bottom section of the pneumatic return line. Copper wire

was run along the perimeter of the copper sheet and out through a flexible connecting piece

to ground. In addition to the static discharge device, a humidification system was

constructed in which all the air being introduced into the bed was bubbled through a steel

tank which was half full of water. This increased the humidity of the entering air (during
the winter typical increases in relative humidity would range from 20-25 percent) and aided

in the reduction of static electricity. The air humidity was continually monitored during bed

runs utilizing an encased wall mounted hygrometer (relative humidity accuracy of +/-2.5

2.4 Variable Measurement

Bed measurement techniques are described in the following sections. Accuracy of the cold

bed measurements is discussed in Section 2.5.

2.4.1 Air Flow

Air entered the bed through the distributor box and at the bottom of the pneumatic return

line. The two air flows were measured separately with rotameters fitted with exit pressure
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gauges. The rotameters measured in the range from 2 to 10 cfm, and the pressure gauges
were 15 psig full scale. Calibration of the rotameters and gauge combinations was done
with a square-edged orifice plate fitted with flange taps. The tests covered flow ranges at
expected pressure ranges with the data being fit to the equation:

Qa = (AR+B 1+ Pg)

Appendix C gives the results of the rotameter calibrations.

2.4.2 Solid Circulation

Measurement of solid circulation in the bed was done primarily with a valve in the solid
return leg. A 1-1/2" (3.8 cm) full-bore three-piece ball valve was used for this purpose.
Shims were installed between the sections of the valve in order to reduce handle torque. The
valve measurement technique involved observation of solid pileup when the flow of solids
was interrupted by closing the valve. A pressure relief line was installed around the valve to
reduce the effects on pressures in the bed during valve closure.

It has been shown that the valve closure technique may be accompanied by a corresponding
reduction in bed solid fraction (Westphalen, 1990). However, further calibration of this
technique was obtained by injecting a material which provided enough visual contrast to the
bed material in the downcomer. Measurement of the rate of descent in the downcomer has
indicated that the valve closure technique is reasonably accurate (within 20 percent of visual
descent measurement) in spite of its alteration of normal bed behavior.
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2.43 Pressure Measurement

The pressure measurement technique for the bed utilized in this study is described below.

Measurement and recording of the pressure transducer voltage output was done with a

Metrabyte DAS-8PGA data acquisition board in an IBM AT compatible computer. The
software used to control the data acquisition was UNKELSCOPE.

There were nine pressure taps in the main bed section of the 1/16 scale Studsvik bed which
were used to measure axial pressure differences. The pressure taps and lines were 1/8"
(0.32 cm) in diameter. All pressure lines were less than 0.5 m in length. Pressure
measurements were obtained using a set of pressure transducers.

The pressure transducers were located near their associated pressure taps. The transducers
measured differential pressures between adjacent pressure taps. The four transducers
nearest the bottom of the bed had millivolt output, and had a 12 volt power supply. The
rated pressure range for the transducers were -14 to 14 in. we (-3.5-3.5 kPa). Calibration of
the transducers was accomplised with an inclined manometer covering all expected pressure
ranges. Results of the transducer calibrations are given in Appendix B. The top four
transducers were series 600 transducers supplied and calibrated by Auto Tran, Inc. They
had output on the order of 1-4 volts, and utilized the same 12 volt DC power supply as the
bottom four transducers. The rated pressure range for the top four transducers was -1 to 1
in. we (-0.25-0.25 kPa) with a sensitivity accuracy of +/- 1 percent of full scale output.

The pressure taps were angled down 400 into the bed. Since the particle motion is
downward at the wall, this proved successful in preventing particles from entering the lines.

2.4.4 Heat Transfer Measurements

The heat transfer measurement technique utilized in this study is described below. Figure
2.7 illustrates the equipment used.
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Figure 2.7: Heat Transfer Equipment
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The heat transfer measurement apparatus consisted of the heat transfer panel described in
Section 2.2.1 along with the associated thermocouple thermometer, power supplies, and
other ancillary equipment. The thermocouple leads from the back of the bed were attached

to a 14 position dial which was, in turn, connected to an Omega DP462 six channel digital
thermometer capable of reading various types of thermocouples. An additional
thermocouple which measured the bed temperature, located at the top of the bed, was also
attached to the thermocouple dial. Each set of heater leads, which also emerged from the
back of the bed, was attached to a variable autotransformer. Additional parallel leads
allowed for the reading of voltage inputs and heater resistances during bed operation.
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Enough voltage was supplied to each heater so that the temperature difference between the

bed and the heat transfer surface was sufficiently large, about 30 OF (17 OC), and in a

manner such that the wall temperature was fairly constant (within 3 or 4 OF). This voltage

was usually somewhere between 30 to 40 volts depending on the bed density and surface

configuration. The bed was allowed to run until the bed temperature no longer changed

significantly (usually about an hour) before the temperatures, voltages and heater resistances

were recorded. At the same time the heat transfer data was recorded, pressure

measurements were taken through the pressure transducers to allow a consistent

comparison of heat transfer and solid fraction data. The average cross-sectional solid

fraction was determined by assuming the pressure differential between taps was due only to

the holdup of particles.

The heat transfer panel was calibrated by measuring the heat transfer coefficient with only

air flowing over it while keeping the heat flux of the heated section of the panel constant.

The Nusselt number for laminar flow over a constant heat flux flat plate with an unheated

starting length presented by Holman (1981) was used to calculate expected values of the

Nusselt number:

0.453Pr l/Re
Nu. =3

3/4Results of the heat transfer panel calibration are given in Figure 2.8.
Results of the heat transfer panel calibration are given in Figure 2.8.
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Figure 2.8
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2.5 Uncertainty Analysis

2.5.1 Air Flow

The air flows were measured with 2-10 cfm rotameters fitted with exit pressure gauges.
Calibration of the rotameters involved about 70 data points for each rotameter. The standard
deviation from the linear calibration curves was about 0.05 cfm for each rotameter. The low
end of the measurement range used in the experiments was about 3 scfm. The standard
deviation represents about 2 percent of this lowest measurement.

The minimum fluidization test bed air flows for the glass were measured with 20-scfh and
100-scfh nominal rotameters. Fifteen test points were used in calibrating the 20-scfh
rotameter. The standard deviation from the linear calibration curve for this rotameter was
0.093 scfh, or about 0.5 percent of full scale. Thirty-nine points were used in calibrating the
100-scfh rotameter. Standard deviation from the calculated linear calibration curve was
0.59, or about 0.6 percent of full scale.
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2.5.2 Solid Circulation Rate

Confidence in the accuracy of the solid circulation rate measurements was based on the
repeatability of solid loose-packed density measurements and the repeatability of solid
fraction profile results when measurements indicate that flow conditions are the same. In
addition, previous study has indicated that the various methods used provide similar
agreement (Westphalen, 1990). The study performed by Westphalen also addresses the
expected errors as a result of different rates of solid entrainment at the top of the bed,
uncertainty about the solid bulk density as solid accumulates during measurement, and the
variation in accumulation rates for successive measurements. It was determined that both
the visual tracking and valve methods provide an adequate degree of accuracy for the solid
circulation rate.

In an attempt to estimate the standard deviation of successive measurements in solid
circulation using the valve and visual descent techniques, ten measurements were made at
three different solids fluxes for both the valve and visual techniques. Table 2.2 presents the
results of these tests. The standard deviation for the valve measurement techniques ranged
from 2 to 5 percent of the average value.

Figure 2.10 shows solid fraction profiles for three tests of the same operating conditions in
the bed used. The tests used the valve measurement technique. The similarity of the
profiles indicate that either method produces a repeatable measurement, and that variation in
successive measurements is not a problem.
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Table 2.2
Valve and Visual Techniques for Solids Flux Measurement

Valve Technique (Time to Fill 2 inches) Visual Technique (Time to Descend 2
inches)

Run 1 2 3 1 2 3

1 3.24 4.12 5.07 3.03 4.07 5.01

2 3.16 4.37 5.21 3.22 4.17 4.77

3 3.55 4.27 5.17 3.15 4.20 4.92

4 3.11 4.11 5.03 2.95 4.11 4.88

5 3.22 3.95 4.99 2.87 4.10 5.10

6 3.45 3.87 5.18 3.11 4.01 4.89

7 3.14 4.05 5.12 3.15 4.31 4.81

8 3.13 4.14 5.02 2.85 4.27 5.12

9 3.07 4.05 4.95 3.30 3.94 5.08

10 3.32 4.01 5.19 3.05 3.87 5.13

Avg. 3.24 4.09 5.09 3.07 4.11 4.97

Std. Dev. 0.157 0.146 0.0932 0.147 0.140 0.134
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Figure 2.10
Repeatability of Solid Fraction Profiles
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2.53 Pressure Measurements

All bed pressures were measured using pressure transducers whose output voltages were

recoreded by a computer-based data acquisition system. Calibration of the transducers was

accomplished by comparison with an oil filled inclined manometer. Linear calibration

curves were used for reduction of data to convert the transducer output voltages to

differential pressures. Table 2.3 presents typical values for the standard deviation of
pressure transducers in the various beds.
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Table 2.3 Standard Deviation of Transducers Used in Study

Ratio of Standard Deviation to Average Voltage Output

Bed Worst Case Typical

1/16 Scale Studsvik Bed 20% 5%

(Bottom Four Transducers)

1/16 Scale Studsvik Bed (Top <1% <1%

Four Transducers)

The data acquisition board is rated for 12 bit resolution; this represents 0.024 percent of full

scale. Typical full scale range used for the pressure transducers was +/- 50 mv, allowing

24.4 my resolution. The worst case voltage resolution represented about 4 percent of the

smallest measured mean pressure difference of about 0.13 cm we when running at very lean

conditions.

In order to determine the possibility that pressure signals may be attenuated in the pressure

tap lines between the pressure tap opening and pressure transducer, a rough analysis was

conducted which indicated that the break (maximum transmission) frequency based on for

the cold bed setups would be about 3500 Hz. The maximum frequency of the data

acquisition board A/D conversion may be as low as 500 Hz when all eight pressure taps are

being sampled which suggests that this is not a limiting condition. In addition, it has been

shown that the fluctuations of interest in the bed would have frequencies less than 100 Hz

(Westphalen, 1990).

Pressures time traces were taken for 10 seconds at a frequency of 100 Hz. For each trace,

the average and standard deviation was calculated. These standard deviations, along with the

standard deviation in solids flux measurement, were used in constructing error bars for the
cold bed solid fraction profiles. Error bars represent one standard deviation (i.e., 67 percent
of the data fell into the interval based on a normal distribution).

2.5.4 Temperature Measurements

All temperatures were measure with an Omega DP462 digital thermometer with multi-

channel input. This thermometer has 0.1 OF resolution up to 1000 OF, an accuracy of 0.9 OF

(0.5 OC), and a reading rate of 1 per second. Since all temperature measurements were
taken at steady state, it is not anticipated that the thermometer added any significant error.
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The thermocouples which measured the wall temperature were imbedded in the copper plate

covers. A thin layer of thermally conductive silicone paste was used to hold the copper
cover plate to the heater. This paste was also used to surround the thermocouples to

thermally connect the thermocouple bead to the copper cover plate. This paste has a thermal
conductivity of 16 Btu-in/hr-ft2-F (0.0055 cal-cm/s-cm2-C) and a temperature range of use
from -40 - 392 OF (-40 - 200 oC). Rough calculations indicate the maximum temperature

drop from the thermocouple to the wall surface did not exceed 1 oC.

One possible source of error in the measurement of heat transfer coefficients is the loss of
heat through the back of the beds. In order to minimize this effect, the back and half the
sides of the bed were covered with 1/2-inch (1.3 cm) foam insulation.

Lateral heat transfer losses from the heat transfer panels in the bed were minimized by a
1/4-inch (0.64 cm) of acrylic, the bed walls (3/8-inch acrylic), and another 1/2-inch (1.3 cm)
of foam insulation.

Vertical heat transfer between heaters was reduced by keeping the heaters as close in
temperature to each other as possible. In addition, the heaters were separated by 0.33
-inches (0.84 cm) of acrylic. Estimates of heat transfer losses from the panel are shown in
Table 2.4.

Table 2.4: Maximum Heat Losses from Heat Transfer Panel

Area of Loss 1/16 Scale Studsvik Bed

Through Back 3.4%

Through Sides 0.9%

Between Heaters 0.1%

As was discussed earlier, the heat transfer panels were calibrated by measuring the heat
transfer coefficient with only air flowing over it while keeping the temperature of the heated
section of the panel constant. Results of the heat transfer panel calibration are given in
Figure 2.8.

Because the heaters did not heat completely evenly, thermocouple readings were taken at the
top and bottom of each copper cover. The temperatures were then averaged for use in the
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calculation of the heat transfer coefficient at the midpoint of the heater. The temperatures at
the ends of the heaters never differed by more than 4.5 OF (2.5 oC). Typical differences
were normally 1-1.5 oC.

2.6 Data Reduction

The following Section discusses the manner in which the data was reduced to develop
average solid fraction profiles, histograms, power spectral densities, and Nusselt numbers.

2.6.1 Average Solid Fraction Profiles

Solid fraction profiles discussed in the following Sections are based on pressure drop
measurements. In converting pressure drop to solid fraction, it has been assumed that
pressure differentials are due entirely to solid hold up

SF AP
SF=

PsgAL

This relation neglects acceleration effects and wall shear stresses, which may comprise a
portion of the total pressure drop. Therefore, measured solid fractions are more correctly
defined as dimensionless pressure differences, which are equal to the true solid fraction in
the limit of negligible acceleration and wall shear.

Solid fractions are plotted versus the average of the heights of the associated pressure taps.

2.6.2 Heat Transfer Coefficients

Steady state heat transfer coefficients were calculated by measuring the bed temperature and
the wall temperature at steady state. Total power inputs were then computed by measuring
the voltage input to the heaters, and the heater resistances. A corrected power input to the
bed to account for heat losses through the back and sides of the bed was calculated by using
the calibration curve described earlier. For each run in which heat transfer data was taken,
temperatures at the top and bottom of each heater (total of six temperatures) along with the
bed temperature were recorded three times at steady state during a period of about five
minutes. The average of these temperature differences was then used in the heat transfer
coefficient calculations.
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While recording the temperature data, differential pressure data was taken utilizing the
computer based data acquisition system to allow correlation between Nusselt numbers and
average bed solid fraction. Immediately after bed and wall temperatures were recorded, total
voltage inputs and heater resistance's were recorded to allow determination of total power
input.
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3.0 EXPERIMENTAL RESULTS

This Section presents the results of the heat transfer experiments. For each heat transfer surface
configuration, measurements were taken at two solid circulation rates. The superficial velocity
for all tests was 1.5 m/s. No secondary air was used during the tests. The variation in average
solid fractions in the plots are due to the variation in the axial height of the heaters. Heat transfer
measurements were taken at heights of 41%, 64%, and 88% up the bed riser.

3.1 Flat Wall Tests

The heat transfer results are plotted as a function of the average solid fraction, (avg, at a given

height. The average bed solid fraction at a given height was obtained from the vertical pressure
gradient assuming acceleration and wall fraction effects can be neglected. Figures 3.1 through
3.3 depicts the results of the flat wall heat transfer tests. Figure 3.1 shows the heat transfer
results for the lower solids circulation rate while Figure 3.2 shows the results for the higher
solids circulation rate. The parameter 'a' shown in the legend is the coefficient to the least
squares curve fit to the square root function

h = aV/avg (1)

Representative error bars are shown on each plot. The error bars for the solid fraction represent
the standard deviation determined from the time varying pressure trace. The error bars for the

heat transfer coefficients represent the combined error from:

1. Error in bed and wall temperature measurements

2. Error due to change in resistivity of heaters with temperature

3. Error in voltage measurements
4. Error due to heat loss from the heat transfer panel

Figure 3.3 is a combined plot for all flat wall heat transfer tests plotted as a function of the

average bed solid fraction.
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Figure 3.3
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3.2 Ridge Spacing = 20 mm

Figures 3.4 through 3.6 depicts the results of the 20mm ridge spacing heat transfer tests. Figure
3.4 shows the heat transfer results for the lower solids circulation rate while Figure 3.5 shows

the results for the higher solids circulation rate. The parameter 'a' shown in the legend is the

coefficient to the least squares curve fit to the square root function

Figure 3.6 is a combined plot for all 20mm ridge spacing heat transfer tests plotted as a function
of the average bed solid fraction.
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Heat Transfer Coefficient vs. Average Bed Solid Fraction
20 mm Ridge Spacing
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Figure 3.6
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33 Ridge Spacing = 10 mm

Figures 3.7 through 3.9 depicts the results of the 10mm ridge spacing heat transfer tests. Figure
3.7 shows the heat transfer results for the lower solids circulation rate while Figure 3.8 shows

the results for the higher solids circulation rate. The parameter 'a' shown in the legend is the

coefficient to the least squares curve fit to the square root function

Figure 3.9 is a combined plot for all 10mm ridge spacing heat transfer tests plotted as a function

of the average bed solid fraction.
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Figure 3.8
Heat Transfer Coefficient vs. Average Bed Solid Fraction
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Figure 3.9
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3.4 Ridge Spacing = 5 mm

Figures 3.10 through 3.12 depicts the results of the 5mm ridge spacing heat transfer tests.

Figure 3.10 shows the heat transfer results for the lower solids circulation rate while Figure 3.11

shows the results for the higher solids circulation rate. The parameter 'a' shown in the legend is

the coefficient to the least squares curve fit to the square root function

Figure 3.12 is a combined plot for all 5mm ridge spacing heat transfer tests plotted as a function

of the average bed solid fraction.
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Figure 3.10
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Figure 3.11
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Heat Transfer Coefficient vs. Average Bed Solid Fraction
5 mm Ridge Spacing

5
Solid Fraction, %

3.5 Discussion of Results

3.5.1 Effect of Solids Circulation Rate

In all cases the increase in solids circulation rate resulted in higher average bed solids
fraction. It also resulted in higher heat transfer coefficients. Nevertheless, the heat transfer
coefficient dependence with solids fraction remained the same at the two solids circulation

rates. In other words, the coefficient of the square root curve fit did not vary significantly
from the lower to higher solids circulation rate. Table 3.1 shows the variation in the
coefficient. Figures 3.13 through 3.16 present comparisons of data taken at the two
different solids circulation rates.
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Test Case Coefficient for Low Coefficient for High Percent Deviation
Flux Case Flux Case

Flat Wall 77.8 83.7 7.6

20mm Case 84.2 81.2 3.6

10mm Case 102.5 104.8 2.2

5mm Case 102.4 105.4 2.9
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Figure 3.14
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Figure 3.16

'00

ýe
cli

E

-C

180 -

160

140-

120-

100

80-

60-

40-

Heat Transfer Coefficient vs. Average Bed Solid Fraction
Effect of Solid Circulation Rate (Ridge Spacing = 5mm)

O Gs = 27.3 kg/m2-s

* Gs = 20.3 kg/m2-s

o o

, O 0 0
o* o

Ott#

. . . . I a U I I I a I I

0.5 1 1.5 2
Solid Fraction, %

3.5.2 Effect of Bed Height

No influence of bed height on the heat transfer coefficient was evident in the data.

3.6 Effect of Ridge Spacing

The effect of ridge spacing is depicted in Figure 3.17. Values for the square root curve fit
coefficient are given in Table 3.2. Curves for the 5mm and 10mm ridge spacing cases are
nearly indistinguishable.
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Figure 3.17

^~~n

ýe
C%

E

zu

18

16

14

12

10

8

6

4

2

Heat Transfer Coefficient vs. Average Solid Fraction for
Various Test Cases

Solid Fraction, %

Table 3.2

Test Case Square Root Curve Percent Increase from Flat
Coefficient Wall Case

Flat Wall 81.0 ---

Ridge Spacing = 20mm 82.5 1.85

Ridge Spacing = 10mm 103.7 28.0

Ridge Spacing = 5mm 104.0 28.4

There was an increase in the square root curve fit coefficient for all cases, with a trend of
increasing coefficients as the ridge spacing decreased. The increase between the flat wall
case and the 20mm spacing case was very small indicating very little heat transfer
enhancement. There was a large jump in the coefficient between the 20mm spacing case
and the 10mm spacing case. This may indicate that the clusters which flow down the wall
stay at the wall for distances which are greater than 10mm but less than 20mm. The
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increase in heat transfer coefficient between the 10mm and 5mm case was small. This may
be due to a tradeoff between the decreasing time the clusters are at the wall and the
decreasing fractional wall coverage. The former effect increases wall to cluster heat transfer,
while the latter results in a decrease in heat transfer. If the clusters are separated from the
wall at each ridge, the mean residence time is reduced but the wall becomes bare and must
be recovered by fresh clusters from the core. This tradeoff will be discussed in more detail
in Sections 4 and 5. Note that the two closer ridge spacings gave a 20 percent increase in
the heat transfer coefficient over the smooth surface at a solid fraction between one and two
percent.

3.7 Effect of Ridges on Bed Hydrodynamics

Figures 3.18 and 3.19 show average solid fraction profiles for the four cases at the low and
high solids loading. Representative error bars are included on the flat wall case. The
profiles are in good agreement for all cases indicating that the ridges did not have a
significant impact on the overall bed hydrodynamics. Note that the ridges are only on one
of the four walls. If all sides had ridges, a larger impact may have been observed.
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4.0 HEAT TRANSFER MODEL

4.1 Convective Heat Transfer

The flow of the gas-particle suspension in the riser of fast fluidized beds is characterized by
dilute rapidly rising core and a dense annular region near the walls where the solid particles
congregate and fall as dense structures similar to waves of strands or streamers. Such
observations have been reported by many investigators [see for example, Weinstein et al. (1986),
Herb et al. (1989), Brereton (1987), Horio et al. (1988), Hartge et al. (1988), Bader et al. (1988),
and Rhodes et al. (1992)]. In the design of CFB combustors, the heat transfer mechanism from
the gas-solid suspension to the wall is strongly influenced by the dense down flowing wall layer.

This study concentrates on the heat transfer from particles very close to or in contact with the
wall, which is the dominant mechanism at moderate temperatures. In the wall region, at low bed
densities, the wall is alternately covered by high density clusters and a dilute phase. Within the
annular dense phase of a CFB, particles are observed to flow down the wall grouped into clusters

or streamers. The heat transfer may be treated as between a layer of particles which are initially
at the bulk temperature of the bed, Tb, and the wall at Tw. The thickness of the cluster layer has

been reported to be from about 1-2 mm for 60 micron FCC particles in a 15 cm bed [Bolton and
Davidson, (1988)] to as much as 10 mm for a the same particles in a 5 cm bed [Horio et al.,

(1988)]. Thus, it may be considered to be at least several particle diameters thick. For very short
residence times, the heat transfer from the particles to the wall will be controlled by the interfacial

or wall heat transfer resistance. If the particles touch the wall, the wall resistance should be the

same as that found for an emulsion layer in a bubbling bed [Decker and Glicksman, (1983)],

hWdp = 12 + 0.5 RePr (1)
kg

where the second term on the right hand side of Equation (1), which is due to gas convection

augmentation, should only be important for large particles and for beds at elevated pressures. If,
however, the particles are separated from the wall by a thin gas layer, then the added thermal
conduction resistance of the gas layer will reduce the value of hw. The magnitude of the effect

of the gas layer on the wall resistance will depend upon the thickness of the layer.

When the cluster is first in contact with the walls, the heat flux on surface area dA is
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dq= h, (TB- Tw) dA (2)

If the particle remains at an active heat transfer surface, the particle temperature will approach the

temperature of the wall, and the heat transfer rate will fall drastically. The influence of this on the

heat transfer rate is a function of the thermal properties of the particle layer at the wall and the

contact time for the particles at the wall. The former can be dealt with using conventional heat
transfer models once the contact time can be established.

For short intervals, only particles adjacent to the surface will change in temperature. The time

constant for a single particle can be found from an energy balance for that particle

3 2
Pscp,~dp dT 24 kf dp(TwTb (3)

6 dt d 4 (3

where the average conduction heat transfer through the gas between the particle and the wall is
24kf/dp times the projected area of the particle. The particle time constant becomes

2

r = P(4)P 36 kg

For typical fluidized bed particles with a mean diameter of 250 microns, the time constant will be
of order 0.1 seconds.

If the contact time is much less than the thermal time constant of the particle, Equation (1)
applies for the entire contact time. For time periods of order one third to one tenth the thermal

time constant, the particle temperature variation as given by Equation (3) must be included in the
heat transfer analysis. For contact times greater than one third the thermal time constant,
particles one or more rows removed from the wall become influenced by the heat transfer.

If radiation is neglected, heat transfer to the bed wall can be stated as an average of the heat
transfer from clusters and dilute phases (Subbarao and Basu, 1986):

h= fhe + (1-f)hd (5)
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where he and hd are the time-averaged heat transfer coefficients for the dense (cluster) phase and
the dilute phase, respectively, and f is the fraction of the wall covered by clusters (dense phase).
As the clusters move down the wall, they cool until they are shed and replaced by fresh material
at the bed temperature. Mickley and Fairbanks (1955) suggested that a cluster of particles at the
wall could be modeled as a homogeneous semi-infinite medium with an effective conductivity,
density and specific heat. For transient heat transfer between "packets" of particles which
remain at the wall for time t and then are displaced from the heat transfer surface:

(6)
q = AT tSt

This expression for heat flux can be used to define a heat transfer coefficient for transient
conduction within the dense phase (or emulsion phase):

kccEpdps(l- eC)
he= (7)

at

To account for the nonuniformity of particle packing near the heat transfer surface and the
contact resistance between the particles and the wall, Baskakov (1964) introduced an additional
"contact" thermal resistance between the wall and the packet:

1 bdp
RW = - (8)h W  kf

where 8 ranges from 1/6 to 1/12 for bubbling beds. The exact expression for transient

conduction from a semi-infinite body to a constant temperature surface with a series resistance is
complicated. However, experimental measurements (Gloski, Glicksman and Decker, 1984) have
shown that a close approximation to the actual heat transfer coefficient from a cluster, even at

short times, is given by assuming that these two mechanisms, the contact resistance and the

transient conduction to a homogeneous cluster of particles, act independently and in series with
each other:

he= ji-- + - [ + (9)
wh, he kk clc p P s 1 - Ed
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where the thermal conductivity of the cluster of particles can be calculated from the expression

developed by Gelperin and Einstein (1971):

kC= kf

kf
1+

(ks)
.18kf 0.638 f

s + 0.28s clk)
k, cl

(10)

Substituting Equation (9) into Equation (5) gives

-1S(11)

h= f 6 +a+(1-f)hd

4.2 Radiation

Heat transfer between the suspension and the wall as well as the core and wall takes place by

radiation as well as convection at fluidized bed combustor operating temperatures. Kobro and

Brereton (1986) measured heat transfer coefficients in a 2.5 MWth pilot CFB combustor at

room temperature (25 OC) and at a typical operating temperature (850 OC). Their data show that

radiation varied from about 50 percent of the total heat transfer at a low bed density (10 kg/m3)

to 25 percent or less at a higher bed density (80 kg/m3). Basu and Konuche's (1988) results are

in general agreement with those of Kobro and Brereton.

Radiation will act in parallel to the other forms of heat transfer. If the simplified model of a

contact resistance at the cluster-wall interface along with a transient heat transfer to a

homogeneous cluster of particles is used, there will be radiation as well as conduction from a

cluster to the wall. Thus hw is supplemented by a radiative wall-to-cluster component hr acting

in parallel,

hr= (T-T)(12)
+1 Tw -T,)ew 88) " '
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where Ts is the effective temperature of the cluster surface at any instant and es is the effective
emissivity of the cluster surface. As the cluster remains at the wall it will be cooled by both
conduction and radiation. Wall radiation will be more sensitive than wall conduction to any
temperature change since it varies as the cluster surface temperature to the fourth power. For
example, when the cluster surface adjacent to a water cooled wall is reduced from 800 oC to 600
oC conduction heat transfer is reduced by 30 percent while radiation is reduced by 55 percent.
For transient heat transfer through the cluster interior, radiation must also be considered. For
heat transfer effects which extend many particle diameters into the cluster, the radiation
contribution can be considered as an effective radiative conductivity kr which is add to kc given
above in Equation (10) [Glicksman and Decker (1982)]. kr can be approximated as

r= dpoT (13)

Radiation from the cluster covered wall area must be considered separately from radiation from
the bed to the portions of the wall covered by the dilute phase. In the latter case, the wall can
exchange radiation directly with hot particles at the core of the bed or with particles in the
intermediate temperature gradient zone found by Leckner (1991). hd in Equation (5) must be

replaced by the sum of dilute phase convection plus radiation. While the radiation from the

clusters to the wall decreases rapidly with cluster residence time, the dilute portion of the wall

continues to receive a high radiative flux from the core. Thus the total radiation heat transfer to
the wall will be a strong function of the fraction of the wall covered by clusters as well as the
mean time the clusters remain at the wall.

43 Overall Heat Transfer Model

Equation (11) can be rewritten to include the radiative terms

1 j-t

h=f h h (kc +kr) cpPs(1 le) '+(1-f)hd+hr(Tb (14)

Where hr(Tb) is evaluated from Equation (12) with Ts replaced by Tb, the bulk temperature in the
bed cross section. With kc fixed by ec according to Equation (10), and the surface emissivity
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fixed by Ec and material properties, Equation (14) has six parameters related to the bed

hydrodynamics which must be determined:

f: fraction of wall covered by clusters
8: dimensionless effective gas layer thickness between wall and cluster

t: time of contact between cluster and wall
Ec: void fraction of cluster

hd: dilute phase heat transfer coefficient
Es: effective emissivity of the cluster surface

4.4 Evaluation of the Heat Transfer Parameters

Since the heat transfer tests conducted in conjunction with this study were performed in a cold
scale model, only the first five parameters were evaluated. Radiation effects were considered to
be negligible. Lints (1992) has conducted an extensive study to determine reasonable values for
these parameters. In what follows, a brief summary of the parameters will be given along with
suggested values which are, for the most part, improved approximations based on more recent
experimental data and more a more thorough investigation of the hydrodynamics which control
each parameter.

4.4.1 Cluster Void Fraction

An extensive examination of the cluster void fraction has been conducted by Lints (1992).
Along with the examination of data in the literature, Lints used an impact probe to determine the
structure of particle clusters at the wall. The frequency of particle strikes on the impact probe
was used to determine the cluster solid fraction. In his analysis the cluster was assumed to be
homogeneous, and a least-squares fit to the data gave the cluster strike frequency per unit depth
of the probe. The cluster solid concentration was estimated by scaling those values using the
results obtained with a calibrated channel flow. Figure 4.1 shows the data and model (solid line)
of Lints plotted along with the data of Wu (1989), Dou (1990), and Louge (1990). All the data
were taken in beds with nearly the same diameter [Wu (D=0.152m), Dou (D=0.152m), Louge
(D=O. 192m), Lints (D=0.20m)]. Also shown is the correlation proposed by Tung et al. (1988)
(dashed line).

E(r) = .+ 0.191 (15)avg
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1 l > 0.75R

At r/R = 1, ed = •311E . This correlation was used by Lu et al. (1990) to determine the void

fraction in the cluster phase.

The cluster solid fraction appears to increase with average bed solid fraction. The functional
relationship developed by Lints (1992) which gives better agreement to the data than the
correlation of Lu et al., will also be used in this study:

0.5

cl avg

Figure 4.1
Cluster Solid Fraction as a Function of Average Cross Section Solid Fraction

(16)

O Wu (1991)
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4.4.2 Time of Contact Between Wall and Cluster

The renewal model for the clusters at the wall requires the mean time or renewal time of the
clusters at the wall to predict the heat transfer coefficient The discrepancy between the heat
transfer coefficient measured for very short and long active heat transfer surfaces is primarily
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due to the different contact time between the clusters and the active surface. In an actual

circulating bed combustor, the water cooled walls will, in all likelihood, be much longer than the

mean contact distance of a falling cluster at the wall. For long contact distances and times the

renewal or emulsion resistances will be larger than the surface resistance. It is important to be

able to predict the contact time in order to determine both radiative and convective heat transfer

between the walls and clusters.

There have been very few measurements reported in the literature of the mean time or distance of

a falling cluster at the wall. Bader, Findlay, and Knowlton (1988) measured a residence time of

salt tracer particles in a CFB which exceeded 15 seconds. One possible explanation of this long

residence time is the existence of one or more long periods of contact in the wall region between

periods of material recycle to the bed core. Rhodes, Mineo, and Hirama (1992) made high speed

video observations of the high density swarms along with a dilute phase. They found that the

downward velocity of the swarms was independent of the superficial gas velocity as well as bed

density. This is consistent with measurements made by Lints (1992). They determined the

length of swarms from the measured duration and velocity as observed under magnification.

However, given the limited field of view it is difficult to relate the swarm length to the mean

distance the swarms move before they were displaced from the surface; the measured value of

the swarm length reported appears to be smaller than the reported mean distances discussed

below.

Most of the reported values for the mean distance a cluster moves while it remains at the wall are

derived from the observed heat transfer behavior for different heat transfer lengths. When the

heat transfer coefficient decreased with vertical distance down the surface, it indicates that the

mean length is of the order of, or longer, than the heat transfer surface height. There is a

disagreement between the values derived from Wu et al. (1987), measured on a vertical

membrane wall which indicated vertical lengths greater than a meter, and Dou's (1990) results for

a smooth surface which derived mean values of the mean vertical length between 2.5 and 12.5

cm, varying linearly with the particle diameter. In a later study Wu et al. (1991) derived the

mean length by taking a cross correlation between two vertically separated heat transfer probes

with short time constants. The derived mean vertical length for a smooth surface ranged from

about 7 to 18 cm, with the length increasing with suspension density

0.596
L = 0.0178 Psup (17)

Rewriting in terms of the average solid fraction gives
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= (l )0.596
L = 1.95 1-0E.59

Ssusp

The authors caution that since the degree of cross correlation was low some of the data was
omitted especially at longer separation distances. They also made high speed video studies
which indicated that clusters on vertical membrane walls had much longer mean lengths than
those on smooth surfaces. They conclude that the mean length appears to be a strong function

of the particular surface geometry, which they recommended should be studied in more detail.

A study by Rhodes et al. (1992) tends to confirm that the cluster fall length increases with
increasing suspension density. Figure 4.2 shows the measured fall distances taken from the
Rhodes study compared with curve fit of Wu (Equation 18).

.luster Residence Length vs. Average Cross-Sectional Solids
Fraction

Average Bed Solid Fraction

The influence of surface geometry is borne out by the results of work previously done

[Glicksman, (1988)]. Visual studies indicated that the falling layer of clusters was disrupted and

displaced from the wall by very small steps in the bed wall, with step widths of the order of one

particle diameter. This may be important in resolving discrepancies such as those between Dou
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and Wu et al.; very minor roughness elements or misalignments in wall sections can

substantially alter the mean residence length. By the same token, if properly understood,

controlled wall roughness elements have the potential for enhancing the wall heat transfer.

Enhancement requires an adequate radial solids flux from the core to recover the wall with

clusters a short distance below the disruption. The wall geometry must also be designed to avoid

producing excessive erosion.

For the purposes of this study, the Wu correlation will be used with a modification based on the

results of Dou mentioned above that the fall distance is linearly dependent on particle diameter.

One would also expect that the fall distance would not be simply a function of the average bed

density since when constructing cold scale models such a correlation would predict the same

cluster fall length in each bed. For small scale models, this would indicate that a cluster could

fall the entire length of the bed without leaving the wall. Visual observations of scale mode

fluidized beds have indicated that this is not realistic. The correlation used was:

L= 1.95 - a 0.596 (18a)

where the particle diamter of Wu was 171 microns. The line on Figure 4.2a shows the Wu

correlation as modified by Equation (18a) for the Rhodes data. While the chi-squared goodness

of fit curve improved by a factor of 3 (300 percent), the amount of data available is sparse and

more studies need to be undertaken to better quantify this parameter.
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Figure 4.2a
Cluster Residence Length vs. Average Cross-Sectional Solids
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The time the clusters are at the wall can be defined as

L
t=-

VC

assuming that the cluster velocity remains approximately constant.

0.012

(19)

The equation governing the motion of a cluster, considered as a horizontally aligned cylindrical

body of unit length and diameter dc neglecting any special interaction between the wall and the
cluster is

1ad 2 dVP =. dd(1 2) 1pdP 2cpf)g (20)

If the cluster is considered to be a sphere the equation of motion is

pd 3c V= -C,2dX V2 + IXd 3(pc -p)g (21)

598

I

·I

--

U.UZ

I
* *

I



2
V

Scaling the time derivatives as , the nondimensional form of Equations (20) and (21) read:

2 Pf dcg (P - Pf)
=- -C, + p (22)

P Cp V V2  PC
C

and

3 Pf dog (P(CPr)1 ='--C D +- - + Pc (23)
4 Dcp V2  PC

respectively.

Assuming that the cluster drag coefficient is a function of the Reynolds number based on cluster
diameter, and that the cluster density is much larger than the gas density, the following
nondimensional groups appear as controlling parameters.

Pc gdc VedcPf[, , (24)
pf V2 2

C

Defining the cluster density as

Pc =Ps(1-E) (25)

the controlling nondimensional groups are

Ps gde VcdcP (
Pf V2  %C

C

If the structure of the cluster is cylindrical and approaches the wall with negligible velocity in the
axial direction, a first order approximation of the cluster velocity can be found as:
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4 dc Pc
-- +

t
V- 2Y7

c= CD dcPf k

The video recordings of Marzocchella et al. (1991) show that shape deformations and surface
perturbations of clusters of solid particles were similar to deformations and perturbations which

precede shattering of drops. Following their development and assuming that the cluster behaves

as an impermeable continuum, shape deformations are related to the non-uniform aerodynamic
pressure profiles set-up in the surrounding gas (Lane, 1951). A front wave perturbation can be

due to Taylor interface instability (Taylor, 1950). Aerodynamic forces which govern the shape
deformation of the cluster are proportional to pgV 2 (Hinze, 1955), and gravity forces

determining front surface perturbations are a function of g(pc - pg)dc (Clift, 1975).

Internal flows initiated by the deformation of the cluster set up viscous stresses, t. If Hinze's

analysis is applied to the case of a cluster, internal flow velocities are of the order of

(28)

and the viscous stresses counteracting r are of order

tc ' (29)
de \i Pc

where -t is the acting stress. The ratio of acting to counteracting forces is then

(30)

dC PCd, V Pc

Depending on the forces controlling the break-ui mechanism, the group yields two

dimensionless numbers:
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2
PgVca d cV1. 2 v --- (31)

.c g Pg _C

dcV Pc

Here, the aerodynamic forces control cluster breakup.

2. = V g (p-p) Pde (32)
Ie g C~

Here, surface perturbations control cluster breakup.

From (31),

d t (33)
d V, PcPg

assuming that aerodynamic forces control cluster stability. Substituting Kynch's (1956) model
for viscosity of dilute systems with first-order interaction effects gives:

f 1 + 2.5ac + 7.52 + Oa 3

de ~ (34)
V·c, p (ac)P

Equation (34) indicates that the cluster diameter depends on the cluster voidage, the fluid
viscosity, the cluster/fluid slip velocity, and the solid and gas density. It should be noted that for
higher solids fraction within the cluster, the equation for the apparent cluster viscosity merely
becomes a more complex function of the cluster voidage [Happel and Brenner (1963)], and does
not change the parameters which govern the cluster diameter as predicted by Equation (34).

If gravity forces control cluster deformations, Equation (32) gives

2

dc ~( gPc Pg (35)
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Again utilizing Kynch's apparent viscosity equation:

.2/3

PLf 1 + 2.5ac+7.5a +Oa3) (36)
dc ~ (36)

or

2/3

d tff1+ 2.5ac + 7.5a + OE)

dc ~ Psac(37)

Equations (34) and (37) may prove useful in determining critical values for the dimensionless
parameter governing cluster breakup.

Table 4.1 shows typical wall cluster and bed parameters. The cluster data was taken from
Rhodes (1992). Equation (27) does remarkably well in predicting the cluster fall velocity
utilizing the experimentally determined cluster diameter. If cluster breakup in Rhodes' bed was
governed by surface instabilities, the critical value for the dimensionless interface instability
[Equation (32)] is 92000. If the cluster breakup is governed by aerodynamic forces (expansion
of the cluster), the critical value for the dimensionless aerodynamic forces [Equation (31)] is
7725.
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Table 4.1

Parameter F Equation or Source Value

Particle Density Rhodes et al. (1992) 2456 kg/m3

Average Bed Solid Fraction in Various Researchers 0.01

Upper Region
112 0.10

Cluster Solid Fraction = av1 0.10

Lints (1992)

Cluster Apparent Viscosity Rac +7. + 2.44E-5 kg/-s
Ro c c c

Kynch (1956)

Cluster Diameter Rhodes (1992) - 2 cm

Horio and Kuroki (1994)

Cluster Duration Time at Wall Rhodes (1992) 0.08 s

Cluster Drag Coefficient CD = 1 + 10Red, 2/3  1.12

White (1975)

Cluster Velocity Equation (27) 0.54 m/s

[Measured by Rhodes (1992)] [0.3 - 0.4 m/s]

Critical Value of

Dimensionless Parameter for d - d 92000

Surface Perturbation tc\ C gp C

Controlled Cluster Breakup

Critical Value of

Dimensionless Parameter for dcVV, 7725

Aerodynamically Controlled Pc

Cluster Breakup
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From the visual study of Rhodes (1992) and from visual observation made during the course of
this study, it appears that the clusters at the wall of a CFB are broken up by surface instabilities
as opposed to aerodynamic forces which effect the cluster expansion ratio. If this is the case,
estimations for the wall cluster size can be made utilizing Equation (32) with a critical value of
92000.

Horio (1992) has observed that clusters in the dilute core region of a CFB tend to get smaller
with an increase in superficial velocity, all other parameters remaining constant. Assuming that
an increase in superficial velocity corresponds to an increase in cluster slip velocity, this suggests
that cluster size in the core region of a CFB is determined from a balance of aerodynamic and
internal viscous stresses as given in Equation (31). Consistent with Equation (31) as the cluster
slip velocity increases, the cluster diameter should decrease if all other parameters remain
constant.

During the tests to determine the relationship between cluster diameter and superficial velocity,
Horio et al. noticed that the cluster voidage seemed to increase with increasing superficial
velocity -although the trend was not consistent for all cases. If the voidage did increase, the only
other parameter in the surface perturbation equation [Equation (32)] which could compensate to
keep this dimensionless group constant is the cluster apparent viscosity. The cluster diameter
appears to a be a strong function of superficial velocity [Horio (1992)]. In their experiments,
when the superficial velocity increased by a factor of two, the cluster diameter decreased by
about a factor of four, and the cluster voidage increased by 20 percent. For the dimensionless
parameter in Equation (32) to remain constant, the cluster viscosity would need to decrease by a
factor of ten. The Kynch (1956) equation only predicts a decrease by a factor of 1.7. This
indicates that this parameter does not adequately describe the force balance for a cluster in the
core of a CFB.

If the same analysis is applied utilizing Equation (31), for a factor of two increase in gas
superficial velocity [assuming the cluster slip velocity changes by about the same factor; a
supposition supported by the data of Arena et al. (1992) and Horio and Kuroki (1994)], the
change in apparent viscosity need only change by a factor of two. The Kynch equation predicts
a change by a factor of 1.7. Considering the uncertainty in the cluster diameter measurements
and error inherent in the viscosity calculation, Equation (31) appears to do a satisfactory job in
describing the force balance on clusters in the core of CFB.
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Table 4.2 presents data of Horio et al. (1992) which was used to calculate the critical value of the

dimensionless parameter which governs cluster size in the core of a CFB [Equation (31)]. From

the limited data available, a value on the order of 1500 can be used to determine cluster velocities

in the core of a CFB.

Table 4.2

Parameter Equation or Source Value

Particle Density Horio and Kuroki (1994) 1780 kg/m3

Average Bed Solid Fraction in Horio et al. (1992) - 0.01 - 0.03

Upper Region ...

Cluster Solid Fraction c = eav Lints (1992) 0.10 - 0.17
009c avg- 0.25

Measured (Horio et al. 1992) 0.09- 0.25

Cluster Apparent Viscosity Rc 2 + 7.52.E-5 - 3.8E-5 kg/m-s
-= 1+2.5cz + 7.5ac + OjczJJ

C10 C j

Kynch (1956)

Cluster Diameter Horio and Kuroki (1994) 0.05 - 2.5 cm

Cluster Drag Coefficient CDC = 1 + 10Red 2/  1.1

White (1975)

Cluster Slip Velocity Horio and Kuroki (1994) 0.0 - 0.6 m/s

Equation (25)

Critical Value of

Dimensionless Parameter for dcVc ~ 1500

Aerodynamically Controlled cPC

Cluster Breakup ...

Returning to the discussion of the cluster fall velocity at the wall of a CFB, if the cluster is

assumed to have a diameter typical of that in a circulating bed (about 2 cm, Rhodes (1992)), and

is assumed to behave as an impermeable cylinder or sphere, the drag coefficient is nearly

constant over typical CFB conditions (see Figure 4.3). Both drag correlations were taken from

White (1974).
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Figure 43
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This suggests that the cluster velocity is only a function of the cluster voidage, the solid density,
and the gas properties [see Equation (26)]. Assuming that measurements are taken in cold beds
where the gas properties are air at ambient conditions, the cluster velocity will only vary with the
cluster voidage and the solid density since the gas properties are constant. Additionally, in
Section 4.4.1 it was shown that the cluster voidage scaled as the square root of the average bed
voidage; this allows one to write the cluster velocity as a function of the solid density and the
average bed voidage.

The next series of plots are included to provide an indication that the dimensionless groups
identified in Equation (26) as the controlling parameters for cluster motion at the wall of a CFB
are, in fact, correct. From (26) or (27),

V ,= f (dc, ps pfc, CD , t) (38)

Figure 4.4 shows the cluster velocity measurements made by several researchers as a function of
bed diameter. As expected, no clear trend is evident.
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Figure 4.4

Bed Diameter, m

Figure 4.5 shows the cluster velocity as function of superficial velocity. No trend is apparent.

This is consistent with other researchers (Lints, 1992, Wu, 1991). This provides another

indication that Equation (33) is not the correct functional relation for the cluster diameter since as

the superficial velocity increases, the cluster slip velocity increases if the downward cluster

velocity remains nearly constant. However, if Equation (33) is substituted into Equation (27),

one would predict that the cluster velocity is a function of the cluster slip velocity, which is not

supported by Figure 4.5.
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Figure 4.5
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Figure 4.6 shows the cluster velocity as function of average solid fraction. The only clear trend
in the cluster velocity as a function of average bed solid fraction occurs with the data by Wirth et
al. (1991). There are not enough points to discern a trend from the other two sets of data. It is
clear from Figure 4.6 that solid density does have an impact on cluster fall velocity. The
magnitude of the cluster velocity tends to decrease with decreasing solid density at a given
average bed solid fraction.

Equation (27) does predict that the cluster velocity is a function of average bed solid fraction
since the cluster solid fraction was found to be a function of the average bed solid fraction. The
solid line in Figure 4.6 is the predicted trend in cluster velocity as a function of average bed solid
fraction determined from Equation (27) assuming a cluster diameter of 2 cm, time at the wall of
0.08 seconds [from Rhodes (1992)], and a particle density of 2500 kg/m3. It is evident from
Figure 4.6 that the predicted effect of the average bed cross section solid fraction is very weak.
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Figure 4.6
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Figure 4.7 shows the cluster velocity as a function of particle diameter for particle densities

which were in the range of 2350-2600 kg/m 3. It does not appear that the particle diameter has a

significant impact on cluster velocity. Marzocchella et al. (1991) also found this to be the case

when determining fall velocities of cylindrical clusters of known initial diameter and length. The

characteristic fall velocities were on the order of that for a solid horizontal cylinder with a density

equal to the particle density times the cluster solid fraction and a diameter equal to initial cluster

release diameter (3.2 cm). The magnitude of the cluster fall velocity depended on particle

diameter only insofar as the interparticle forces changed when there was an extreme change in

particle diameter. This affected the cluster breakup mechanism and, therefore, the maximum

velocity the cluster achieved before breakup. If the particles were in the same Geldart particle

classification group, they predicted there would be no change in cluster fall velocity.
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Cluster Velocity Near the Wall vs.Particle Diameter
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Figure 4.8 shows the cluster velocity as a function of solid density along with a linear least
squares fit of the data. While not strong, there does seem to be a trend towards a higher
magnitude of cluster velocity with increasing solid density.
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Figure 4.8
Cluster Velocity Near the Wall vs. Solid Density

Solid to Gas Density Ratio

For the purposes of this model, since the functional relationship between the cluster velocity and

average bed solid fraction is not clear or strong, the cluster velocity will only be correlated with

the solid density. The correlation should be used with caution since one would predict that the

average bed solid fraction should have an impact on the cluster velocity based on Equation (26).
Figure 4.9 presents the results of a linear least squares fit which resulted in the following

correlation:

1/3

V c 0.01 Lf
PC( 9o1C ( P

(39)
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Dimensionless Cluster Velocity vs. Solid/Gas Density Ratio
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If Equation (32) at its critical value is substituted into Equation (27), the equation for the velocity

of a wall cluster is:
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(40)

Figure 4.10 shows the same data if the relation between the cluster velocity and the solid density

ratio is assumed predicted by Equation (40). The average cross-sectional solid fraction was

assumed to be 0.01, and the time of contact at the wall was taken from the study of Rhodes

(1992) (0.08 seconds).

Figure 4.10 shows that the Equation (40) predicts that the cluster velocity is a very weak function

of the solid density. This is consistent with the findings of Lints (1992). Equation (40) also

predicts that the magnitude of the cluster velocity has a constant value of about 1 m/s. This is of

the same order as nearly all experimental data. Both curve fits [linear least squares and

Equation (40)] have nearly the same value of the chi-squared goodness of fit parameter. While

neither of the curve fits have a particular advantage, Equation (40) has more physical

significance. Therefore, Equation (27), with the cluster diameter determined from Equation (32)

(with a critical value of 92000) will be used as the basis for the determination of the cluster

velocity. The residence time of the cluster will be determined using Equation (19).
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Figure 4.10
Cluster Velocity vs. Solid Density (Equation (40) vs.
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Finally, Figure 4.11 shows the variation in cluster velocity with the time at the wall. There is a

significant deviation in the cluster velocity over the range of time used in the plot. In the range

most often cited by authors (0.05 to 0.15 seconds), the predicted cluster velocity range is -0.33
to -1.0 m/s; values typically measured in CFB's.
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Figure 4.11
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Cluster Velocity Near the Wall vs. Time at the Wall

Time at Wall, s

Glicksman (1988) has proposed a model for the cluster velocity in which the cluster is taken as a

sheet N particle diameters thick. The sheet is accelerated by gravity down the wall and retarded

by shear at the wall and at the interface with the up-flowing core. Assuming the sheet moves as a
rigid body, the equation of motion for a sheet of unit depth is

d2X
M d = Mg - w - er
dt

with the mass per unit of wall perimeter given as

(41)

M= Ps(1 - ,)Ndpdx (42)

When the particle layer is less than the viscous sublayer, the wall shear will be the controlling
flow resistance.
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The maximum velocity of the falling particles occurs when the weight of the sheet equals the
shear stress at the wall. Taking the shear stress as laminar then it is proportional to the relative
velocity

dx
,i = cv = c (43)

the maximum fall velocity is then

MgV =  (44)

Equation (41) can then be written as

d2x  Mg dxM = Mg--- (45)dt2  Ve dt

The solution of Equation (45) with an initial condition of zero velocity at time zero is

V= Ve [1 - eS-I X] (46)

where the maximum fall velocity can be found if the wall shear and the average thickness of the
sheet of particles is known.

Glicksman (1988) measured a maximum fall velocity of between 1.2 to 2 m/s. Equation (46)
was shown to give reasonable estimates of cluster fall velocities by Lints (1988). If a value of
1.5 m/s is used for Vmax, Figure 4.12 shows the predicted velocity time curve using Equation
(46) and also that predicted by Equation (40). The two equations are in remarkable agreement in
the area of interest (between 0.05 and 0.15 seconds). This indicates that either equation can be
used in order to estimate the cluster fall velocity. Equation (40) has the advantage that the
maximum fall velocity is not required.
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Figure 4.12
Cluster Velocity Near the Wall vs. Time at the Wall

Time at Wall, s

It is evident that because of the significant impact of the time the cluster is at the wall on the

cluster fall velocity, this parameter needs to be investigated further in order to provide better input

into the cluster velocity model.

Effective Gas Layer Thickness Between Wall and Cluster

The gas layer thickness between the wall and the cluster was investigated in detail by Lints

(1992). Lints used an impact probe to determine the standoff distance to the first layer of

clusters. He found that the gas layer is actually a dilute gas/solid suspension which has nearly

the same thermal conductivity as the gas alone. Figure 4.13 shows a plot of the gas layer

thickness nondimensionalized by the particle diameter for a variety of operating conditions. The

least-square power curve fit to the experimental data gave the expression:

(46)-0.59
8 = 0.0282 a avg
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where 8 is the gas layer thickness nondimensionalized by the particle diameter. Lints found that
8 ranged from about 0.2 to 1, and tended to increase with increasing superficial gas velocity and

decrease with increasing average bed density. For an extensive discussion of the measurements
of the gas layer thickness, the reader is referred to Lints (1992).

Figure 4.13
Thickness of Gas Layer Between Cluster and Wall
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One possible cause for the gas layer thickness is lift forces which arise from the movement of
particles in a shear flow. The equations of motion for a dense particle moving in a shear flow
when the main flow is directed vertically upwards are:

In the streamwise direction
4ax 3 du 4 3 f g  (48)
3 P d P = -6dP (u, -u 3) - d , -(48)

In the transverse direction
2 1

4a 3 dv, d dui
dp pP dt = -6ndp (s)- 6.46 -ufdy

V2

618

(49)

2

~1.6

81.4.
E-1.2

c1

00.8

00.6
..0

S0.4

Q 0.2

0



Equation (48) is a force balance on the particle in the direction of flow (x-direction) where x is

positive upward. Equation (49) is the force balance in the y-direction, y being taken as zero at

the wall, increasing positively toward the center line of the channel. The subscripts s and f refer

to the particle and fluid respectively. The first terms in on the right hand side of both equations

are Stokes friction force terms. The second term in Equation (48) is the gravitational term,

negative for upward flow which was assumed here. The second term in Equation (49) is

Saffman's (1965,1968) shear-flow lift term, which is negative (toward the wall) when the particle
velocity in the positive x-direction (upwards) (us) is greater than the local stream velocity (uf).

In viscous motion through a stagnant fluid in the absence of external forces, the Stokes drag is

the only force acting on the particle. However, the viscous sublayer is not stagnant. It is

characterized by very steep velocity gradients. A sphere in a viscous shear flow experiences lift

force in the direction of higher slip velocity. This has been demonstrated by many investigators

in various types of flows such as liquid/solid (Segre and Silberberg, 1962), gas/solid (Lee and

Durst, 1982), and gas/liquid (Charles and Okinowo, 1974). The Saffman lift force has proved to
be successful in aiding in the prediction of particle deposition rates to the walls of dilute
pneumatic lines.

Most researchers who considered the possibility of the shear-flow lift force causing radial
migration were reluctant to accept it on the ground that the magnitude of the lift force was too
small to produce such an effect. If the expression derived by Saffman (1965) for the lift force
experienced by a small sphere moving in an unbounded viscous shear flow is used

6.46(us- uf)d ( du (50)FL= 0.5 dy(5

the ratio of the shear lift flow force to the Stokes drag force is

IFLI 6.46(us-uf)dp duf 05

I Fs 6 ov05 (v,) dy(51)

Looking at Equation (51), in a viscous sublayer, even if the axial particle/gas slip velocity is not
large in that region, the ratio of the axial particle/gas slip velocity to the particle transverse
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velocity may be significant yielding a significant ratio of FL to Fs and having a measurable effect
on particle motion.

Saffman (1965) and McLaughlin (1991) considered the lift force acting on a small sphere in an

unbounded linear shear flow. Cox and Hsu (1977) used the theory developed by Cox and
Brenner (1968) to obtain analytical expressions for the migration velocity of a particle
sedimenting parallel to a vertical wall. Their results are valid provided that the Reynolds number
based on the distance to the particle from the wall and a characteristic flow velocity is small

compared to unity. This assumption implies that the wall lies within the 'inner' region of the
particle disturbance flow. Vasseur and Cox (1976) used the Cox-Brenner theory to obtain

numerical results for the inertial migration velocity of a sphere sedimenting between two vertical
walls.

Relatively little information is available about the situation in which the wall lies in the outer

region of the disturbance flow. Vasseur and Cox (1977) removed the restriction Rel << 1, where
I is the distance between the particle and wall, for the case of a particle translating through a

stagnant fluid next to a single planar wall or between two parallel walls. The only restriction in
their analysis is that the Reynolds number based on the sphere diameter and the sedimentation
velocity of the sphere should be small compared to unity.

Drew (1988) extended Saffman's analysis by including the effects of a distant wall. Drew
assumed that, to zeroth order in inertial effects, the sphere moves parallel to a rigid flat wall. He

further assumed that a << 1, where a is the sphere radius and I is the distance between the center

of the sphere and the wall, so that the sphere may be treated as a point source acting on the fluid.

Finally, he assumed that the sphere was sufficiently far from the wall that inertial effects were of

the same order as viscous effects when the distance of the sphere was of order I. With these

assumptions, he argued that the wall effects could be obtained by solving a fourth-order ordinary

differential equation for the Fourier transform of the disturbance to the normal component of

velocity due to the presence of the wall. Drew solved the ordinary differential equation by
numerical means.

Assume that a rigid sphere is located at the origin of a Cartesian coordinate system and that, in
the absence of the sphere, the velocity profile is v, = Gxe3, were e3 is a unit vector in the z-

direction and G is the shear rate of the undisturbed flow. A planar, rigid wall is located at x=-l

and it is assumed that the sphere moves parallel to the wall at velocity -urele3 (urel is the
velocityof the sphere relative to the undisturbed fluid). In this frame of reference, the wall moves
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at velocity -Gle3. It is required to derive an expression for the x-component of the force acting
on the particle. It is convenient to pose the problem in a frame of reference moving with the
particle so that the fluid velocity field is time-independent. There are two different ways of
justifying the assumption of time-independent flow. One may assume that a force equal and

opposite to the lift force acts on the sphere and prevents it from migrating. An alternative is to
assume that the migration velocity is very small in comparison with the sedimentation velocity so
that one can treat the problem as quasi-steady. This assumption can be verified in a self-
consistent manner.

The fluid surrounding the sphere is incompressible and Newtonian. When written in terms of
the disturbance velocity created by the sphere, v, and the disturbance velocity in the x-direction,
the Navier-Stokes equation takes the form [see Saffman (1965) or McLaughlin (1993)]

v Vv + (u + ox)- + Gve= -V +vV

The boundary conditions on v are that it must vanish at infinite distance from the sphere and it
must be consistent with rigid no-slip boundary conditions on the surface of the sphere.

Even though ReG and Res are small compared to unity, at sufficiently large distances from the
sphere, inertial effects are comparable in magnitude to viscous effects. In this outer region, the
Navier-Stokes equation may be approximated by

u,, + Gx) + Gve 3 = -V p+vV'v - _ r) (52)

where r denotes the position vector of a point in the fluid and F denotes the force exerted by the
fluid on the particle to zeroth order in inertial effects, F = 6xpauje3, were a is the sphere radius.

The disturbance flow velocity field is assumed to be incompressible:

V v = 0 (53)

McLaughlin (1991) considered the case of sphere translating through an unbounded fluid. In
this case, one assumes that the disturbance flow vanishes at large distances from the particle

v = 0, r= oo (54)
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McLaughlin (1991) showed that the migration velocity in the x-direction, um, may be expressed
as follows:

Urn = (53

where

s - 2s (1 - s2)coss -2 s3(1 - s 2cos 4A 3 2A2

-( 4sA3 ]o·

Ba2
eWAM~dsd+

(56)

A = s + s(1 - s2)cos (+)t +

s

Re2G
Re,

Gd
ReG =

V

Re, =

In the above equations, s = cosO and ý and 0 denote the angular coordinates of a spherical

system in Fourier space.

For large e, with an error of order 1/0, J may be approximated by

J = 2.255 0.6463
E2 (57)
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For e = 1, the error involved in using the asymptotic formula to compute J is 3.4 percent and the

error involved in using the asymptotic formula to compute the difference between J and

Saffman's value for J (2.255) is 7.7 percent.

The lowest-order corrections are of order E5. At intermediate values of e, J must be evaluated by

numerical integration, and the results are tabulated by McLaughlin (1991).

The lift force is related by the migration velocity, um, by

FL = 63xpaum (58)

Some insight into the origin of the inertial lift force may be obtained by considering the

characteristic scales of the problem and the relative importance of the convective and viscous
terms. Two lengths of interest are the Stokes length, Ls = v/urel, and the Saffman length,

LG = (). Fore >> 1, Ls >> LG and, fore << 1, Ls << LG. For small values of ReG and Res,

the viscous term in (51) is small compared to the convective terms provided that the distance

from the center of the sphere, r, is small compared to both LG and Ls.

If E >> 1, the case considered by Saffman, inertia will become significant when r - LG. For

distances of this order, the terms v -Vv and u,, - may be neglected in comparison with the

terms involving G. In fact, the terms involving G remain dominant at distances that are large

compared with LG. As shown by Saffman, the lift force is caused by a transverse component of

the disturbance flow that originates at distances of order LI. The form of the lift force can be

guessed on the basis of dimensional analysis guided by this intuitive notion. It is plausible that

the inertial migration velocity should be proportional to urel and that it should involve LG. Thus

one might guess that the inertial migration velocity should be proportional to = u.a .

To obtain the lift force one uses (58).

When e << 1, the Stokes length is small compared to the Saffman length. For distances from the

sphere, r, satisfying r ~ L,, the term involving urel in (51) is comparable to the viscous term. In

addition, the term involving urel is larger than the other convective terms. Thus, for distances
satisfying r << LG/E, the disturbance flow should be well approximated by axisymmetric Oseen

flow. Since there is no lift in an axisymmetric flow, it is plausible that the lift force should be

very small compared to the Saffman lift force, which ignores the convective term involving urel .
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The terms involving G in (51) become large compared to the terms involving urel for r >> LG/E.

However, the disturbance flow has decayed to very small values at such large distances. The

above estimates do not apply in the Oseen wake. Within the Oseen wake, the terms involving G
in (51) are comparable in magnitude to the terms involving Urel at points satisfying r ~ - 3LG.
However, inertial effects will only become important for r - LG within the wake.

McLaughlin (1993) determined the influence of the wall on the inertial migration velocity on a
sphere by deriving a solution for the partial Fourier transform the disturbance flow

Um= Um + U, (59)

In (59) v' denotes the inertial migration velocity of the sphere in an unbounded fluid. For large

values of 1*, L one may obtain an analytical expression for the wall contribution to the

migration velocity

- 0.2855aurei(G)
uW s (60)

13

The sign of uw indicates that the wall exerts an attractive force on the sphere when the product

vrelG is positive and repulsive force when vrelG < 0. This appears to be inconsistent with Drew's
(1988) numerical results for e = oo. Drew states that, when vrelG is positive (so that the particle

experiences a lift force that points away from the wall), the wall disturbances tends to increase

the magnitude of the lift force for 1* >> 1. However, McLaughlin's analysis indicates that the

reverse is true.

In the weak shear limit, e << 1, the disturbance flow is well approximated by the Oseen
LG

differential equation for distances r satisfying a << r << . Vasseur and Cox (1977) have

shown that, in this case, the sign of u' is always positive. The physical mechanism is that, as

the sphere translates parallel to the wall, it displaces fluid laterally and the wall creates a
counterflow that pushes the sphere away from the wall. For e << 1, the asymptotic result applies

only for 1.= O 13). For values of 1l that are order unity, one must evaluate the wall induced

contribution to the lift force numerically.
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In order to facilitate comparisons with the results for the migration velocity in an unbounded

fluid and the disturbance flow in an unbounded fluid, the non-dimensional quantity J will be

used:

j =. 2 xr2(2 u m
3 kGV)auft

and

J = J"u + w

(61)

(62)

where the superscripts u and w denote the values in an unbounded

contributions, respectively.

fluid and the wall

Figure 4.14 shows the values of J versus 1* for e = oo, as predicted by McLaughlin's results.

The predictions of the Cox-Hsu theory for small values of 1* are also plotted.

Figure 4.14
Comparison of McLaughlin and Cox-Hsu Theory, Large E
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Cox and Hsu (1977) considered the problem of a small sphere sedimenting in a vertical

parabolic flow next to a vertical rigid wall. They considered three cases: a non-neutrally

buoyant sphere in a strong shear flow; a non-neutrally buoyant sphere in a weak shear flow; and

a neutrally buoyant sphere. The first two cases are relevant for the comparison with the case of

particle settling near the wall of a CFB. The Cox-Hsu theory provides the following expression

for the inertial migration of a non-neutrally buoyant sphere in a vertical linear shear flow:

2
U=3 au 11 Gaul (63)

-32 V + 64v (63)

This result is valid provided that a <<1<< min (LG, L,). In other words, the wall is assumed to

lie within an 'inner' region where inertial effects are a small perturbation of the Stokes equation.

If (63) is written in terms of the 'outer' coordinate 1*, one obtains

J=! + 1.(64)

In the strong shear limit (e >> 1) the second term dominates.

McLaughlin's results should reduce to the Cox-Hsu result for sufficiently small values of 1*.

The Cox-Hsu theory treats the particle as a point force acting on the fluid (for non-neutrally

buoyant particles). Furthermore, the nonlinear term in the Navier-Stokes equation may be

approximated by (52) to leading order for r >> a, where r is the distance from the center of the

particle. The primary difference is that, within its domain of validity, the Cox-Hsu theory treats

the nonlinear term as small compared to the viscous term so that ordinary perturbation methods

may be used to obtain the leading-order result. Cox and Hsu divide the flow field into inner and

outer regions on the basis of whether the distance from the sphere is comparable to the sphere's

radius (the inner region) or whether the distance from the sphere is comparable to the distance of

the sphere from the wall. In both regions, the inertial terms are small compared to the viscous

terms. In the outer region, the sphere is treated as a point force to leading order. Cox and Hsu

show that the leading contribution of the lift force comes from the outer region. All terms in
(51) are treated in their analysis. However, the term v - Vv contributes at a higher order in the

ratio all than the other terms. Thus, to leading order, the nonlinear term may be treated as in (52)
and McLaughlin's results must reduce to the Cox-Hsu theory for sufficiently small values of 1.
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In figure 4.14, for E = oo, J converges to the Cox-Hsu for small values of 1*. In figure 4.15, the
ratio of the computed value of Jw to the power-law value (eqn. 60) is plotted versus 1* for v = 0oo

For values of E > 1, the power-law formula gives estimates for Jw that are accurate to within 25

percent for 1* > 10.

Figure 4.15
Comparison of Asymptotic and Exact Solution, Large E

1.8

1.6

1.4

1.2

0.8

0.6

In figure 4.16, the values of J determined from McLaughlin's theory are plotted versus 1* for e =

1. The computed results agree well with the Cox-Hsu theory for small values of 1*.
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Figure 4.16
Comparison of McLaughlin and Cox-Hsu Theory, e = 1

For small values of e, the Cox-Hsu theory is valid only for 1* << e. Within its small region of

validity, the Cox-Hsu theory predicts that the shear contribution to the lift is unimportant. For
1

Re << 1 << 1, the Vasseur-Cox (1977) theory should provide a good approximation to the

inertial migration velocity. Figure 4.17 compares the computed results of McLaughlin to the
results predicted by the Vasseur-Cox theory for e = 0.2.
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Figure 4.17
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Comparison of McLaughlin and Vasseur-Cox Theory, e = 0.2

Values of J are given in tables 1 and 2 of McLaughlin (1993) for several values of E. For values

outside the range given in the tables, the asymptotic results of Saffman, Cox and Hsu, Vasseur

and Cox, and McLaughlin give good approximations. For values of 1* larger than 5, the large-
distance form of (60) may be used to estimate Jw for e > 1. For small values of e, wall effects

are small enough to be negligible for most purposes when 1* > 5.

By combining the results of McLaughlin with various asymptotic limits, approximate fits to the

lift force on a particle moving near a solid boundary for conditions found in a CFB can be

constructed. Equations (48) and (49) were solved numerically for conditions for typical CFB

conditions assuming the particles at the edge of a downward flowing cluster behave as individual

particles and using the combinded McLaughlin/Cox-HsulVasseur-Cox/Saffman method
outlined above. (48) and (49) were also solved assuming e >> 1 (Saffman's case). Figure 4.18

shows that modifications due to the presence of a wall have significant effects on the trajectory

of the particle.
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In summary, to solve for the particle trajectory as it enters the viscous sublayer near the wall,
equations (48) and (49) are solved simultaneously. The expression for the shear lift force,

represented by the second term on the r.h.s. of (49) is determined as follows:

ft = 9d (uPu,)p - uG O.5

where J is found from:

Region Investigator J~u J= Ju+ Jw
1* > 5 McLaughlin Equation - 1.8785 Equation (56) + - 1.8785

S1/31
(1991) (56)

1* <0.1 Cox and Hsu 12 1 i

(1977)
0.1 <1* < 5 McLaughlin Table Lookups from Reported Values
0.2 < e < 2 (1993)

e <0.2 Vassuer and 4 v-_Iluf- uPl
Cox (1977)

S V 2 2_52
d Pu,-u Up d Uf -Up

e>2 Saffman 2.26

(1965,68)

Re"Gs 2d u, -up dP Go0.where e= Re = Gd- Re,= I , 1,=1P) , G is the shear rate of thewheundisturbed flow= , Rand I is the distance Reom the sphere enterline to the wall.

undisturbed flow, and 1 is the distance from the sphere centerline to the wall.
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Figure 4.18
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Because the particle velocity will always lag the fluid velocity in a CFB (Ps > Pf), the lift force is

always oriented radially inward. This is consistent with the development of particle free zone

near the wall. Several simulations were conducted in order to approximate the trajectory of

individual particles near the wall of CFB. Table 4.3 lists the parameters used in the numerical

simulation to determine standoff distances for two sets of CFB data for which standoff distances

have been determined experimentally.
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Table 43: Numerical Model Input Parameter Values
Parameter Equation and/or Reference Values for Values for Lint's

Configuration of
Wirth (1991) (1992)

Configuration
Superficial Velocity Wirth (1991) 2.0 m/s 3.0 m/s

Lints (1992)
Particle Density Wirth (1991) 2350 kg/m3 2350 kg/m3

Lints (1992)
Particle Terminal Velocity Ar = t 0.45 m/s 1.1 m

- = Re t + 0.15Re 1.1 m/s18 t
Wen and Yu (1966)

Particle Diameter Wirth (1991) 80 microns 182 microns
Lints (1992)

Bed Diameter Wirth (1991) 0.168 m 0.203 m
Lints (1992)

eD R UoD 2.2E+4 4.OE+4
ReD= v

Friction Factor f = 0.3164Re-0.25 2.6E-2 2.2E-3

Blasius, 1908
Friction Velocity 0.11 m/s 0.16 m/s

UT = U o

Hinze, 1975
Sublayer Fluid Velocity 2 830 (1/s) 1606 (1/s)Gradient du 0 uo fGradient - (Rouhiainen,

dy v 8
1970)

Sublayer Thickness + vslUT 5 dvsl = 700 dvsl = 500
y+ 5 microns

microns
Eddy Length Scale for Gas 7 u- 8.1E-3 m 9.5E-3 m

Turbulence le 8 D

Hinze (1975)
Fluid y-dir Fluctuating = 2*0.04u0 [Hinze, 0.16 m/s 0.24 m/s

Velocity s 0
(1975) modified by

Westphalen (1993)] ..
Particle y-dir -12 0.083 0.067Fluctuating xy) U 2

Velocity uPrms ( 1 f (xUt a+ t 2 m/s
I = 1+ 1+

Ufrms (xy) e U fs (x,y) (xy)

[Friedlander (1957) and Csanady (1963)]
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Figure 4.18 shows the trajectory of a particle as it enters the viscous limit utilizing the bed

configuration of Wirth et al. (1991). The transverse velocity of the particle was assumed to be

equal to the root mean squared transverse fluctuating velocity of the particle as the particle
entered the laminar sublayer. The experimentally determined standoff distance was 0.7mm. The

predicted particle free zone is about 0.64mm.

Figure 4.18
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Figure 4.19 shows the predicted trajectory of a particle as it enters the viscous sublayer with a
velocity equal to the root mean square of the y-direction fluctuating velocity for the configuration

of Lints (1992). This plots predicts that a particle free zone would occur for a distance of about
one half the particle diameter from the wall for the given conditions. This is in good agreement

with the data of Lints (1992) where he measured standoff distances between 1/3 and 1 particle
diameters.
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Trajectory of a Particle as it Enters the Viscous Sublayer

Viscous Sublayer Thickness = 500 pm
Particle Diameter = 182 gm
Configuration of Lints (1992) 0 Particle Trajectory

Edge of Viscous Sublayer
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For regions outside the viscous sublayer where the fluid velocity gradient is much smaller, the

force on a particle is very small. For example, for a distance of about 1 cm away from the wall,

the lift force is only about 1 percent of the value in the viscous sublayer.

Initial evaluations have indicated the particle standoff distance is on the order of or smaller than

the laminar sublayer thickness. If the above discussion is an accurate representation of the

physics behind the standoff distance, then the gas gap should vary with the viscous sublayer

thickness. In this study, it was assumed that the wire ridges eliminated the viscous sublayer and

that the regrowth of this sublayer proceeded proportional to [Hinze, (1975)]

(65)bvsI ''

The relationship between the laminar sublayer thickness and the gas gap was found to be
quadratic such that it also grew as vt after the ridges, i.e.

2
6, dvt

p Pd
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Figure 4.20 presents the numerical data which depicts the dependence of the dimensionless

standoff distance as a function of for an 8-inch (20 cm) diameter CFB operating at 1100 K

and 14 bar, along with the best quadratic curve fit = 0.032(f ).

Figure 4.20
Dependence of Dimensionless Standoff Distance on Sublayer Thickness
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It is acknowledged that the above discussion makes some rather bold assumptions, and that

experimental verification of the theory is required. However, it will be used in this study in an
attempt to correct for the cluster standoff distance in situations where the viscous sublayer
thickness is a function of time.

4.4.4 Fractional Wall Coverage

Measurements at the wall of a circulating bed has revealed that the wall does not contain a
continuous layer, [Glicksman and Lints, (1993), Louge, (1987), Wu et al. (1991), Rhodes et al.
(1992)]. Rather, the wall is partially covered by a series of clusters which move down along the

635

8vs/dp



surface. The appearance of clusters or large wall density fluctuations correspond to enhanced
instantaneous heat transfer coefficients as observed by Wu and Dou. At higher bed densities,
the wall becomes fully covered by these streamers or clusters; however, the densities and the heat
transfer coefficients reported for commercial circulating bed combustors suggest that the upper
portions of the bed will not be fully covered with clusters. For example, Leckner and Andersson
(1992) measured temperature fluctuations in the boundary layer of a 1.7 m square combustor
which indicate the periodic appearance of hot particle clusters. Thus, the average heat transfer
from the bed to the wall will be a function of the wall coverage. It is important to relate the
fraction of wall coverage to the hydrodynamic conditions of the bed.

The wall coverage is determined from a balance between the deposition of clusters from the core
to the wall and the shedding or break off of clusters from the wall. Rhodes et al. (1992) studied
videos of the wall region and concluded that swarms, or clusters, were formed as particles were
ejected from the core and thrown against the wall. The wall concentration would be determined
by a balance of clusters or particles transported to the wall region from the core less the clusters
shed from the wall which rejoin the core.

The wall coverage is a function of the distribution of clusters at the wall. If the deposition is a
random process then some of the clusters will combine and overlap existing clusters rather than
filling dilute zones at the wall. Two extremes are random spatial distribution of clusters
deposited at the wall and uniform distribution of clusters at the wall.

If the coverage is random, i.e., location of incoming clusters which strike the wall region are
independent of locations of clusters already at the wall, then the coverage can be described by a
Poisson distribution; the probability of finding a layer of the wall n particles thick is equivalent
to having a two dimensional surface with n particle centers within a diameter of dp. The
probability of a layer n diameters thick is

--npn = e-n (66)

where n is the mean wall layer thickness. The probability of coverage at least one particle layer
thick is

P1, e-( = 1- e-n  (67)(0!
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Figure 4.21 shows P1+ versus H. Note that in the random case, the coverage varies

approximately with the square root of the average total thickness of material at the wall.
Rewriting ii as f 8,,

1
f 6 f 8,

Figure 4.21
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If the mean time for shedding is tw (mean time a layer stays at the wall) and the shedding

process is random in time, then the fraction of surface coverage lost due to shedding in time dt is

f dt
df= -

t,
(69)

For an element of the wall with a radial volumetric flux of particles from the core per unit area, Jr,
the conservation of mass for the wall layer becomes,
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d (1 =r- 61 - ) (70)

where 8w is the mean layer thickness upon shedding. At steady state with a uniform coverage
along the wall, the left hand side is zero and Equation (70) can be solved if k, and tw are known.

When the left hand side of (70) is zero,

f f2Jr~ 6 (71)
tw tw

If Jr varies linearly with the cross section concentration (which will be shown below), then from
Equation (71), f varies with the square root of the cross sectional concentration. This may help
to explain why the measured heat transfer varies with the square root of the cross section
concentration.

Assuming the build up and shedding do not interact,

df= C  r - - (72)dt tw

where C1 is inversely proportional to the thickness of the new layer added.

The first term on the right hand side of Equation (72) was determined as follows:

From Equations (71) and (68)

f1/2 (6w)3/2
Jr ~ (73)

tw

Also from Equation (71)

1/2 rw(74)f (74)
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Combining (73) and (74) gives

Jr ~ )w8w

Assuming that

and
df d8

6 ->> f -'
dt dt

the first term on the right hand side of Equation (72) can be written as

Cl
1

1 - S C)) Y
(2

Rewriting Equation (72),

df f c r+ t-=
dt t ,

Assuming shedding and regrowth occurs in a region with constant Jr

t

f(t) = C2 e`l + C twVr

and at steady state,

fas = C1 twJ

df
such that - -0 for the local value of Jr.

dt

If Jr is a function of time, as a first approximation assume that
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Jr(t)= JO-t

Note that if the cluster velocity is constant this is the same as Jr = Jroh, where h is measured

vertically down.

Substituting (82) into (79) gives,

df f= C
dt + tw (83)

Integrating with the initial condition that at t = 0, f = fo,

f(t) = e-t Wt C J f e t/tw dt + fo ettw (84)

Expanding the exponential term inside the integral into a series and integrating gives,

f (t) = 2 e-t" C i t )1(t ) + t/t,
n=O n. ((2n-+3) w

(85)

(t) = 2 fs e- tw 1 1 2 + fo et
n! _(2n+3) t_ýtw 0 ) t )

(86)

If instead of a linear variation of Jr with time, Jr is assumed to vary linearly with Eavg, and the

model of Kunii and Levenspiel (1991) is used to determine Eavg as a function of bed height (and

thus time),

a -a = e-h- Zf)
asd- os

where
as = volume fraction of solids
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as* = saturated carrying capacity

asd = volume fraction of solids in lower dense bed

zf = height from top of the bed to the lower dense bed

Then the expression for Jr is

Jr = C3 asdea(z -h) + (88)

where z-t assuming the cluster velocity is constant and h is the bed height assuming the lower

dense bed is much smaller than the dilute section of the riser. Equation (88) differs somewhat

from Equation (87) since it was assumed that z was being measured from the top of the bed so
that as z increases as the clusters slide down the wall. In addition it was assumed that aXsd +
as* = asd.

Substituting Equation (88) into Equation (78) gives

fet/tw= f C C3 [sdea(t-ti) + a et/twdt+C 4  (89)

where ti is the bed length divided by the cluster velocity.

Rearranging and collecting terms results in

asdat - tj) + a ttd tt

Sasd ea(t - ti) + a e ftit,

In later sections of this report a discussion of the differences which result in utilizing Equation

(90) versus using Equation (86) will be given.

In both Equations (86) and (90) the steady state value of the fractional wall coverage is required.

Lints (1992) has brought together the data available in the literature in an effort to develop a

641



correlation for the steady state fractional wall coverage. Figure 4.22 depicts the results of that
study. In addition to the results of the Lints study, the correlations proposed by Lu et al. (1990):

(1 - E)f, (91)

and Basu (1990)

1(1- esr s  y)
f ( (92)

are plotted. Y is the volume fraction of solid in the dispersed phase (in Figure 4.21
1 - F, = 41 - ). Both the Lu and Basu correlation underestimate the fractional wall coverage

significantly.

In an effort to develop a more accurate correlation (notice Lints' correlation is not valid over
average bed solid fractions above about 0.02), a study was conducted to determine which
dimensionless groups govern the radial flux from the core (assuming that the fractional wall
coverage goes as the square root of the radial flux, as discussed above). The first method of
determining the governing dimensionless parameters was a general approach which made use of
the two-phase governing equations of motion in an Eulerian frame of reference which were
developed in Chapter 2. The second approach was based on a more mechanistic model which
was developed, to a large extent, by Friedlander (1957) and Csanady (1963).
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Figure 4.22
Fractional Wall Coverage by Clusters as a Function of Average Bed
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In the first analysis, the following assumptions were made:

1. The particle phase does not significantly effect the fluid phase turbulence

2. The mass flux due to Brownian motions can be neglected

3. Since the solid density is much larger than the fluid density, the solid pressure term,

virtual mass term, and the Basset history term can be neglected.

4. The electrostatic force term due to mirror charging can be neglected
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5. The shear induced lift force on the particles can be neglected in the core of the CFB since

the fluid velocity gradients in this region are not sufficiently large to make this term

significant

The resulting non-dimensional governing equations are [see Johansen (1988)]:

+aU
ay

p
Up a CDRep-+ gva v +- -aay + P ay + t P 2 u 3P T

(93)

+ a aya p aP
- ay + ay y +y + Pay+

n +aa+ • p+ (CD Rep
ay t24

(94)

The dimensionless parameters are defined as

'2\v+ =Vp12""
2

U

V
Vp~

+ = yut
V

d +
P

dpu,

Du.
2v

Vt

V
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Pv
v + t (101)

P V

J* = (102)
Uitavg

V V =U = ; + =V-+ -+103)
P U• P u u ul Cavg

and the friction velocity is calculated as for single phase pipe flow.

In addition, representations of the turbulent kinematic viscosity, the Lagrangian time scale, the

fluid r.m.s. velocity and the mean fluid velocity throughout the riser are required.

The relations for v = g y and (v() = f proposed by Kim et al. (1987) and

Rur
Kutateladze et al. (1979) were used to close the problem (here R+ = ).

v

Hence, the dimensionless quantities which control the deposition flux are:

PS + gV +; tp; ; aavg; and R+ (104)
UPf U

which can also be written as:

P•; dp; ; aavg; and R+  (105)

The bulk particle volume fraction also enters since this parameter was used to nondimensionalize

the average and fluctuating components of the volumetric solid fraction.

Several other approaches models have been analyzed to determine the dimensionless groups

which govern particle radial flux. Another which will be described in this study is based on the

particle turbulence model of Friedlander (1957) with correlations developed by Csanady (1963).
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The equation for particle spread in a reference frame moving with the particles assuming axial
diffusion and radial convection are neglected is:

at -rpr ar r ap (106)

The derivation for the average radial flux is given in Chapter 5. The result is

= Vp, aavg (109)

Indicating

= fnc a,, Vf (110)

The Friedlander approach assumes that

1. Validity of a linear drag expression: the added mass of gas is negligible; the Basset
history integral is negligible; the gas phase pressure gradient at a distance from the
particle is negligible; either the particle is small enough that drag forces are entirely
viscous or the particle terminal velocity is large compared to the particle's vertical
fluctuating velocity.

2. The particle is smaller that the gas phase turbulence microscale

Friedlander's model, with the appropriate corrections suggested by Csanady for the crossing
trajectory effect gives:

Vp(y) 1 (+ -vf u
vf(,) gle vf.,(,y)

(111)
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where le is the eddy lengthscale and the value of 4) is one for lateral fluctuations and two for axial

fluctuations.

A first estimate of gas turbulence can be based on single-phase pipe flow measurements. In the

core region of a pipe, the quantities of interest are as listed below (Hinze, 1975). The eddy

length scale le is calculated as shown. Turbulence in the pipe core is assumed relatively

homogeneous and isotropic

Vfm, = 0.04uo  (112)

le=7 D (113)
8 uo

uZ = Uo (114)

-0.25
f = 0.3 164ReD (115)

Using these relations, the following dimensionless correlations can be found:

v = 0.2Re1 8  (116)

= 0.35R+Re-18 (117)
R D

In order to determine a functional relationship between the Archimedes number and the

Reynolds number based on terminal velocity and particle diameter, if the particles are assumed to

be small

Ar
Ret -Ar (118)

18

and
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(119)

(120)

2

t 18P

ut 0.28Ar

v.. d+Re 1/8

0.28d, d Psf dpg

Ut  
Pf P u 2

vft. Re1 8
(121)

Substituting these relations back into the equation for the lateral particle fluctuating velocity
gives:

Vp. = 0.2Re 1/8 1/4 dp PS1 + 0.064Re 4  dD D p, P

-1/2

zIg dpg p,+ 0.28Re8 d d +D 2 pf P

(122)

1 + 5.8Re
DR+

-1/2
.- 1/8 dpg t1 + 5 Re- Pg

D  2 +
u d

(123)

Since the Reynolds number based on bed diameter and shear velocity is a function only of the
Reynolds number based on bed diameter and superficial velocity, the independent governing

parameters for the lateral fluctuating particle velocity are:

(124)dp; tp; ; and R
UT
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P; t ; ; and R (125)
Pf Pu 3

Utilizing Equation (110), the parameters which govern the deposition flux are

Ps+ gn . R +-; tp; -; mavg; and R (126)

These parameters are identical to those which resulted in the evaluation of the two-phase

governing equations.

Several other models of particle deposition were examined [the model of Kallio and Reeks
(1989) and the deposition coefficient model of Bolton and Davidson (1988)].

Nondimensionalization of these models resulted in either identical results or parameters which
were a subset of those given above.

When the parameters in (105) or (126) are used to correlate the fractional wall coverage

(assuming the fractional wall coverage goes as the square root of the deposition flux), the best

least squares curve fit of a single parameter model based on multiples of these parameters results
in a chi-squared goodness of fit nearly an order of magnitude better than the square root curve fit
proposed by Lints (1992) [see Figure 4.23 for the proposed correlation, see Figure 4.22 for the

correlation proposed by Lints (1992)].
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Figure 4.23
Fractional Wall Coverage by Clusters as a Function of the Governing

Dimensionless Parameters
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fractional wall coverage is

determine the steady state value of the

/ 4 -1/4 3/4
fss = 1- Exp - 6.0 mf 1 P1  (FrD,u -1/3 (Ar)-1/4 (aavg)

k umf ) ( Pf} ) J

(127)

If the simplified scaling parameters identified in Chapter 2 are used to correlate the fractional
wall coverage in the same form as Equation (127), some error will be introduced due to the
exclusion of the Archimedes number. Figure 4.24 shows the error in the fractional wall
coverage which would result in using the simplified set of scaling parameters.
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Figure 4.24
Error in Predicted Fractional Wall Coverage Using Simplified

Cold Model Scale Factor
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For pressurized beds, errors in fractional wall coverage can reach 20 percent even for a scale
factor as small as 2. For atmospheric beds, the error does not exceed 25 percent even for scale
factors as large as 16. This indicates that it may not be possible to use large scale factors to
accurately scale heat transfer in pressurized fluidized beds due to the resulting error in the
fraction of the wall covered by clusters.

Figure 4.25 shows the fractional wall coverage correlation when the dependence on Archimedes
number is eliminated.
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Figure 4.25
Fractional Wall Coverage by Clusters as a Function Simplified
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The use of the simplified scaling parameters offers a large advantage over the correlation offered
by Lints (Figure 4.22). However, the full set of scaling parameters offers an improvement in the
chi squared goodness of fit parameter of about 36 percent over the correlation utilizing the
simplified scaling parameters.
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4.4.5 Dilute Phase Heat Transfer Coefficient

Lints (1992) investigated the applicability of using single phase gas heat transfer coefficients for
the dilute phase heat transfer. The data of several investigators was plotted against the well
known correlations of Petukhov (1970) for turbulent tube flow:

Nu =
(f1 ()- RePr

1.07+12.7 (Pr213
ýFI

(128)

(129)f = [1.82log (Re)- 1.64] -2

and the analytical expression for the Nusselt number in laminar flat plate flows

Nu = 0.664Re 1/2prl/3 (130)

It was determined that these types of correlations could be used if it was assumed that:

1. The length of flow along the heat transfer surface was not greater than the cluster
fall length at the wall.

2. The conductivity of the dilute phase was kd = 1.1kg.

In this study the analytical expression flat plate heat exchange was used with the proper

modifications as suggested by items (1) and (2) above.

4.4.6: Effective Emissivity of the Cluster Surface

Because all the measurements were performed in a cold bed, this parameter was not investigated.
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5.0 COMPARISON OF EXPERIMENTAL RESULTS WITH THE MODEL

This Section presents the results of the heat transfer model developed in Section 4 and

compares it with the experimental results presented in Section 3. A series of plots which

evaluates the sensitivity of the heat transfer model to the required input parameters

discussed in Section 4 is given.

The initial solid fraction at the wall after the wire ridges was assumed to be 10 percent of the
final value. This assumption was based on visual observations of a ridge placed on one of

the acrylic sides. The sensitivity of the model to this value is discussed later in this Section.

Table 5.1 presents a summary of the equations used in the model which were developed in
Section 4.
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Table 5.1

Parameter Equation
Fractional wall

coverage (Linear oo 2n+3

Model)f (t) = 2 fss e nX (2n3) + fo et/t,

Fractional wall
coverage Ftw a(t -t) 0 et/tw~

(Exponential Model) f (t) J [asde + as ie ,i fo e-t/t

fss Ca a(t - ti) + tit fss

Exponential Model
constants asd = 0.25

[Kunii and
Levenspiel (1990)] as= 0.01

a=l
Ratio of initial to

final fractional wall fo/fss = 0.10
coverage

Steady state
fractional wall u-( 1/4 (PS3/'4  1/3 14 (

coverage fss = 1- Ex - 6.0 (Fruo (Ar) (avg)

Cluster standoff 6 vt
distance

Steady state cluster
standoff distance -0.59= 0.02828s =0.0282 eavg
Cluster residence L

time VC

Cluster velocity d Pcd Pc CDdpg
4 4 2

t t pf

CDedcpf
2

Cluster diametere 92000g

Cluster voidage 0.5
Ecd = Cavg

Dilute phase heat Nu = 0.664Re1/2Pr 1/3
transfer coefficient kd = 1.1kg

Cluster fall distance d 0.596
L = 1.95 (1 -Eavg)

(dp)wu
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5.1 Flat Wall Tests

Figure 5.1 depicts the results of the heat transfer model and experimental tests as a function

of the average bed solid fraction. For this case, the fractional wall coverage was equal to the

steady state fractional wall coverage.

Figure 5.1

r.-a
CD
o
C,

ci=

I.-

I

Heat Transfer Coefficient vs. Average Solid Fraction
(Flat Wall)

Average Solid Fraction

The model does a good job in predicting the bed to wall heat transfer coefficient for a wide

range of average cross-sectional solid fractions. Both the slope and the magnitude of the

predicted curve is in agreement with the experimental data. Since the Exponential model

and Linear model were evaluated at steady state, the results were identical.

5.2 Ridge Spacing = 20 mm

Figure 5.2 depicts predicted versus experimental results for the 20mm ridge spacing case.

The model slope is larger than that of the experimental data for which it is difficult to notice

any slope at all. The fact that the experimental heat transfer coefficients did not increase

with increasing average cross-sectional solid fraction indicates that the data points taken at

the higher solids concentrations may not be accurate. The model does predict the

magnitude of the heat transfer coefficients quite well. The Exponential model seems to
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provide a better prediction of the experimental data. However, because the difference in the
two models is not terribly large, it is not possible to recommend one model over the other.

Figure 5.2
Heat Transfer Coefficient vs. Average Solid Fraction (Ridge

Srn Spacing = 20 mm)
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53 Ridge Spacing = 10mm

Figure 5.3 depicts the results of the model and experiments when the ridge spacing was
10mm. Both the magnitude and the slope of the data were predicted quite well by the model
- especially at higher solids concentrations. Both the Linear and Exponential models predict
the data equally well.

Figure 5.3
Heat Transfer Coefficient vs. Average Solid
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5.4 Ridge Spacing = 5mm

Figure 5.4 presents the results of the 5mm ridge spacing comparison. Again, the model
does a good job in predicting the magnitude of the heat transfer coefficients in the range of
cross-sectional solids fraction of interest. The difference between the Linear and
Exponential model is again small indicating that both models are equally valid. It appears
that the model predicts a greater slope than the data indicates. This is consistent with the
20mm and 10mm cases.

Figure 5.4
Heat Transfer Coefficient vs. Average Solid
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5.5 Summary

Both the Exponential and Linear flux models did a good job in predicting the magnitude of

the bed to wall heat transfer coefficients. In general, the model tended to over predict the

slope of the heat transfer coefficient versus average cross-sectional solid fraction curve

which brings into question the validity of using this model outside the dilute region of a

circulating fluidized bed.

5.6 Comparison of Heat Transfer Model Results for Various Ridge Spacings

Figures 5.5 and 5.6 present the results of the Linear and Exponential flux models for the

various ridge spacings.
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The Linear model predicts a decrease in heat transfer coefficient for the 20mm ridge spacing

case over the flat wall case while the Exponential model predicts a slight increase. Both

models predict increases in heat transfer coefficients for the 10mm and 5mm ridge spacing

cases. The Exponential model follows the trend of the data better (i.e. small increase in heat

transfer coefficient for the 20mm spacing case over the flat wall case followed by a large

jump to the 10mm spacing case and a smaller increase from the 10mm case to the 5mm

case).

If the heat transfer data is fit to the curve h ~ afa'ig, the 10mm ridge spacing shows a 28

percent increase in the coefficient 'a' over the flat wall case. For close rib spacing, the

clusters are renewed frequently and the viscous sublayer remains thin leading to large values

of he and hw, respectively. At the same time, for moderate solid fraction, the wall coverage

by clusters is low. As the ridge spacing is increased the viscous sublayer thickness (Figure

5.7), and the mean contact time increases. Thus, the resistance due to the wall (1/hw) and

the emulsion (1/he) increased with ridge spacing as seen on Figure 5.8. At the same time

the fraction of surface covered by clusters increases (Figure 5.7). The increase of heat

transfer resistance for each cluster and the increase of f with ridge spacing give conflicting

trends. When these are combined to give the average heat transfer for the entire surface

covered by clusters along with the dilute phase heat transfer the results, shown on Figure

5.9, exhibit a maximum at a 7mm rib spacing. Although the predicted values of h are

roughly the same at the 5mm and 10mm spacings, the individual heat transfer parameters

differ. For the 10mm predicted results, the combined emulsion and wall resistance was 67
percent lower than the smooth wall while the fractional wall coverage was 59 percent lower.

For the 5mm spacing, the emulsion and wall resistance decreased another 25 and 22 percent

over the 10mm case while the fractional wall coverage was 22 percent lower than the 10mm

case. At 20mm spacing, the reduction in the combined cluster heat transfer resistance is

approximately matched by the reduction in the average wall coverage by clusters. The

predicted trends are borne out by the heat transfer results for the different rib spacings as

shown in Figure 5.10 (using Linear flux model) where the 5 and 10mm spacings show

roughly the same increase in heat transfer and the 20mm spacing shows performance worse

than that of the smooth surface.
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Figure 5.7
Predicted Variation of Fractional Wall

Standoff Distance with
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Predicted Variation of Emulsion and Wall Resistances with Wire

Spacing

Wire spacing, mm

664

A '7
U.

0.

0.

0.

0.

0.

0.



Figure 5.9
Predicted Variation of Heat Transfer Coefficient with Wire Spacing

Wire spacing, mm
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Figure 5.11
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5.7 Sensitivity to Cluster Voidage

Figures 5.12 through 5.15 show the sensitivity of the model to the cluster voidage for the

various ridge spacing cases.
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Heat Transfer Coefficient vs. Average Solid Fraction (Flat Wall)
Sensitivity to Cluster Voidage
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The model is not very sensitive to the cluster voidage for small deviations, but is very

sensitive at large deviations. The sensitivity does not change significantly between the

various ridge spacing cases.

5.8 Sensitivity to the Cluster Standoff Distance

Another parameter which is difficult to evaluate is the cluster standoff distance. Figures

5.16 through 5.19 show the sensitivity of the model to a 10 percent increase and decrease

in the standoff distance.

Figure 5.16
Heat Transfer Coefficient vs. Average Solid Fraction (Flat Wall)
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Figure 5.17
Heat Transfer Coefficient vs. Average Solid Fraction (Ridge Spacing = 20 mm)
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Figure 5.18

Heat Transfer Coefficient vs. Average Solid Fraction (Ridge Spacing = 10 mm)
Sensitivity to Cluster Standoff Distance
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Figure 5.19
Heat Transfer Coefficient vs. Average Solid Fraction (Ridge Spacing = 5 mm)
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The model is slightly more sensitive to the cluster standoff distance than it was to the cluster

voidage at lower deviations. However, it is less sensitive at large deviations.

It should be mentioned that the underlying physics to the cause of the standoff distance is

still being studied. If the mechanism which was proposed in Section 4 does not adequately
model the change in standoff distance when wall ridges are present, the deviation in the

standoff distance may be much larger than 10 percent. Further investigations to characterize

the standoff distance are currently underway.
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5.9 Sensitivity to the Fraction of Wall Covered by Clusters

Figures 5.20 through 5.23 show the sensitivity of the model to the fraction of the wall
covered by clusters. For all cases the Exponential flux model was used.

Figure 5.20
Heat Transfer Coefficient vs. Average Solid Fraction (Flat Wall)

0gn Sensitivity to Fraction of Wall Covered by Clusters

200

o 150

Cu
T 50

Average Solid Fraction

673

~\··rc~-ru*u*as~ll-r~-·--·· - -- ~----~--·I-----



Figure 5.21
Heat Transfer Coefficient vs. Average Solid Fraction (Ridge Spacing = 20 mm)
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Figure 5.23
Heat Transfer Coefficient vs. Average Solid Fraction (Ridge Spacing = 5 mm)
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The model appears to be very sensitive to the fractional wall coverage for both large and
small deviations. Section 4 presents a lengthy discussion of the models used in the
determination of the fraction of the wall covered by clusters. Figures 5.20 through 5.23
indicated that this parameter merits further investigation in order to reduce model
uncertainties. It is worth mentioning that the model is equally sensitive to the deviations in
the Linear flux model and the Exponential flux model. This is not surprising since both
models predict the same magnitude in fractional wall coverages and the model has a linear
dependence on the wall coverage.
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5.10 Sensitivity to Cluster Residence Time

Figures 5.24 through 5.27 show the sensitivity of the model to deviations in the cluster

residence time.

Figure 5.24
Heat Transfer Coefficient vs. Average Solid Fraction (Flat Wall Case)
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Figure 5.25
Heat Transfer Coefficient vs. Average Solid Fraction (Ridge Spacing = 20mm)
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Figure 5.26
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Figure 5.27
Heat Transfer Coefficient vs. Average Solid Fraction (Ridge Spacing = 5 mm)
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Figures 5.24 through 5.27 indicate that the model is only mildly sensitive to the cluster
residence time for both large and small deviations. This is encouraging since this parameter
contains the most uncertainty.

For short residence times, only the particles adjacent to the surface will change in
temperature. Glicksman (1988) has shown that the thermal time constant of a particle is

2

3 6kg

For the particles used in this study, the thermal time constant is about 0.02 seconds. Even
for the smallest ridge spacing, the contact time may exceed 0.01 seconds.

For contact times greater than about one third of the thermal time constant, particles one or
more layers away from the wall are influenced by heat transfer. Using the Mickley and
Fairbanks (1955) model described in Section 4, assuming the average cross-sectional solid
fraction is 0.01, and the cluster fall velocity is 0.5 m/s, Figure 5.28 shows the heat transfer
coefficient as a function of cluster fall distance down the wall.
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Figure 5.28
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The cluster residence time is evaluated from the cluster fall distance at the wall and the

cluster fall velocity. No accurate cluster fall length model exists, and experimental studies
have produced only order of magnitude data. Section 4 shows that the cluster fall velocity is

nearly constant at about 0.5 m/s. Further investigation into both of these parameters is
warranted.

5.11 Sensitivity to the Initial Fractional Wall Coverage

Figures 5.29 through 5.31 depict model sensitivity to the fraction of the wall covered by
clusters after a ridge. This parameter was approximated by visual observations of the solids

on one of the side walls on which a single ridge was placed.
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Figure 5.29
Heat Transfer Coefficient vs. Average Solid Fraction (Ridge Spacing = 20mm)
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Figure 5.31
Heat Transfer Coefficient vs. Average Solid Fraction (Ridge Spacing = 5 mm)
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Figures 5.29 through 5.31 show that the model is fairly sensitive to the initial fractional wall
coverage. The sensitivity increases with decreasing ridge spacing. This is due to the fact

that at larger ridge spacing the fractional wall coverage approaches the steady state value
while for the closer ridge spacing cases the fractional wall coverage is much more dependent
on the initial value.

Figure 5.32 shows fractional wall coverage as a function of time for an average solid

fraction of 0.01 and an initial coverage equal to 10 percent of the steady state fractional wall
coverage. Figure 5.32 indicates that the Exponential model predicts a faster increase in wall

coverage than does the Linear Model.
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Figure 5.32
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5.12 Sensitivity to the Dilute Phase Heat Transfer Coefficient

Figure 5.33 shows the sensitivity of the model to deviations in the dilute phase heat transfer

coefficient for the flat wall case. The model is not sensitive to variations in this parameter.

While the sensitivity increases slightly as the ridge spacing decreases since less of the wall

is covered by clusters, the magnitude of the model deviations are insignificant because at

most 10 percent of the total heat flux is through the dilute phase.
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6.0 CONCLUSIONS AND RECOMMENDATIONS

Convective heat transfer measurements were taken at three separate axial locations in a 1/16
scale cold model of the Studsvik 2.5 MWth circulating fluidized bed combustor. The bed
wall geometry was altered to include small horizontal ridges placed at systematic intervals
along a heat transfer panel. In addition to the heat transfer measurements, time resolved
pressure measurements were recorded to determine the effects of the various wall
configurations on overall bed hydrodynamics. For each heat transfer surface configuration,

measurements were taken at two solids circulation rates.

The use of the altered heat transfer geometries was found to increase the bed to wall heat
transfer by up to 28 percent over the flat wall case. Very small amplitude roughness
elements (on the order of a single particle diameter) were effective in disrupting wall cluster
flow. The altered heat transfer surfaces did not have a significant effect on overall bed
hydrodynamics. The spacing of roughness elements was found to be important. Widely
spaced elements, 20 mm between elements, did not give improvements over a smooth wall.
Roughness elements which were very closely spaced (5 mm) did not give significant
improvements over the 10 mm roughness spacing surface. This is because while the mean
cluster residence time is decreased, the radial flux of clusters to the wall is insufficient to
provide enough wall coverage to increase the overall heat transfer coefficient.

Other surface geometries need to be investigated. Specifically, performing similar tests on
surfaces which more closely approximate commercial beds would provide a better indication
of possibilities of using carefully designed waterwall surfaces to improve convective heat
transfer. Additionally, tests need to be conducted to determine the impact of such surfaces
on wall erosion. The roughness elements had a height of approximately one particle
diameter. Smaller heights should also be investigated.

The heat transfer model for circulating fluidized beds has been expanded to include
transient effects. This model was shown to give reasonable predictions for surfaces
constructed to enhance bed to wall heat transfer by controlling the time a cluster remains at
the wall. There is an optimum spacing of horizontal ribs which gives the maximum heat
transfer enhancement.
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HEAT TRANSFER DATA

The following 8 Charts and Tables contain the heat transfer data used in this study.
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Heat Transfer Coefficient vs. Solid Fraction - Flat Wall, Low Loading
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Heat Transfer Coefficient vs. Solid Fraction - Flat Wall, High Loading

I I I I I I I I I I I IaI I I Ia a 1 4 1 1a I I I I I I

0.7 0.9 1.1 1.3 1.5 1.7 1.9 2.1 2.3 2.5
Solid Fraction, %

SF. %

0.96

1.6

2.38

0.98

1.58

1.71

1.14

1.2

1.49

1.03

1.46

h. W/mA2-K Htr. No.

3

2

1

3

2

1

3

2

1

3

2

1.79

94.5

97.9

142.5

99.6

88.6

124.7

85.9

88.6

105

80.2

84.6

105

Heater Locations (% up riser):
1. 41.4
2. 64.4 695
3. 85.7

150

140

130

120

110

100

90

80

cm

I

Uo = 1.5 m/s 0
Gs = 27.0 kg/m2-s
dp = 117 microns

O

O O

o 0
0o  0O O

O

70

60 -

0.5
-1 ___ ____________~_____ __ _ _ _ ____~______~_____

a i

t --1% p
I

50. I



Heat Transfer Coefficient vs. Solid Fraction - Ridge Spacing = 20mm,

150 Low Loading
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Heat Transfer Coefficient vs. Solid Fraction - Ridge Spacing = 20mm,
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Heat Transfer Coefficient vs. Solid Fraction - Ridge Spacing = 10mm,
Low Loading
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Heat Transfer Coefficient vs. Solid Fraction - Ridge Spacing = 5mm,
Low Loading
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Heat Transfer Coefficient vs. Solid Fraction - Ridge Spacing = 5mm,
High Loading
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APPENDIX B: PRESSURE TRANSDUCER CALIBRATIONS

B.1 1/16 Scale Studsvik Bed

Pressure transducers A through D used to measure bed differential pressures near the bottom of

the bed, were all calibrated for pressures spanning their expected range of +/- 14 in. wc (+/- 3.5

kPa). Pressure transducers E through H, also used to measure the differential pressures, were

calibrated for its range of 0-1 psi (0-6.9 kPa). These transducers were used to measure

differential pressures near the top of the bed. During calibration and subsequent use of the

pressure transducers, power supply voltage was 12.2 volts. All transducers were calibrated with a

manometer inclined at 17.5 degrees from the horizontal. Calibration data and linear curve fit

constants are tabulated below. The constants are defined based on the following equation for

measure pressure:

Pressure = G*(Voltage) + Pr
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Table B.1: Pressure Transducer Calibrations for 1/16 Scale Studsvik Bed

Transducer G (cm wc/V) Pr (cm wc) a (cm wc)

A 949 -0.137 0.65

B 941 0.209 0.49

C 936 -0.308 0.93

D 971 -0.143 0.27

E 0.642 -1.802 0.00941

F 0.628 -1.764 0.00695

G 0.635 -1.533 0.00546

H 0.632 -1.793 0.00745



APPENDIX C: ROTAMETER CALIBRATION

C.1 1/16 Scale Studsvik Bed Air Flow Setup

In the 1/16 scale Studsvik bed (no boot, secondary air or simulated refractory), air enters the bed

through the distributor box and at the bottom of the pneumatic return line. The two air flows are

measured separately with rotameters fitted with exit pressure gauges. The rotameters measure in

the range from 2 to 10 cfm, and the pressure gauges are 15 psig full scale. Calibration of the

rotameters and gauge combinations was accomplished with a square-edged orifice plate fitted with

flange taps. The tests covered flow ranges at expected pressure ranges with the data being fit to

the equation:

Qa = (AR+B) 1+

C.2 Calibration of the Primary Air Rotameter

Calibration data for the rotameter used to measure primary air flow are presented below. The

rotameter used to measure the primary flow had a nominal range from 2 to 10 cfm. The exit

pressure gauge had a 1-15 psig range. The rotameter was calibrated with a square edge orifice

plate fitted with flange taps. The orifice plate pipe size was two-inches, and the diameter ratio b

was 0.15. Calibration covered rotameter indications ranging from 1.6 to 8 cfm at exit pressure

ranging from about 1 to 10 psig. A valve at the exit of the rotameters allowed variation of exit

pressure as well as flow rate. Orifice plate pressure drop was measured in a water-filled

manometer.

The calibration data was fit to modified linear curve fits of the form
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Qa = (AR+B) vT+7

Were Qa is the volumetric flow rate at atmospheric pressure, R is the rotameter reading, Pg is the

rotameter exit gauge pressure, Pa is atmospheric pressure, and A and B are the calibration

constants. Least squares solutions for A and B were determined.

Air flow with the orifice plate was calculated based on the ASME standard for square edge orifice

plates (Bean, 1971). The calculation procedure was automated in a FORTRAN program.

The calculated calibration constants for the rotameter are as tabulated below. Standard deviation

for the calibration data, also provided below, represents deviation of actual flow divided by the

pressure correction function from the linear curve fit AR + B.

Table C.1: Rotameter Calibration Constants

Rotameter Bed Used A B a

Primary Air (2- 1/16 Scale 1.0347 0.0239 0.0422

10 cfm) Studsvik
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CHAPTER 5

THE HYDRODYNAMIC MODELING OF
CIRCULATING FLUIDIZED BEDS

=



1.0 INTRODUCTION

The dynamics of CFB solids dispersion has been a subject of intensive study over the past

decade as the importance and use of fluidization techniques have increased. An essential

element in that process is the way in which particles are dispersed throughout the bulk of

the fluid under the action of turbulent forces which are random in both space and time.

Although such motion for large particles is stochastically equivalent to Brownian motion

and is well understood, no transport equation has yet been formulated to describe the

collective motion of particles over the entire range of time scales of the particle fluid

interaction. For the most part gradient transport models based on Fick's law have been used

in analogy with both Brownian motion and the transport of a passive scalar by a turbulent

field. In the case of the latter, the experimental and theoretical evidence as to the validity of

such models is restricted to very simple types of turbulence [Batchelor (1952); Corrsin

(1974)]. Although motion of a passive scalar is a special case of 'real' particle motion it

illustrates some of the inherent problems in obtaining a collective description of their

motion. For the most part transport of a passive scalar has been formulated in an Eulerian

framework, where the problem reduces to one of closure of the statistical moment equations

central to the transport mechanism. Studies by Roberts (1961), who used direct interaction,

and Saffman (1969) and Phythian (1972), who used approximations based on functional

expansions in Gaussian random field variables, are examples of this type of treatment. In

each method, within the limit of the implied closure approximation gradient, transport

equations are derived for isotropic, homogeneous and stationary turbulence for times greater

than the time scale of the turbulence.

None of these techniques, however, give an adequate description of 'real' particles with finite

size and finite inertia since they fail to take account of the lack of coincidence between the

particle and fluid-point trajectories.

1.1 Eulerian Models

In Eulerian models, a first- or second-order closure scheme is employed to solve the time-

averaged conservation equations for both phases. Often, a Boussinesq approximation is

chosen to relate the turbulent particle flux to the average particle concentration gradient in

the particulate phase equations. Therefore, particle dispersion is modeled as a Fickian

diffusion process, requiring the use of an "effective" particle diffusivity. Choosing this
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constant is similar to choosing the time and length scales in the trajectory (Lagrangian)
model, for which little reliable analytical experimental information is available.

To address the problem of the lack of coincidence between the particle and fluid, most
researchers have assumed the validity of Fick's law and have calculated the particle diffusion
coefficient from the basic expression given by Taylor (1921) in his theory of diffusion by
continuous movements, namely that for a stationary homogeneous field the time-varying
particle diffusion coefficient, epij(c) is given by

i() = (Avp(O)Avpj(t))dt (1)

where Avpj(t) is the velocity of the particle in the j direction at time t relative to its mean and

the angle brackets indicate an ensemble average over all realizations of the particle motion.
In this respect we refer specifically to the work of Tchen (1947), Friedlander (1957), Peskin

(1962), Csanady (1963) and Hutchinson et al., (1971). Although Taylor's theory

circumvents closure, as is well known, the relevant statistical correlations are those obtained

along a particle trajectory for all realizations of the particle motion (Lagrangian) and the

essential problem of nonlinearity is made manifest in finding a relationship between

Lagrangian variables and those of the field at a stationary point (Eulerian). Tchen's analysis

used an equation of motion which was consistent with a particle accelerating through a

viscous time-varying fluid field in which the particle Reynolds number was small compared

with unity (Hinze, 1959). The significant feature of this analysis was that in the long-time

limit, equation (1) is equal to

,(oo) = f (Avfi(0)Avf(t))dt (2)

where Avfj(t) is the equivalent fluctuation in the fluid velocity relative to its mean at a point

instantaneously occupied by the particle at a time t for a particular realization of the particle's

motion. Tchen, however, identified (Av(0)Avfj(t)) with the Lagrangian velocity correlation

of the fluid itself and concluded that the particle and fluid diffusion coefficients were equal

in the limit when both became time independent. This correlation function is clearly

dependent upon particle motion, reflecting a dependence on particle inertia made manifest in

an inability to follow the fluid oscillations, and also upon the effect of any external force

acting upon the particle. The effect of a constant external force was first recognized by
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Yudine (1959) and later used by Csanady (1963) in his analysis of the turbulent diffusion
of heavy particles in the atmosphere. Here the particle inertia was considered sufficiently
small for a particle to follow the fluid oscillations but the particle was considered
sufficiently heavy for its gravitational drift significantly to affect its velocity correlation
compared with that of the fluid. If Rfj(x, t) is the fluid Eulerian space-time velocity

autocorrelation in a frame of reference moving with the fluid mean velocity, then the effect

of a constant drift velocity, vp on particle diffusion is seen by replacing (Avf(0)Avf(t))

by Rfj(vp*t, 0). Yudine has referred to this phenomenon as the 'effect of crossing

trajectories.' It is clear that such an effect will entirely dominate particle diffusion at large
vp when the time scale associated with Rfij(vp t, 0) can be made arbitrarily small

compared with the eddy decay time. For zero v,(, Avf(0)Av(t)) becomes the

Lagrangian fluid-point correlation in Csanady's system. On this basis, Csanady describes

the behavior of (Avf(0)Avf1(t)) in the vertical direction due to eddy decay and crossing

trajectories by the two numbers v and respectively, where v' is the intensity of
la a

the turbulence and la is the vertical integral length scale. By choosing a functional form for

(Avf,(0)Avf(t)) consistent with similar shapes for Eulerian spatial and Lagrangian fluid-

point correlations, Csanady obtained a formula for ep,(oo) (axial direction) of the form

-P ) = P() = + Xv }(3)
where TL is the Lagrangian integral time scale. Using similar arguments Csanady also

obtained a formula for the particle diffusion coefficient in the horizontal direction. Here,

because of the continuity of flow, the Eulerian length scale is different from the equivalent

vertical scale. The relationship of scales existing in isotropic stationary turbulence is
assumed and the form for ,P22(oo) (radial direction) suggested by Csanady is

EP22 p(oo) = ef(o) • (4)
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Clearly the effect of increasing vp is to reduce the particle diffusion coefficient both in the

direction parallel and in the direction normal to v. In the limit v-s oo, the diffusion

coefficient normal to vp is half that parallel to v,., both coefficients being inversely
proportional to vW, a result first obtained by Yudine (1959). It is worth pointing out that

equation (1) was used as the basis of Csanady's analysis, and because of neglect of inertial
effects (Avp,(0)Avp(t)) was equivalent to (Avf(0)Avf(t)). However, because of the

validity of (2) for linear drag, in the limit of large vp, the same results would apply for

particles for which inertia effects were significant (Lumley, 1976). However, in the absence
of a constant drift these formulae are not longer valid except in the limit of zero inertia. It is
reasonable to suppose that the effect of inertia in this instance is such that as the particle

inertia is increased from zero (Avf(0)Avf(t) changes smoothly from the fluid Lagrangian

autocorrelation to the single-point Eulerian velocity-time correlation. Whether the long-time
particle diffusion coefficient is greater or less than that of the fluid depends upon whether
for the fluid the Eulerian integral time scale is greater or less than the Lagrangian integral

time scale. The most notable theoretical work on this subject began with Corrsin's (1959)
independence approximation, known as Corrsin's hypothesis, and later with the work of

Kraichnan (1964). Kraichnan (1964) described Eulerian and Lagrangian velocity fields for

which one would expect Lagrangian time scales to be less than the equivalent Eulerian times

scales. This conclusion is corroborated by his computer simulations of fluid-point

dispersion in a Gaussian random velocity field [Kraichnan, (1970)]. It was also significant

that good agreement was found between these 'exact' results and those obtained from the

direct-interaction approximation. This Eulerian Lagrangian time-scale relationship is also

an implication of Phythian's (1975) formulation. Phythian's method uses a 'second
approximation' to the solution of the equation of motion of the fluid point moving through a

random isotropic homogeneous and stationary Gaussian velocity field. Considering the

crudity of the approximation compared with the fully iterated solution, it will appear

surprising that, as far as the finally calculated fluid Lagrangian velocity autocorrelation is

concerned, the results are in remarkably good agreement with Kraichnan's computer

simulations for random velocity fields of characteristic of real turbulence. Reeks (1977)

showed that as a basis for calculating random particle motion with finite inertia, this
approximation is strictly a perturbation about the motion of particles of large inertia. The
greatest discrepancy between real and approximate motion occurs in calculating fluid-point
motion, for which the method was originally used. Reeks (1977) presented a solution to the
dispersion of small particles suspended in a turbulent fluid is presented, based on the
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approximation proposed by Phythian for the dispersion of fluid points in an incompressible

random fluid. He showed that, in the absence of gravity, the long-time particle diffusion

coefficient is in general greater than that of the fluid, approaching with increasing particle

relaxation time a value consistent with the particle being in an Eulerian framer of reference.

The effect of gravity is consistent with Yudine's crossing trajectories, reducing unequally the

particle diffusion in directions normal to and parallel to the direction of the gravitational

field. To characterize the effect of flow and gravity on particle diffusion it has been found

useful to use a Froude number based on the turbulent intensity rather than the mean

velocity. Depending upon the value of this number it found that the particle integral time

scale may initially decrease with increasing particle relaxation time though it eventually rises

and approaches the particle relaxation time.

Nir and Pisman (1979) examined the effect of a steady deterministic drift on the dispersion

of particles suspended in a stationary homogeneous turbulent field by neglecting the off-

diagonal terms in the spatial Fourier components of the fluid velocity correlation function

which is equivalent to the use of Corrsin's hypothesis. In addition, they assumed a

Gaussian property of the functional distribution of particle velocities. Their formulation is

nearly identical to that of Reeks (1977). The existence of negative particle velocity

correlations was demonstrated. The dependence of the particle diffusivity and kinetic

energy on the inertial and drift factors was evaluated for model turbulence spectrum.

1.2 Lagrangian Models

A Lagrangian model usually accounts for dispersion effects by tracking particles through a

continuous succession of turbulent eddies superimposed upon the mean gas flow. Ideally,

this approach requires knowledge of the full time history of the turbulent flow, obtained by

solving the instantaneous (unaveraged) Navier-Stokes equations. Since this is not realistic,

the turbulence is typically simulated as a stochastic process, where mean values are

determined from the time-average, Navier-Stokes solutions. Each eddy is then characterized

by a mean time and length scale, and the velocity fluctuations are randomly-generated in a

Gaussian manner as a particle enters an eddy. This approach results in a Monte-Carlo

procedure where many particle trajectories (realizations) must be computed to obtain

averaged properties. The difficulty in this approach is choosing the appropriate Lagrangian

time and length scales of the turbulence. Number simulations of dispersion of an ensemble

of particles, in which the trajectory of each particle is calculated as a series of interactions

with discrete pseudo-random turbulent eddies are relatively easy to implement, but are costly
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and time consuming because a large number of particles must be modeled. Examples of its
use include the studies of Brown and Hutchinson (1979), Boysan et al. (1982), James et al.
(1980), Weber et al. (1984), and Gouesbet et al. (1987).

In this Chapter, the Lagrangian simulation model has been used to study particle dispersion
and deposition in a CFB. The simulation includes the effects of particle inertia, 'crossing-
trajectories, particle sphericity, bed voidage, and particle-particle interactions. Calculated
dispersion coefficients are then used to predict the average axial solid fraction profile in the
dilute core of a CFB. Overall mass and momentum equations for the core-annular structure
of a CFB are solved to determine the annular layer thickness, solid fraction, and average fall
velocity. A procedure for approximating the radial distribution of solids concentration, and
particle velocities is also presented.

An approximate method based on Eulerian techniques and the relations derived for the
Lagrangian numerical model is given to provide a quick estimate of dispersion coefficients
and axial average solid fraction in the dilute region of CFB's.

Finally, model results are compared with experimental data for CFB's, FCC reactors, and
dilute pneumatic transport multiphase flows.
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2.0 DETERMINATION OF DISPERSION COEFFICIENT

2.1 Structure of Gas Turbulence

Townsend (1956) has proposed a relationship for the persistence length or characteristic
size of the large eddies which is related, but not equal to, the macroscale

1 = 1.6(q) 3

q- = (U"2 +(u,) +(U,)

e = vx i,j = 1,2,3

le is the eddy length scale, q2 is 1/2 of the turbulent kinetic energy, and e is the turbulent
energy dissipation.

Laufer (1954) provides data for flow in pipes at Reynolds number of 5E+4 and 5E+5.
Hutchinson et al. (1971) used this data to calculate the ratio of le/R from the equations. The

ratio was found to be remarkably constant both with respect to a ten fold change in

Reynolds number and with radial position. A ratio of le/R = 0.22 was found to fit the range

of data very well.

Assume the particle suspension is dilute enough such that one-way coupling is valid - the

presence of the particles does not significantly modify the gas flow field. If the turbulence

is isotropic and profile effects are not important, the simple gas turbulence model of

Hutchinson et al. (1971) described above can be used:

, =0. 11D (1)

u, = ur = u0O (2)

where ur is the friction velocity, ue is the eddy velocity, and f is the single phase friction

factor.
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Eddies are characterized by a mean decay time, t e, and the contact time between a particle
and eddy cannot exceed this decay time. Townsend (1956) estimated this time from
Laufer's data and gives its variation with radial position. Again, a reasonably position free
constant can be assume for all radial locations,

= 0.35 (3)

From this it follows that

Te = 1.6 u (4)

In (4), the factor 1.6 is the ratio of Lagrangian and Eulerian time scales of turbulence; there
is considerable uncertainty over the actual value, reported values showing a wide range
(Laufer, 1954). However, for fluidized beds, the particles are sufficiently large that their
motion is essentially Eulerian and, with the exception of developing particle motion, the time
scale of eddy-particle interaction is determined mainly by the particle-eddy crossing time in
the vertical direction. This is consistent with the findings of previous works [e.g. Reeks
(1977); Lee (1989); Wells (1983)] that the crossing-trajectory effect, due to gravity, is
dominant if the particle terminal velocity is greater that ue.

Assume the turbulent flow field can be described by a sequence of eddies which have
characteristic speed ue and length le, and a decay time of te, but whose direction is random,

characterized by a sign S, which can be either positive or negative with equal probability. In
terms of its mean,

(u,(t)) = 0 (5)

The Lagrangian and Eulerian auto-correlations are (for the fluid):

RL() = u(1 i- i), ( ' t
(6)= 0 otherwise
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R E(r) = u i 1 I :r. Ile

Ue]
= 0 otherwise (7)

< > brackets denote an ensemble average. The auto-correlation function

R() = (u(t)u(t + r)).

For the Lagrangian case, RL(t) averages are taken for fluid points and for the Eulerian case,

RE(u), at a point in fixed space.

2.2 Determination of Particle Mean Square Displacement

Consider the force balance on a single sphere far from the flow boundaries:

3 dV 1 d d 32 V2CDd( VPVfp _ ,pVfppi2 _VI
6apd = ud• (p - pf)g - p d - v 1 - 2 V

Pad4Cv d 2V1 , Vf1 , - '±d z2 Vfpl dcT (8)

-d3 pCA4V,_ - Vf - d V2 v, ] 3 Dvfp

The Eulerian fluid velocity at x is denoted by vf(x,t) and the Lagrangian position and
velocity of the particle are denoted by r(t) and v, (t) respectively. The fluid velocity seen by

the particle is vf1 , = vf(r(t),t). It assumed to have zero mean, or the coordinate system is

assumed to be moving with a mean fluid velocity that is uniform in space.

Terms on the r.h.s. of (8) are the gravitational force (minus the buoyancy force), the Stokes

drag, the Boussinesq-Basset history force, the force due to added mass and the force

resulting from the stress gradients of the fluid flow in the absence of a particle. The added

mass term is expressed in terms of the time derivative seen by the particle as it moves

through trajectory d/dt. The term defining the influence of fluid stress-gradients on the

particle is expressed in terms of the change in fluid velocity along its own trajectory.
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If it is assumed that the ratio of solid to fluid density is large, the virtual mass, Boussinesq-
Basset history, Faxen, and fluid stress gradient terms can all be neglected. Additionally if it
is assumed that the macroscopic fluid velocity gradients are small, shear lift forces can be
ignored. Then, in the direction normal to the gravitational field:

1 dvp, paCdd f
adPp" dt 8 (vPr-v,)IvP-vfPI (9)

2.2.1 Result for Vanishing Particle Reynolds Number

For small particles

24
CD Re(10)ul, dp

which is Stokes law. The equation of the motion (9) reduces to

dVpr
dt+ P3vs, = Pue (11)

where 1 = 18dr

Assume equations (5) and (6) characterize the fluid velocity encountered by the particles.

Strictly speaking, this is only valid for vanishingly small particles with zero inertia, as will be
discussed later.

The solution of a linear stochastic equation of the form (11) is well known. With boundary
conditions

v,,(0) = 0 (12)

it is possible to show that
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(v(t) p= Pu u01(-e- e )) + Pu2Pe-2Pt( 1(eP

(13)
t > Z,

Similarly for the particle displacement given that

xp(O) = 0 (14)

one can show

(x,(t) = u t+ ut + Us4 -3

2 ePti U.p2 - 2 - 2t3 -2ep& \ (1+p) e- *
+fu eCe3P +U e-2 ' (15)

t>'Gr

2.2.2 Solution for Non-Vanishing Particle Reynolds Numbers

For a circulating fluidized bed operating with 200 micron dolomite at 12 atmospheres and

1150 K, the particle based Reynolds number is bout 11.5, assuming the particle-fluid

relative velocity is equal to the particle terminal velocity. For a room temperature model

using the same particles, the Reynolds number is about 20. In general no explicit solution

exists for equation (9) with the proposed fluid turbulence model when the fluid-particle drag

cannot be expressed in the form of Stokes drag.

It is necessary to assume the particle motion is described as a stochastic process the

parameters of which are determined from the drag interaction between gas and particle with

the dominant interaction controlled by the large scale structure of the turbulence. The

particles are not assumed to move with the eddies, the history of their displacement and

velocity being determined form the dynamics of the gas-particle interaction. It is also

assumed that the particles move with an upward velocity uo - ut, and that the particles

execute a random walk in the plane normal to the gas flow.
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To solve for (x2) and (v2), a random sequence of random signs, Si, can be generated.

The equation of motion for each particle-eddy interaction can then be solved and the effects
summed for many interactions.

For large particles in a vertical gas flow, the settling velocity, ut, is usually greater than the
gas turbulence velocity ue, so that in equation (9),

I VpYVfP = Ut (16)

For particles which have reached long-time behavior, equation (9) is then

dv
6 ~ 'dt

PfXCDdp (
8 kVpr vfp ) (17)

where

(18)CD = f(Reu, dP)

and

Reur,. dp - [

For eddy-particle interactions,

Vfp = ± U,

Equation (17) can be integrated to give

(19)

(20)

Vpr

Uc

Vpro (
± 1 - ( 1-

where the inverse relaxation time is given by

S = Pf Ut

{3= C~P d l
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In the random walk process, ue is assumed constant during each interaction between eddy
and particle. For large particles, the interaction time is always the crossing time due to
gravity

ti =
lt

(23)

Table 1 presents a comparison of various time scales in a CFB. In the Table, t, is the

interaction time due to crossing trajectories, te is the eddy time scale, t. = u, and Te is the

eddy decay time. In a 0.5 meter CFB operating at 1150 K and 12 atm with 200 microns
dolomite, the eddy decay time falls below the vertical crossing time only at velocities above

8.0 m/s - well above the normal operating conditions of these beds.

Table 1: Comparison of Various Time scales in a Pressurized CFB

uo (m/s) ue (m/s) ut (m/s) le (m) tv (s) te (s) Te (s) 1/0 (s)

3.0 0.28 0.70 0.055 0.079 0.31 .20 0.071

4.0 0.36 0.70 0.055 0.079 0.24 0.15 0.071

5.0 0.44 0.70 0.055 0.079 0.20 0.12 0.071

6.0 0.52 0.70 0.055 0.079 0.17 0.11 0.071

7.0 0.60 0.70 0.055 0.079 0.15 0.092 0.071

8.0 0.68 0.70 0.055 0.079 0.13 0.081 0.071

9.0 0.75 0.70 0.055 0.079 0.12 0.073 0.071

10.0 0.83 0.70 0.055 0.079 0.11 0.067 0.071

The interaction time is therefore limited, at least up to 9 m/s, by the time due to particle eddy
crossing in the vertical direction (t, < t,, ,) . Most likely it will be limited well beyond this

value since the particle will never move with the eddy unless it is very small or the

interaction time scales become very large (le >> 1).

Integrating the equation of motion again gives the particle position

XPr = XPro ± Ut i+

(v,± u.)(i - exp (- It)
() "A'
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where the interaction time, ti

( 1
ti = min t,, t., tp =

Govan (1986) showed that for small values of A = Pti (for CFB's, A ~ O(0.01))

(Vp,) (Vn-r) =
2 exp (- rA)

= 2 )exp (- rA)-\ut

(X Pr X Prn.r)=

SXx- )=

Ut
A xp(-rA)

(xi)exp (- rA)

where xn is the particle displacement during the nth interaction.

Setting

0 = rti = r

gives the auto-correlation

R,(8) = exp (- I8)

(30)

(31)

which is consistent with the idea that the large particles are in an essentially Eulerian frame
of reference.

The particle mean square displacement is

x2) = (xi)) (32)
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x ) = 2((x)

Prx2) = 2K

xix ))

xixi-r

x 2) = 2N (XiXi-r)

For a large number of interactions and constant (x2),

(x) = 2N (xiz)exp - rA)

(x 2) = 2N(xi2 exp (- rA)dr

(x ) = 2(ut )(x )(t - exp(pt))

where the definition of the total number of interactions has been used,

If Govan's approximation holds (equation 29),

(x ) = 21- exp(1Pt))

since

(xl) = 2 A)(uJ2 ut

From (40),
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(33)

(34)

(35)

(36)

(37)

(38)

(39)

(40)

(41)



(x2) = ( a)t 1 - exp(13t))

At long times,

(x ) = ( )tp ut

(42)

(43)

For large particles, two expressions have been derived for the mean square displacement in

the radial direction; and exact expression equations (38) and an approximate expression,

(43).

2.3 Evaluation of Particle Dispersion Coefficient

To calculate the particle diffusion coefficient, the analysis is similar to that of Taylor (1921)

for a stationary process in homogeneous turbulence

S= 2 R)dt
Pr Pr. 2ýv f Rp(BdO d (44)

where R,(O) is the Lagrangian correlation coefficient of the velocity of the particle at two

different times

Rp(()(v) = Vp(t')v,(t + 0

for small times,

RP(0) - 1

and

(x2) = (v2)t2

For large times, (44) gives
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2
d(x3)
dt

where

p = R(O)dO

The long time diffusion (dispersion) coefficient can be found from

2•-dt) = Ep

2 1 ) pt = s= ,

P)

This is the same result arrived at by Chandrasekhar (1945) for the diffusion coefficient of a
particle undergoing a large number of displacements in a two-dimensional random walk, i.e.,

n(xi) V2W(r,t) = W(r,t) + S(r,t)

n is the frequency of interaction

n=i
ti

and W(r,t) is a probability density function for particles with source S(r,t).

2.4 Determination of Average Bed Axial Solid Concentration Profile

2.4.1 Derivation of Dispersion Equation

Consider the mass conservation equation over a volume element in the core of a CFB
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(52)

(53)

(48)

(49)

(50)

(51)
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f( I C(r,z)) - S(r,z) + -(C(rz)))dV - jpVC(r,z) f- dl =0 (54)

where S(r,z) is a source term, C(r,z) is the local mean concentration, I is the surface area of
the elemental volume, dV is the volume element, U is the local particle axial velocity, and

a

V = -+ r  (56)

The first term in (54) gives the effect of dilation arising from a varying axial velocity, and
the final term accounts for the loss of particles by diffusion in direction perpendicular to the
direction of gas flow.

Using Green's theorem

f(UVV -VVU)dl= (UV'V - VVU')dV (57)

the volume integral can be eliminated resulting in

((u(z) C(r,z)) - S(r,z) + (C(r,z))) - VC(r,z) = 0 (58)

Diffusive motion in the axial direction has been neglected. If it is assumed that at any point
along the bed axis, the bed mean properties of the flow are time independent, i.e. startup
effects are neglected, then

(C(rz)) = 0 (59)

and equation (58) can be written as

(• (z) C(r,z)))- S(r,z) - prVC(r,z) = 0 (60)
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u i(z) .(u(z) C(r,z)) - u(z) S(rz) -EpV(u(z) C(r,z) = 0 (61)

Assume that the particles move with a velocity near that of the gas, hence 1(z) may be

identified as the axial gas velocity. Transformation to a system of coordinates moving with
the axial velocity of the gas implies that

z =Z Z+ fu(t')dt' (62)

=  1 (63)
az U(t) at

(t) z (64)

Combination of (64) with (61) gives the equation of the variation of particle concentration in
a coordinate system moving with the gas

((u(t) C(r,z))~ U(t) S(r,z)) - PrV(u(t) C(r,z)) = 0 (65)

Equation (65) has the form of a two dimensional diffusion equation for the axial mass flux
of the particles.

2.4.2 Source Term

In a circulating fluidized bed, sources of particles to the core come from two regions:

1. Particles fed in the bottom of the bed from the downcomer

2. Particles entrained from the downward flowing annular layer at the wall

Therefore, the source term is assumed to be a plug source of radius rp originating at the

bottom of the bed, and a continuous source arising from the re-entrainment of particles from
the wall cluster layer
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S(r,t) = D E(t)8(r - r,) +r-Cpu(r, - r)b(t) (66)

where re is the instantaneous radial position of the cluster wave height for entrainment, 6(r)
is the Dirac delta function, E(t) is the instantaneous rate per unit time area of bed wall, CT, is
the mean concentration over the tube of a plug source of radius rp present at the bed
entrance (t = 0). In (66), the delta function term represents the continuous time varying
source arising from re-entrainment of particles from the cluster layer, and the factor

2r,
appear as E(t) is given per unit area of bed wall surface. The step function term is used to
represent the presence of particles in the core from solids feed at the bottom of the bed, and

D2
the factor D2 arises as C, is taken as an average over the entire tube cross section. In the

4r2

calculation, rp is taken to be re(O).

2.4.3 Boundary Conditions

For the boundary conditions, it is assumed that all particles which reach the downward
flowing wall layer are absorbed and no longer act as individual particles or have a radial
velocity. There has been some discussion about whether one can simply specify the
concentration at the wall to be zero. In a molecular diffusion scenario, for example
diffusion of water vapor with condensation at the wall, a concentration is specified at the
wall. Westphalen (1993) postulated that in the case of particle diffusion, the particle motion
length scale is not negligible when compared to the pipe diameter. Therefore, it was
concluded that, as with Knudsen flows where the no-slip boundary condition does not apply
when the system size approaches the mean free path of molecules, the concentration cannot
be simply specified. In such a case a radiation boundary condition must be specified at the
wall

-• C] = VC(R) (67)Pr , a=

where V is the velocity with which the particles are carried to the wall. If e, is represented

as the product of V and the characteristic length L than (67) can be rewritten as

-VL C],j~=VC(R) (68)
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If L is very small (as is the case for molecular diffusion) and ]r=R is finite, then

C(R) = 0. However, if L is of the order of the length scale characterizing -, then C(R) is

a finite number.

The question of interest here which was not addressed by Westphalen is whether the scale
of the CFB is large compared to the scale characterizing the motion of the particles. It is
difficult to answer this question because it could depend on the method by which the
particles enter the field. However, some criteria can be suggested for the simple system
considered in this analysis. A Lagrangian scale of particle motion can be defined as

L- = Pr (69)

The requirement of a haphazard motion of the particles in the neighborhood of the wall
L,

necessitates that - is small.R

Lee et al. (1989) have developed approximations for the turbulence measurements near the
wall of pipe flow for a review article by Vames and Hanratty (1988):

-fr = 0.037 (70)u,2R

((v)' - 0.9uV (71)

"ELfU.• -0.046 (72)2R

Using these relations, (69) can be written as

- = 0.082 <<1 (73)
effrVp,) )

732



Using the data taken by Westphalen (1993) in the core of a CFB, the order of magnitude
for these terms are

( )~ 1 
(74)

8Pr 0.5 (75)ef,

Thus the ratio of the Lagrangian scale of particle motion to the bed radius is of the order

-~ O(10 - ) (76)

Clearly the particle Lagrangian length scale is small compared with the bed length scale. It
also indicates that the net diffusion of particles from the lean core to the dense annulus

cannot be explained by the mean free path of the particles being of the same order as the

bed radius. Thus (68) reduces to

C(R) = 0 (77)

at the wall. No radiation boundary condition is required.

The above analysis indicates that, in fact, the boundary condition can be simply specified as

C( , t) =0 (78)

assuming that the cluster thickness at the wall is much smaller than the bed diameter. This
assumption is valid over most regions of the bed.

2.5 Solution of the Two Dimensional Dispersion Equation

The two-dimensional dispersion equation along with the source term and the boundary
conditions can be solved using Greens function. Solutions of this type for similar problems
can be found in Carslaw and Jeager (1959) and Crank (1972).
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W(r,t) = ut(t)C(r,t)

OW(r,t)
at

a2W(r,t)
Or2

X = exp (- E,,y2t)V

1 OW(r,t)r at (t)S(rt)

where V = V(r) only

1 dVr = 0
r dr

which is Bessel's equation of order zero. The solution of the second kind is infinite at r = 0,
which allows one to write

W(r,t) = AJO(yr)exp (- ,,a2t) (83)

where Jo(x) is the Bessel function of order zero of the first kind. To satisfy the boundary

condition, y must be a root of

Jo(ay, = 0 (W = 0 when r= R)

Equation (84) has an infinite number of roots. For the other boundary conditions

W(r,0) a0
= f(r)

Assume that f(r) can be expanded in a Bessel series
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(84)

(85)

then

Say that

(79)

(80)

then

d2V
dr2

(81)

(82)



f(r) = A Jo(y r) + A Jo(y 2r) + ...

where y I..y, are roots of (84).

The boundary conditions are satisfied when

W(r,t) = 1A 1J.(yar)exp (- e, yt)

Now, multiply (86) through by J.(yar)r and integrate from 0 to R and solve for A,:

A = R2yf) R r f(r)Jo(ry)

Then from (87)

W(r,t) = 2  '1 J(rY) exp Cp 2t)f r f(r)Jo(yr)
R ---J2(Ry)eo

Using the dimensionless variable

. = ayn

W(r,t)= 2
Rn=1 2--exp

J~I(P)
Ept) r f(r)Jo(3.)
R 2 110

where On are the roots to

Jo(b ) = 0

Table 2 gives the first 20 values of On -
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(88)

(89)

(90)

(91)

(92)
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Table 2: Values for 1n
,1 = 2.4048 P35 = 14.9309 139 = 27.4935 313 = 40.0584 017 = 52.6241

02 = 5.5201 16 = 18.0711 110 = 30.6346 1314 = 43.1998 1318 = 55.7656

13 = 8.6537 07 = 21.2116 ~11 = 33.7758 1315 = 46.3412 1319 = 58.9070

34 = 11.7915 8s = 24.3524 312 = 36.9171 316 = 49.4826 320 = 62.0485

2.5.1 Integration of the Source Term

The source term (equation 66) must be substituted in equation (91) for f(r) and integrated.
From (66), f(r) is defined as

f(r)in = E(t)b(r - r.)dt +i Cu(r, - r)C(t)

Considering only the integration of the source term:

j Rrr f(r)Jo( n,)dr- = f J (DrJo nj)E(t)b(r - r.)dtdr + j

(93)

D2rCU(r
P

(94)

The first term on the r.h.s of (94) can be integrated using Duhamel's theorem

j Dr j Jo(13P.)E(t)b(r - r,)dtdr = R(()Jo(13,, ) U(t')E(t')exp 9 R2 tdt'

The second term on the r.h.s. of (94) can be integrated using the identity

fr + 1J.(ar)dr = lr"+ 1J,,r+ (ar)

and the relations

u(r, -r) =1 if r r,

u(r, - r)= O if r>r,
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(96)

(97)

-rjJ.(B.f;-)b(t)dr



J r D2r Rrj
)0 C

-4rp pu(rp -

f0 r
.

D2rpU(r -
42p

r)Jo.\ ) . (t)dr = D2C Rrp, u(0)
"r)Jo (3 (t)dr =U 4r R J(0)

RJ~ n/\JI r P P 0n

Substituting (95) and (99) back into (91) gives

W(r,t) =

J 2(R I ) 2 exp 2 __

J ( n) R2e R2

a (Jo (oP r. U(t')E(t')exp Prp.2t'

R2 )dt'+

W(r,t)C(r,t) = W( r t)
U(t)

The concentration profile can be written as
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(98)

(99)

(100)

Since

(101)

(102)



C(r,t) =

2
RU(t)

+2RCU(0)

rpu(t) n=1

u(t')E(t')exp

exp

(103)

The deposition rate is given by

SOC(r,t)
PrP = - EP r Or

and the upward mass flux is given by

j,p,a = C(t)u(t)

where C(t) is the mean particle density over the bed cross-section, i.e.

(t) = fr C(r,t)dr

Integration of the first term on the r.h.s. of (103) gives

2fR const. r Jo( jn.)dr = R J(raPlR
f - R r )Ioconst

=const, -2 J,(P3n)

where
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(105)

(106)

2
R 2

(107)

(108)



t
u(t')E(t')exp

0

Integration of the second term on the r.h.s of (103) gives

-2 const2 r Jo(13n) dr = r J, .)]const

= const2  J(I3)0' 20 n 0 n

where

const2=

2R~u(0)O
+ (t)

rPU(t) n=1

(112)

exp

Thus the expression for the mean particle density over the bed is

n=l
JO (PnR) 0{P

i J(BJ(s>ei
u(t')E(t')exp

(113)

4RC~(0))
rp(t) n= 1

exp

For long times and large numbers of interactions, it has been shown above that

S d/ 2\
C Pr = •X dt(X P) (114)
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const1 =

2
Ru(t) n=1

(109)

2
R2 (110)

(111)

C(t) =

4
Ra(t)

- E jp,(t - t')
R2 )dt



SE• = V(Xr) (115)

where v is the interaction frequency. If the interaction time scale is controlled by the vertical

particle eddy crossing trajectories

S= (116)

and the mean particle density can be written as

C(t) =

S4
Ru(t)

(Pn R' u(t')E(t')exp
I3J1(P3)

0

(117)

4RC~(0) 0+ =
rPa(t) n= =1

{ rI pRR
P.2m.) .exp

The particles do not actually travel at the same velocity as the particle, and their position is

more accurately given as

z= (u - ut)dt (118)

so that time can be defined as

t Z (119)
(u0 - u,)

where z is the axial position up the bed.
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Finally, the expression for the axial concentration profile in the bed is

C(z) =

4t)
RU(t) n=1

4R --u(O)
rpu(t) n=1

10

r,J 1(IPn3R

n2I1 n)

( ui ( ( (U -x) t'o
u(t')E(t')exp 2R2•dt'

e x put, z( U )
exp au(t)DR

(120)

2.6 Case of Constant Concentration at the Wall

For the case where the walls are not perfects absorbers with C(R) = 0, but rather have a
specified concentration, the boundary conditions are no longer homogeneous. If the

concentration of the disperse phase is constant at the wall, the boundary conditions become

C(R,t) = const = Cw

C(O,t) = finite

(121)

(122)

Begin by treating the case of initial concentration f(r) and zero concentration at the bed wall

(123)f(r) = A 1Jo(a ,r) + A 2Jo(c2r) + ...

where al, a2, ... are roots to

Jo(ar)= 0 (124)
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Multiply both sides of (123) by r Jo(adr)= 0, integrating from 0 to R, and using the

relationships

0 r Jo(amra)r)dr = 0, m n

f r[ Jo(amr)]2dr = 1R2[ J'o(a R)]2 = R2[ Ji(a.R)]2

then

A= 2 r f(r) Jo(ar)dr

RTher Jefore,aR)

Therefore,

C(r,t) = R n (128)exp(- ,it) Jo(ar) JR r f(r) Jo(ar)dr
JI(anR)]

For a constant initial concentration, f(r) = Ci, the integral in (128) can be evaluated from the

identity

(129)r +1 Jn(ar)dr = r+ 1 J,,+ (ar)

to give

C(r,t) = 2Ci
Rn = 1n

(130)exp(- Sprant) Jo("ar)
an[ JI(aR)]

This result can be used to find

1. The case when the bed has zero initial concentration and the wall has a constant

dilute phase concentration
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2. By superposition, the case where there is a source term at the wall and at the bottom
of the bed, with a constant dilute phase concentration at the wall

For the first case, the solution is simply obtained by subtracting (130) from the specified
wall concentration

(131)C(r,t) = C 1- exp(-
Rn==

For the second case, (120) can be added to (130) to give the overall result

2(t)
RU(t) n=1

Su(t' )E(t')exp
Jo

2RCPn(0)
C(r,t) =+

rpr(t) n= 1
exp +

(132)

For the average solid concentration profile, the first two terms in (132) reduce to r.h.s. of

(120). The third term on the r.h.s. of (132) is averaged as

R

(133)

= 1- exp
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where equations (119) and (90) have been used.

So that the expression for the average solid fraction profiles is

C(z) =

JO(P.Le
I3J1(Pn)

(0r

u(t')E(t')exp
- up2 Pr K2) (uo - ut) t

2R2

4RC-0(0) O
+ r =

r Pu(t) n=1
exp

+C1 14n=l

(135)

For the model proposed in the study, the concentration profile in the core will be determined
through the use of equation (120) unless it is specifically noted that equation (135) was
used.

2.7 Entrainment Model

Equations (120) and (135) requires a model for the entrainment rate. A good
approximation is that the entrainment rate from a given axial point on the wall depends on
the average cross-sectional solid fraction at a distance equal to the fall distance of a cluster
above that point on the wall. The fall distance of a cluster can be approximated from the
result obtained in Chapter 4:
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L = 1.95 171 10- .596(z) (136)

The equation for the entrainment rate at any given axial location z, is then given by

= (Const)4,,(z z + 1.95171 x 0  ((137)

where

z'= 1.95 171 dx 106 " (z') + z (138)

and the constant in front of (137) is determined from a mass balance over the CFB riser
(total mass entrained must equal total mass deposited over the reactor height).

The solution for the entrainment rate is an interative process. For the first interation, the

entrainment rate is caculated using simple linear model, with increasing entrainment as the
axial location decreases:

E = Const(H - z) (139)

H is the riser height. This allows for the initial calculation of the cross-sectionally averaged
core solid concentration, ýc(z).

Subsequent evaulations are made by assuming a value for z', finding the average cross-
sectional solid fraction at this point from the previous iteration result of ýc(z), substituing

this result into equation (138) and comparing the assumed values of z' to the calculated
value. The next guess for the value for z' is then adjusted accordingly.

For locations in the riser where z'>H, the simple relation

E = Const c,,,g(z) (140)

is used.
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2.8 Determination of Cp

Equations (120) and (135) also require the concentration of solids at the bottom of the riser,
C,. C* is determined by specifying the concentration at the riser exit. Once the value at

the riser exit is determined, C- can be found interatively. The method by which the average

core concetration at the riser exit is determined is discussed in Section 4.0.
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3.0 MODEL ENHANCEMENTS

3.1 Particle-Particle Collisions

In his stability analysis of fluidized beds, Jackson (1963) included particle inertia, and
assumed that the drag force is of the form D = P(n)(vf - vp). Here, P(n) is a function of

the number density, vf is the mean fluid velocity, and vp is the mean velocity of the particle

phase. This theory led to the conclusion that the homogeneous state of the fluidized bed is
always unstable. More recent continuum theories [Didwania and Homsy (1982), Batchelor
(1988)] incorporate the particle interactions in the form of a 'particle pressure' and a particle
diffusivity and thereby obtain criteria for the stability of the homogeneous bed. In the
kinetic theory of gases, the pressure is proportional to the mean square of the fluctuating

velocity of the molecules. By analogy, in particle gas suspensions the particle pressure has
been related to the mean square of the fluctuating velocities of the particles [Koch (1990),

Jenkins and Richman (1985)].

Kumaran and Koch (1993) have studied the velocity distributions of dilute bidisperse

suspensions of particles settling in a gas in the low Reynolds number, high Stokes number
limit. The volume fraction of the particles, 4, is assumed to be small compared to 1. The

Stokes number is defined as

m,(vf - v·)St = mpf (1)

In the low Reynolds limit, the viscous forces are large compared to the inertial forces in the

gas phase. Particles with a density of 2500 kg/m3 having a diameter between 20 and 200

microns settling in air can be analyzed using the low Reynolds number, high Stokes number
approximation, since their Reynolds number varies between 0.027 and 13.2, and the Stokes
number varies between 17 and 8400. Moreover, the calculation of the velocity distribution

can be simplified by the following assumptions

1. The particle drag can be approximated by the Stokes law
2. The inertia of the gas can be neglected
3. The particles interact only by solid-body collisions
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The conservation equation for the particle velocity distribution function is similar to the
Boltzmann equation used in the kinetic theory of gases, except that the drag depends on its
velocity. The conservation equation is a non-linear, integro-differential equation and is, in
general, hard to solve. For the special case of gas at equilibrium, the Maxwell-Boltzmann
distribution of the molecular velocities can be obtained as the analytical solution of the
Boltzmann equation. This distribution is derived using the principle of detailed balancing
which states that for every collision which changes a particles velocity from v, -- v,, there

is an inverse collision which changes another particle from vp -* v,. So the collision

process does not change the density of particles in velocity space. This method was used
by Senior et al. to model particle collisions in a CFB. Kumaran and Koch (1993) showed
that this principle is not valid for the velocity distribution at steady-state since the viscous
drag force is not divergence free in velocity space.

Another difference in particle suspensions and gas suspensions at equilibrium is that while

the total energy of the molecular fluctuations is conserved, in a particle suspension there is a

force on the particles due to the differences in mean velocities and terminal velocities of the

particles. The work done by this force acts as a source of fluctuating energy. The source is

balanced by the energy dissipation due to the viscous drag on the particles. The energy

source is driven by the difference in terminal velocities in the vertical direction, and due to

the directional nature of this source, the steady-state velocity distribution can be anisotropic;
the Maxwell-Boltzmann distribution is not correct.

Particle collisions have been incorporated into the theories for the rapid shearing of granular

materials (Jenkins, 1987). Here, the shearing of the material drives collisions between

particles and acts as a source of fluctuating energy. The energy is dissipated due to inelastic

collisions between particles. Generally, the suspension is analyzed in the limit where the

coefficient of restitution of the particles is close to 1. In this limit, the dynamics of the

particles resemble that of molecules in a gas whose equilibrium distribution is the Maxwell

Boltzmann distribution. The particle distribution is assumed to be an anisotropic Gaussian

functions, which is a small perturbation to the Maxwell distribution. The momentum and

energy balance equations are derived using this distribution, by averaging methods similar

to those used in the kinetic theory of gases.
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3.1.1 Limit 1: Viscous Relaxation Time < Time Between Particle Collisions

In the limit where the viscous relaxation time is much smaller than the time between
successive collisions, particles relax to near their terminal velocities between collisions.
Assume the suspension is bidisperse and contains particles of radius al and a2 which are
perfectly elastic. The viscous relaxation time for the particles is

mi

'" - 6xrplai

Ui = Vpi - Utilz

the particle acceleration can be written as

dui _( U,
dt l jvi

where the velocities have been scale by (ut, - ut2) and time variables are scaled by TV 1.

The time scale for collision can be defined as

1
i nudi(utl - ut2)

(2)

(3)

(4)

(5)

where

(6)

and nj is the number density of particles

This time scale is much different than that defined by Westphalen (1993), whose result was

ddp (7)
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The reason the time scales are different is that equation (5) assumes the collision frequency
is determined mainly by the difference in terminal velocities of the particles in the
suspension, whereas equation (7) assumes all particles are the same size and the collision
frequency is determined by the horizontal motion of the particles. Equation (7) will

significantly overestimate the time between successive collisions when the particle

suspension is not made up of uniform spheres.

In the dilute limit,

= <1 (8)

The conservation equation for the distribution function is (Chapman and Cowling, 1970)

af 8 Befia= - Vai" fi + -f- (9)

The first and second terms on the r.h.s. represent the change in distribution function due to

viscous forces and collisional interactions respectively.

The balance equations for the moments of ui are obtained by multiplying (9) by the velocity

and the square of the velocity and integrating over the domain of ii. The steady state

balance equations for the velocity are (Chapman and Cowling, 1970):

- (vI)ui. + =$tt 0 (10)

- 2 u O+ = 0 (11)

-•i ,) + - () = 0  (12)

where acot is the change in the moment (3) due to collisions, and the factor (
appears because the time variable is scaled by Tn". The suspension momentum and energy

equations at steady state are:
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nimi(u,,) n2m,(u 2 )
+ = 0 (13)

nim,(( u,)ut + (u2)) n2m2((u2)ut + (u2))
) + r2 =0 (14)TV1 '2

In the limit where the viscous relaxation time is much smaller than the time between
successive collisions, the particles relax close to their terminal velocities between collisions,
and the fraction of particles that have velocities significantly different from the terminal
velocities is small at any point in time. To obtain the leading-order collisional change in the
mean and mean-square velocities, Kumaran and Koch (1993) assumed that the velocities of
colliding particles can be approximated as equal to their terminal velocities. The change in
the mean and mean-square velocities of the particles for elastic and inelastic collisions can
be easily found by writing the velocities of the particles in terms of the velocity of the center
of mass and the velocity difference. The rate of change of a function of the velocity, Bi(ui)

can then be calculated by integrating the product of the collision frequency, and the change
in the property during a collision over the velocity space. The mean and mean-square
velocities are then found by substituting the collisional changes into the balance equations
(10-12). The result is:

(ui,) = (- i  , mk e + (15)

u(t) = E •()(mi2 mk 2 ee( + 1) (16)

S3 T, j mi ) m+ k) 12 (17)

where e is the coefficient restitution.

Equations (15) through (17) indicate that in the dilute limit, the velocity distribution is
highly anisotropic, since the mean-square of the vertical fluctuating velocity is twice the
fluctuating velocity in the horizontal plane. Note that in an isotropic distribution, the mean-
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square of the vertical fluctuating velocity is half that of the fluctuating velocity in the

horizontal plane.

To determine the range of validity for this result, consider a CFB operating at 12

atmospheres and 1150 K, with a suspension that can be reasonably divided into a 50-50

percent by mass of 180 and 220 micron particles. Table 1 shows the values of the mean

and mean-square velocities of the particles for such a suspension.

Table 1: Calculation of Various Mean and Mean-Square Velocities

eu (U2) (u u(Uu ) (u2)
0.0005 0.33 0.12 0.04 0.014 0.079 0.05 0.017

0.001 0.65 0.23 0.08 0.027 0.15 0.09 0.034

0.002 1.30 0.46 0.16 0.054 0.31 0.19 0.069

0.003 1.96 0.69 0.24 0.082 0.46 0.30 0.10

0.004 2.62 0.93 0.33 0.11 0.62 0.40 .0.14

0.005 3.27 1.16 0.41 0.14 0.77 0.50 0.17

0.006 3.92 1.39 0.49 0.16 0.93 0.60 0.21

0.007 4.58 1.62 0.57 0.19 1.08 0.70 0.24

0.008 5.23 1.85 0.65 0.22 1.23 0.80 0.28

0.009 5.89 2.08 0.74 0.25 1.39 0.90 0.31

0.01 6.54 2.31 0.82 0.27 1.54 1.00 0.35

From the gas turbulence induced dispersion model described in Section 2, if the bed is

operating at a superficial gas velocity of about 4 m/s, and the bed diameter is 20 cm, the

radial mean-square velocity is ((;,)2) = 0.067 m2/ 2. Figure 1 shows the percent of the

radial mean-square velocity due to particle collisions as a function of average solid

concentration.
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Figure 1

g Percent of Particle Radial Velocity Fluctuations due to Collisions
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Figure 1 indicates that the collisions become significant at an average solid fraction of about
0.007. Note that if equation (7) were used, the limit at which collisions become important
would be

(VPj)dr
Pr

= 0.026 (18)

As expected, this criterion significantly overestimates the solid fraction limit at which
particle collisions become important.

Strictly speaking, the derivation used above is not valid for large values of e (the limit where

the collision time scale becomes much smaller than the viscous relaxation time). However,
Kumaran et al have shown that the results are a good approximation for values of e out to
about 5.
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3.1.2 Limit 2: Time Between Particle Collisions < Viscous Relaxation Time

In the limit where the time between particle collisions is much smaller than the viscous
relaxation time, particles do not experience significant viscous deceleration between
successive collisions. To the leading order, deceleration can be neglected and the
distribution functions for the species are the Maxwell-Boltzmann distribution with equal
mean velocities.

In this case, the collision time scale is

T1 = (19)

In the limit of dense suspensions,

v = << 1 (20)Tvi

and the leading-order distribution functions of the two species are Gaussian distributions.
Kumaran and Koch also calculated expressions which can be used for the calculation of the

mean and mean-square velocities in this limit. The fluctuating velocities of the particles
were found to be O(E 1/3) smaller than the mean velocity, where

n,4na2ut,,m
E%1 = (21)

is the ratio of the collisional and viscous relaxation time for particles of species 1.
Additionally, one can see that E1 is proportional to St4. The velocity variances were
calculated correct to O(2)~ from the balance equations for the velocity moments. The

O(P2/3) corrections to the velocity variances are small for el of O(103), but they are of the

same order of magnitude as the leading-order terms for E1 of O(10'), indicating that the

asymptotic analysis is only accurate for very large values of E1. For a CFB, the voidage will

rarely exceed a value of about 0.20 for the solid fraction. At this solid fraction, the
magnitude of E1 is about 300. This suggests that this limit is only applicable in the most

dense regions of a CFB, an even then the results are suspect.
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In order to calculate estimates for the mean-square fluctuating velocities in the intermediate
range one must resort to numerical solutions of the Boltzmann equation, or an approximate
analysis based on an assumed form of the distribution function since exact solutions to the
Boltzmann equation do not exist.

Distribution functions that are small perturbations about a Gaussian distribution have been
used in the kinetic theory of dense gases, and in theories for granular flows. In the
Chapman-Enskog theory for gas mixtures, the first perturbation to the distribution function
is proportional to the gradients in the temperature and the mean velocities of the components
(Chapman and Cowling, 1970). The coefficients of the gradient terms are expanded in a
Sonine polynomial series, since the orthogonality of these polynomial simplifies the
evaluation of the collision integral. The thermal conductivity and viscosity of the gas are

determined from the first correction to the distribution function. However, this procedure is

not appropriate for the case of particulate flows. The analysis in kinetic theory uses a

perturbation about the isotropic Maxwell-Boltzmann distribution, whereas in a bidisperse

suspension one would expect the leading-order distribution function to be anisotropic and

skewed in the intermediate regime. The forces on the particles are dependent on velocity,

therefore the kinetic theory analysis gives an erroneous expression for the work done due to

gravitational and viscous forces. Also, since the force is not divergence free in velocity

space, the principle of detailed balancing is not applicable for suspensions, as discussed in

Kumaran and Koch (1993a).

In granular flows there is a source of energy due to the shearing motion of the suspension,

and the dissipation of energy due to viscous drag is assumed to be small compared to that

due to inelastic collisions between particles (Jenkins, 1987). If the coefficient of restitution

is close to 1, this system is similar to a dense gas of hard spheres in equilibrium, which has

a Maxwell-Boltzmann distribution of velocities. The shearing of the suspension causes a

perturbation to the leading-order distribution, and this is usually assumed to be an

expansion in Hermite polynomials. Since the Hermite polynomials constitute an orthogonal

function space, in which the inner product is defined with a Gaussian weighting function,
the moments of the distribution are relatively easy to calculate. However, this distribution

function has the disadvantage that the highest power of the polynomial in the expansion is

odd, the distribution function becomes negative at large velocities. For small perturbations,
the fraction of particles have a negative distribution function is small, but for larger
deviations from the Maxwell distribution this expansion assigns a negative distribution
function to a significant fraction of the particles.
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To form the expressions for the mean and mean-square velocities, consider a uniform
suspensions of particles of species 1 and 2 having masses ml and m2, and radii al and a2
settling in a gas. The conservation equation for fi, the distribution function of species i is

afi -Vi (ufi + (22)Nt at at

The first term on the r.h.s. of (22) is the accumulation of particles due to gravitational and
drag forces. The acceleration of the particle due to these forces is given by

du=t (23)

The second term on the r.h.s. of (22) is the collision integral or the rate of change of the
distribution function due to collisions. For convenience the collision integral is normally
divided into two components:

---= N (ui) - N(ui) (24)

Here the collisional accumulation, N "(ui), is the number of particles scattered into the

differential volume dui per unit time due to collisions between particles outside this volume,
and the collisional depletion, N,"(ui), is the number of particles scattered out of dui per

unit time due to collisions involving a particle in this volume. The conservation equation is
the same as the Boltzmann equation used in kinetic theory of gases, except for the important
difference that the particle's acceleration is dependent on its velocity.

The collisional depletion of particles due to collisions is calculated by carrying out an

ensemble average over the velocities of the second particle in the collisions and the

orientations of the impact vector. Here the impact vector is a vector joining the centers of

the particles at the point of collision. The procedure for calculating the collisional depletion
was described in Chapman and Cowling (1970), and the final expression for N"(ut) is

N?(Ui) = X 1 fi(ui)fj(uj)w cos (4) sin (V4) dV dr duj (25)
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where w is ui- uj, the magnitude of the relative velocity between the particles before

collision and x and 1l are the azimuthal and meridional angles of the impact vector relative to
the direction of the relative velocity. -r,, is the time between successive collisions of a

particle of species i with particles of species j.

The collisional accumulation is calculated by carrying out an ensemble average over all
collisions that transport particles into this volume. The relations between the particle
velocities before and after collision are given in Kumaran and Koch (1993a), and the final
expression is

N'(ui) = 1 _. f fi(u()fj u w* cos (V) sin (V)d dq d du* (26)
-=I T f * f=O

.j

where u* and u* are the velocities of the particle species i and j before collision, w* is the

magnitude of the relative velocity between the particles before collision and the angles xV and

iT are as defined above.

At this point, it is necessary to assume an approximate form for the distribution function.

The form used in this study is that developed by Kumaran et al., (1993)

fi(ui) = 2 x [ +u3/2ý+ -- L " [ ir (27)

where ýiZ . = ýiz for viz > Vis and iZ- = %iz for viz < Vis. This distribution function is shown

in Figure 2 for vis = 0, iz+ = 1, and i,.- = 0.5. The distribution function is two Gaussian

distributions patched together at their maximum and is continuous and differentiable about

the plane viz = Vis. The distribution has a non-zero skewness in the vertical direction, and is

always positive. The moments of this distribution function are given by Kumaran et al.

(1993),
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Figure 2
,Distribution of Vertical Velocities for Kumaran et al. Composite Gaussian

Vlz

(Ui) = uis + iz+ -

(U/ -s* i  - i - 2ui(( i+ iz-)

2+ Z-

(U) = -ir

+iz+
+ +

+z-

The parameters ui,, i,, ýiz+, and i~,- are calculated from the balance equations for the above

moments:
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a(Bpi(ui)) ( aui- V(ui) + a (32)
at = - (32)

The collisional rate of change of the velocity moments are calculated using the ensemble-
averaging procedure described in Kumaran and Koch (1993a). The steady state values of
the parameters ui,,y i, iz+, and ýiz_ are calculated by starting with an initial guess and

integrating the unsteady-state balance equations in time until they converge to their final
steady-state value. The cylindrical coordinate system is employed over a finite domain in
the velocity space of species i in the same manner as Kumaran et al.. This domain extends
from 0 to 3.6V. in the ui, direction, and -3.6V-7 to 3.6J/i in the ui, direction. Here,
ýiz is the greater of ýiZ and %iz_. The distribution function is specified at 325 nodes.

Each of these nodes is at the center of a control volume. The viscous fluxes at each control

surface are calculated using a 4-point interpolation scheme. The error due to the
interpolation scheme is less than one percent of the flux through the surface.

The collisional accumulation and depletion are five dimensional integrals over the
coordinates u,, uj, ) , V, and vT , where 4 is the polar angle between the horizontal velocities

of species i and j. These integrals are evaluated using a 12-point Gauss-Legendre
quadrature for the 4, V, and r coordinates, and a 12-point Gauss-Hermite quadrature for
the ujr and uj2 coordinates (this is the same method employed by Kumaran et al.). The

accuracy of this method was verified for a Gaussian velocity distribution which can be

evaluated analytically. Error in the integration scheme was less than 5 percent.

Kumaran et al. have shown that this result provides adequate agreement with results
obtained from direct-simulation Monte Carlo numerical solution of the non-linear

Boltzmann equation (Bird, 1970).

3.1.3 Modifications to the Radial Dispersion Coefficient Due to Particle Collisions

Including collisions in the analysis introduces the possibility that the particle-eddy
interaction time is no longer controlled by either the horizontal or vertical particle-eddy
crossing trajectories, or by the eddy decay time. Rather particles within an eddy may collide

with one another due to both the distribution in fluctuating velocities and the different axial
slip velocities of different fractions. During the time the particles are in the eddy, they gain
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a component of velocity due to the drag force in the direction of the eddy gas velocity and
also due to collisions with other particles as described above:

(u 2 = (U2
r/ ad

UPr~t/ P gs ndce S(Upr/collision induce
d

(33)

If the time between successive collisions is less than the viscous relaxation time, the particle
mean square displacement is

(x) = (( i 2 (34)

X ) = 2(( xix3)

x) = 2K iir))Pr r=O

(X = 2N(X ixi-r)

For a large number of interactions and constant (x'),

() = 2N (xi2)exp (- rA)

x) = 2N(xi) exp (- rA)dr

(x•, = 2()t (xi) (1 - exp(13t))

where the definition of the total number of interactions is now,

If Govan's approximation holds (equation 29, Section 2),
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(Xp,, Xpr) = (uec) exp (- rA) (40)

(Xprn Xprnr) = (xF)exp (- rA) (41)

and using the methodology described in Section 2,

x,) = 2( t)(Z ,)(, c- ( exp(3t) (42)

so that

(x2) = t(uxrc)(1 - exp(pt)) (43)

In general, it is not known which mechanism (vertical crossing trajectory, horizontal
crossing trajectory, eddy decay time, or collisional effects) will control the interaction time.
The general form of (43) can be written as

(x = 2 t )(1 - exp(pt)) (44)

or

(xr) = ttu2(1 - exp(pt)) (45)

where ti is given by the minimum of the particle-eddy vertical crossing time, particle-eddy
horizontal crossing time, eddy decay time, or time between successive collisions. Table 2
gives the expression for these characteristic times.
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Table 2: Expressions for Various Time Scales

Time Scale Equation Region where Time Scale

Will be Controlling

Particle-Eddy Vertical 1• Large particles, relatively
Ut

Crossing Time dilute suspensions

Particle-Eddy Horizontal
Crossing Time

Small particles, relatively
dilute suspensions

Eddy Decay Time 1.6 Very large diameter beds, or
Uel very small particles, dilute

suspensions

Time Between Collisions = 1n Relatively dilute
Relatively Dilute suspensions, large particle

Suspensions size distributions

Time Between Collisions Tc nd1(v)  Very dense suspensions
Dense Suspensions

The particle radial dispersion coefficient can then be calculated using (45) with the
appropriate expression for ti, and the expression

X2 t i = 8, (46)

3.1.4 Modifications to the Average Axial Concentration Profile Due to Particle
Collisions

Modifications to the axial average solid fraction can be made based on (46) and Table 2.

The expression for the axial concentration profile was derived in Section 2:
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St
u(t')E(t')exp

0

(47)

4RCu(O)
Tp() n=1

exp

where for long times and large numbers of interactions, the particle radial dispersion
coefficient was defined as

P, = ••d(Xp (48)Pr 2- dt P"f

Pr 2\rf (49)

where v is the interaction frequency. If the interaction time scale is controlled by the vertical

particle eddy crossing trajectories

Utv= t

In general, however

1
ti

(50)

(51)

Equation (48), (51), and the appropriate expression in Table 2 along with the calculated
value for (x:2) can be used to evaluate ep, to take into consideration suspensions where the

particle-eddy interaction time is not controlled by the vertical crossing trajectories.
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3.2 Gas Turbulence Modification

The analysis described in Section 2 was based on the assumption that the gas phase

turbulence was not affected by the presence of particles. This assumption is only valid in

the limit of very dilute suspensions. For solid fractions typically found in CFB's, the

intensity of gas phase fluctuations will deviate significantly from the single phase limit.

The particle-turbulence interaction is of great importance in understanding the mechanism

of turbulence generation and transfer in two-phase flows. This problem is also important

for developing calculational methods for devices which use multiphase mixtures, such as

fluidized beds. During the last decade this problem has been the motivation for a number of

investigations covering various aspects of this phenomenon [Hetsroni (1989), Gore and

Crowe (1989), Rashidi et al. (1990, 1991)]. Table 3 lists some of the particle-turbulence

flow configurations which have been studied in the past.

Table 3

Flow Configuration Investigators

Particle-Laden Jets Hetsroni and Sokolov, 1971

Laats and Frishman, 1973

Parthasarathy and Faeth, 1987

Shuen et al., 1985

Two-Phase Pipe Flow Tsuji and Morikawa, 1982
Tsuji et al., 1984

Zisselmar and Molerus, 1979
Maeda et al., 1980

Alajbegovic et al., 1994

Two-Phase Boundary Layers Rashidi et al., 1990, 1991

Two-Phase Homogeneous Turbulence Parthasarathy and Faeth, 1987, 1990

In the early investigations on particle-laden turbulent jets, it was discovered that the presence

of solid particles can lead to either a modulation or enhancement of the turbulence of the

carrier fluid. Gore and Crow (1989a,b) compiled most of the available experimental data

and presented the effect of the particle sizes on the reduction or enhancement of turbulence.

They concluded that small particles reduced the turbulence intensity of the flow, while larger

particles increased it.
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The early investigations on particle-laden turbulent jets concluded that the presence of solid
particles leads to the modulation of the turbulence of the carrier fluid [Hetsroni and Sokolov
(1971); Laats and Frishman (1973)]. This effect manifests itself both in the modulation of
the turbulence intensity and in a change in the energy spectra (a decrease in the spectral
components at high-frequency and a corresponding change in the distribution of the
fluctuations energy). The subsequent measurements [Shuen et al., (1985); Parthasarathy
and Faeth, (1987); Tsuji et al., (1988)] made for wide variations in particle sizes, phase-
density ratio, total mass content and other variables corroborated these results.
Subsequently, a number of new effects reflecting specific features of the particles-
turbulence interaction have been discovered. It was shown [Tsuji and Morikawa, (1982);
Tsuji et al., (1984); Lee and Durst, (1982)] that carrier fluid turbulence in particle-laden
flows with coarse particles does not always decrease; the turbulence intensity may also

increase. This phenomenon has a common character and may be observed in various types
of particle-laden flows: jets, pipe flows, flows in the boundary layer and in homogeneous
turbulence. The turbulence intensity of the carrier fluid in a two-phase mixture may be
several times that of a single-phase flow.

A number of investigations have dealt with a theoretical description of the particles-

turbulence interaction [Abramovich, (1970); Elghobashi and Abou-Arab, (1983); Shuen et

al., (1985); Abou-Arab and Roco, (1988);, Shraiber et al., (1990)]. They approached the
problem by extending the single phase models of turbulence (mixing length theory, the k-e

model etc.) to calculate the particles-turbulence interaction. One of the first attempts was

that of Abramovich (1970), who used Prandtl's (1925) mixing length theory and derived a

simple expression determining the dependence of the velocity fluctuations intensity on the

carrier fluid and the particles' physical properties as well as the flow regime parameters.

This theory does not result in turbulence modification and may be used only for estimation

of the fluctuations in two-phase flows with fine particles. In this case, fairly good
agreement between the theoretical and experimental data was achieved. Later this approach

was used in a number of investigations to study the effects of flow non-equilibrium, gravity,

and other variables on the turbulence intensity [Abramovich, (1984)].

A number of theoretical methods have been developed to describe turbulent flows laden with
coarse particles. The turbulence modulation has been investigated by Al-Taweel and
Landau (1977), Parthasarathy and Faeth (1990), and Yuan and Michaelides (1991). In the
latter work a simple estimation was proposed by using a turbulent kinetic energy balance.
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Gore and Crowe (1989) attempted to generalize the experimental data on the particles-

turbulence interaction and suggested the use of the ratio of particle size to a characteristic
length scale of flow. The analysis of the data for various types of particle-laden flows has

shown that there exists a fairly distinct particle dimensionless size below which particles

suppress turbulence and above which they enhance it. This boundary corresponds to the
ratio

d
-0.1 (51)

Hetsroni (1989) used the data of Gore and Crowe (1989) and suggested that larger
particles, with a Reynolds number greater than 110 cause vortex shedding behind them.
These vortices actually cause enhancement of the turbulence (the particles cause energy to
be transferred from the average velocity to higher frequencies).

Previous numerical studies of multiphase flows used turbulence models, such as the k-e

models, and extrapolated the coefficients from single-phase flows [Danon, et al., (1974)].
These computations may serve useful purposes, but do little to enhance the physical

understanding of multiphase flows.

In general, it is known that the following six mechanisms, which are not independent of each

other, contribute to the turbulence modification in dispersed two-phase flows:

1. Dissipation of turbulent kinetic energy by the particles

2. Increase of the apparent viscosity due to the presence of particles

3. Shedding of vortices or the presence of wakes behind the particles

4. Fluid moving with the particle as added fluid mass to the particles
5. Enhancement of the velocity gradients between two rigid spheres

6. Deformation of the dispersed phase

Of these mechanisms, number (6) is not applicable to particulate flows, and numbers (5)

and (2) are negligible for relatively dilute suspensions.

The mechanism of turbulence modification which is developed in this Thesis is consistent
with the proposed mechanism for particle dispersion. Two predominant mechanisms for

the enhancement and production of turbulence are assumed:
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1. The dissipation of power from an eddy for the acceleration of a particle -
resulting in turbulence reduction

2. The flow velocity disturbance due to the wake of the particle or the vortices
shed - resulting in turbulence enhancement

The effects of these two phenomena combine to yield the overall turbulence modification.

3.2.1 Particle-Eddy Interactions

As was discussed in Section 2, the turbulent fluid is characterized by eddies moving with a

velocity ue which can be approximated as:

uIlue T 2(52)u, = u, = uo (52)

where u¶ is the friction velocity, ue is the eddy velocity, and f is the single phase friction

factor. A particle moving with a velocity vp enters the eddy and interacts with it for an

amount of time determined by the minimum of the eddy decay time, vertical particle-eddy

crossing time, horizontal particle-eddy crossing time, or the time between successive

collisions, as discussed above. In general, the equation describing the particle motion is:

dd p, = d(p,Ps - Pf)g - pECdP - Vf - 1d2 V)I vp-vfp

P d Ft t 8 2• v t ] _
t

________ VfI dp 1 1/ (53)

-1 1d pfC Ad V -vV 1V + DVfp

In CFB's, the particle-gas density ratio is normally on the order of 1000 or higher. This

allows one to neglect the history and added mass terms, along with the Faxen force, and the
terms representing the fluid stresses in the absence of a particle. Therefore, the steady state
drag force, Fdrag, is the dominant force on the particle. The rate of work done by the fluid is

767



equal to FdragUe and the change of the kinetic energy of the particle is FdragVp. The rate of
energy dissipation is then

uC.d-pv u,- u , - vi= 8 (54)

During the time of particle-eddy interaction, ti , when the particle finds itself in the eddy, its
velocity changes because of the action of the drag force. From the equation of motion of

the particle, the approximate expression for the velocity of the particle during the time
interval ti is

Vp = VPo + (U p )[ exp (- ); tS tj (55)

where C is the correction to the Stokes drag, i.e.

C = + 0.15Re d) (56)

and tp is the characteristic time of the particle

p = 18,d (57)

Strictly speaking, Reu,,d p is not constant over the interaction period, however, this

assumption introduces errors less than 12 percent in particle velocity [Michaelides, (1988)],
and allows the resulting equations to be simplified greatly.

The total work done during the time of interaction between the particle and the eddy is
simply the integral of the rate of energy dissipation with respect to time

W e= u, -u- - exp -_ ; t ti (58)

The work performed by the eddy on the particle is equal to the energy dissipation in the
eddy. This dissipation results in a turbulence intensity reduction of the same amount. The
term (u - vPo) can be approximated as the local relative velocity of the fluid with respect to
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the particle since the calculation of the time-average reduction in turbulence intensity
requires an ensemble of particles, i.e.:

(U - Vp0) Ufre Ut (59)

Clift et al, (1978) have shown that when Re,,, ,dp > 20, there is an evident wake behind the
particle. At Reu.,dp > 400, vortices are shed behind the particles at a frequency which is a
function of Reuq, dp. Both the wake behind the particle and the vortex shedding contribute

to the velocity disturbance by the particle and are considered here as the sources of
turbulence production. The change in the kinetic energy per unit volume associated with the

produced turbulence is proportional to the difference of the squares of the two velocities and

to the volume where the velocity disturbance occurs:

AE = d p(u2 - v2)f(i,) (60)

where f(1,) is a function which represents a measure of the region behind the particle

where the fluid velocity is close to that of the particle. A reasonable estimate for this length
is the effective length of the wake, or the length behind the particle where the shed vortices

remain. Michaelides (1992) assumed that the wake is half of a complete ellipsoid, with a

base diameter dp and height lw; where 1, is obtained from Clift et al. (1978). The resulting

equation for the change in kinetic energy due to wake shedding is then

AE = pfut(2 u, -u (61)12 U"-ut)f(lw )  (61)

the term i/12 results from the multiplication of the volume of the ellipsoidal wake by 1/2,

which multiplies the kinetic energy expression.

The total change in turbulent kinetic is the combination of equations (58) and (61)

AE P= P 2u 1 - e ( 2Ctx , (+ d- (2u, - u)f(l,) (62)
12 1[ P 12

For the case of small particles where the interaction time is much larger than the particle
time scale, the change in turbulent kinetic energy is
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- rd•p,
AE= 2 "u2  (63)12

For conditions typical of a CFB, the eddy-particle interaction time will not be much greater

than the particle relaxation time. However, most will operate with particle Reynolds

numbers less than the cutoff of 20 suggested by Clift et al. (1978). Therefore, the change

in turbulent kinetic energy can be approximated as

AE= 3u 1[ - exp Ct~ij (65)12 (_ )

Equation (65) represents the change in turbulent kinetic energy due to one particle

interacting with an eddy. To develop an expression which is valid for a suspension of many

particles, assume that a fluid element acquires momentum at time t = 0 under the influence

of a hydrodynamic field disturbance (pressure fluctuation). Further it moves by inertia and

interacts with the particles inside. Then the carrier fluid is described by the following

equation of conservation of momentum:

d V; + 1 YPi' =0 (66)

where y represents the ratio of particle to fluid mass flux. The summation is included to

represent particles of n different diameters.

The initial condition for (66) is

vf= vo att=0 (67)

where v' represents the fluid mean-square velocity fluctuations without particles.

Integration of (66) gives

v; + y~ v = v' (68)

(68) can also be written as
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Vf + Yi V'i - v') + Yivf= -v' 1 (69)

or

vV= 1 (1 + Yi v' - v; (70)

The second term on the r.h.s. of (70) represents the turbulent dissipation due to the viscous
interaction between the particles and the carrier fluid. Using the analysis developed above
and correcting for the possibility of more than one particle per eddy, (70) can be rewritten to
give

Vf = + Yi 1 - exp -p (71)

The kinetic energy of the fluid per unit volume without particles is (Hinze, 1975)

Eo = (72)

The fluid mean-square velocity fluctuation with particles can then be written as

v : u t +  i 1 - exp t (73)

If the relative eddy-particle velocity can be approximated as being equal to the terminal
velocity for an ensemble average of particles

v + Yi(tl 1-exp -2Ct (74)Yi( t)

In the case where the ratio of the particle to eddy length scale is much less than unity, the
analysis indicates
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v= 1 )[] (75)
f + @i)

In this case the turbulence modulation by wake shedding mechanism does not take place

and the process of the particles-turbulence interaction is determined only by the total mass

content. This result reflects the leading role of particle inertia in particle-laden flows with

fine particles. Figure 4 presents experimental data for the enhancement of the carrier fluid
fluctuations at the axis of an axisymmetric jet which was taken by Laats and Frishman

(1973). In this plot and the plots that follow, the enhancement coefficient is defined as

v, - voV V = x 100 (76)
Vfo

where v o is the mean-square fluctuating velocity of the fluid without particles.
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Figure 4
Dependence of Enhancement Coefficient on Mass Flux Ratio:

Data of Laats and Frishman (1972)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

The particle sizes in these experiments changed between 7 and 120 microns and the total
mass content from 0 to 0.6. The plot also includes the asymptotic limit of equation (74) as
given in equation (75). From (76) and (75), where u,= vf' for flow in jets, the

enhancement coefficient in the limit of very small particles is

vu Vr- vro Y
100- v, 1- l+fo (77)

The effect of the mass content on the enhancement coefficient for various radial locations
across a pipe is shown in Figure 5. Also shown is equation (74) (solid line). The match is
not exact, although the general trend is captured. One reason that the prediction may not be
as good for this set of data is the flow setup was horizontal liquid-solid pipe flow. The
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density ratio in this flow was of the order 1, indicating that virtual mass and history forces

may be significant. These forces were neglected in the derivation of (74). It is important to

note that at each radial location, an increase in the mass flux ratio increased the reduction in

fluid phase turbulence velocity. This supports the result that for a wide variety of flows

where the wakes behind the particles can be neglected, the turbulence modulation is only a
function of the mass flux ratio.

Figure 5

Dependence of Enhancement Coefficient on Mass Flux Ratio
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In Figure 6, the enhancement coefficient is plotted versus the mass flux ratio for the

experimental data of pipe flows as taken by Tsuji and Morikawa (1982), Tsuji et al. (1984),
Zisselmar and Molerus (1979), and Maeda et al. (1980). In these experiment, the mass
loading and the particle diameters were larger than those in the study by Laats and Frishman

such that the assumption of the limit of small particles which move at the same velocity as
the gas does not hold. Even though the simple formulation resulting in (77) does not hold,
equation (74) (the solid line given in the plot) provides an adequate prediction of the
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turbulence modulation. In all cases, an increase in the total mass content of the particles
leads to a decrease in the level of fluctuations.

Dependence
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Figure 6
of Enhancement Coefficient on Mass Flux Ratio

o Tsuji and Morikawa (1982) A Zisselmar and Molerus (1979)

o Tsuji et al. (1984) v Maeda et al. (1980)

In CFB's, the mass flux ratio can be much larger than the range given in Figure 6 (up to
about 10). While it is not certain that (74) will hold much beyond the range where
experimental data is available, for the purposes of this Thesis, it will be used to predict the
effect of the particles on gas phase turbulence.

3.3 Drag Coefficient

The relative velocity between a mulitparticle cloud and the continuous fluid medium is a
function of the size, volumetric concentration, and particle sphericity, taking into account the
physical parameters of the system. The quantitative relationship linking these factors is
needed in many fields of engineering: fluidized and moving beds, liquid-liquid mixing and
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settling, drops-gas contacting, fixed-bed reactors, and solid fluid separations. Despite the
numerous experimental and theoretical studies devoted to this problem, relatively few
reliable design methods are available. Various empirical correlations proposed so far are

limited to certain ranges of variables.

The present discussion deals with systems of particles, of common specific gravity, with a
relatively narrow size distribution which can be reduced to an average characteristic size.
Additionally, it will be assumed that there are no interactions between the particles, except
hydrodynamic effects through the fluid. Additionally, the effect of the fluid bed walls is
neglected. In reality, both drag in the normal and tangential direction are affected when the
ratio of particle diameter to wall distance from the particle center of mass is of the order 1.
This is discussed in greater detail in Chapter 2 of this Thesis.

3.3.1 Determination of Drag as a Function of Solid Fraction

The terminal velocity of a single (spherical) solid particle surrounded by an infinite fluid has
been given much attention. Generally, the effects of the fluid viscosity and density, the
particle density and diameter, the gravitational acceleration, and the relative velocity are
determined by grouping these variables according to the theory of similarity, into two
dimensionless groups: the particle Reynolds number

uIdp,Re = (78)

and the empirical drag coefficient (the ratio of the drag forces and inertial forces)

C,•= f 1 (79)
fPrSur1  f-pfSu

ad2
where S is the largest cross sectional area of the particle and is equal to for a sphere.

These parameters are then plotted against each other, as in Figure 7. If the physical
parameters are known, data plots, or empirical equations (one of which was used to plot
Figure 7) can be used to link the parameters.
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Drag Coefficient vs Particle Reynolds
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Empirical curves can be divided into several zones. The first zone is the Stoke's region. In
this region, the drag forces can be obtained analytically by solving the Navier-Stokes
equations, neglecting the inertial term and assuming, as boundary conditions zero velocity
on the particle surface and a constant velocity urel in the vertical direction at an infinite
distance.

F, = 3x3fdum (80)

and

CD = 24 Re
durepf Reu, dp

d, (P.- p,)g
UrI 1818Ccf

(81)

(82)
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In the region of the constant drag coefficient

CD = 0.44 -t 0.04 (83)

between Reynolds numbers of 700 and 200,000 where viscous forces are negligible

(Newton's law).

Various empirical formulae have been proposed for the entire Reynolds number range. The
equation of Turton and Levenspiel (1986) provides good agreement from the Stokes region
through Reynolds numbers of the order 106:

C = 2 4  1 + 0. 173Re o.7 + 0.413
DReG•,u dp u l, dp]+ 1 + 16300Re. 10

In multiparticle systems the following fundamental complications are present:

1. A third variable is introduced: the volumetric fraction 4 occupied by the

particles
2. The unique particle diameter becomes a size distribution characteristic

(mean, median, variance).

The general problem is to relate u , the relative average velocity between the solid particles

and the fluid phase (equal to the vectorial difference between the superficial velocity of the
particles and the superficial velocity of the gas), to dp and 4. Since uý is always less than ut,
the superficial gas velocity, many authors have proposed that uo/ut should be related to 4.

The hindrance effects in a multiparticle system can be broken down into three effects. The
first is the pseudo-hydrostatic effect. The average effective hydrostatic pressure gradient of
the suspension is greater than that of the fluid alone, and consequently the effective
buoyancy force is greater. This force is the integration of the vertical component of the
hydrostatic pressure normal to the particle surface. Therefore, in the expression of the
driving force, the effective density p, of the suspension should be used instead of the fluid

density:

P+= P= P+p(l -4) (85)
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However, the dynamic fluid pressure, relevant to the inertial forces, should still be related to

the fluid density, since the particles are moving all together relative to the fluid and not
relative to the suspension. Therefore, p, should be used in the expressions of the Reynolds

number and the drag force.

The second effect is the momentum transfer. The presence of the other particles affects the

mechanism of the transfer of momentum between each particle and the fluid medium. This

effect is related, although not strictly equivalent, to the increase of the apparent bulk

viscosity of the suspension, which becomes evident when the bulk suspension is sheared.
This effect calls for a correction factor as a function of 4.

The final effect is the wall hindrance effect. Significant wall effects are detectable even

when a single particle is settling in a vessel whose diameter is larger than the particle size by
one or two orders of magnitude. This is caused by the dissipation of energy by friction

between the moving fluid and the walls and by the limitation of the flow field around the

particle. Analogously, a settling cloud of particles causes an opposite motion of the fluid,

which develops drag forces on all the particles present and limits the flow field around the
individual particles. This effect calls for another correction factor linked to 4.

Pure theoretical attempts to relate uO and ut are based on analytical solutions of the

differential Navier-Stokes equations, with particular sets of assumptions on limiting

conditions but without any empirical constant. Almost all of these attempts are based on the

simplifying assumption of the creeping flow region. The most common mathematical

models used are the method of reflections, the point force technique, the cell models, and the

multipole representation technique. Only the cell model allows for calculation beyond the

range of creeping flow.

A general correlation should account for the role of 0 in the three effects mentioned above.

The development of a correlation which takes these into account was developed by Barnea
and Mizrahi (1973). They successfully correlated the ratio u4/ut in the creeping flow region

by deriving correction factors for each effect. For the momentum hindrance, the expression

for the apparent viscosity of the form

- ex -K2+) (86)
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This is the same form as Vand's (1948) theoretical result, and Mooney's (1951) semi-

theoretical correlation. It should be noted that the apparent viscosity of the suspension,
when sheared as a bulk by the motion of a solid wall, is not necessarily the same as the
suspension viscosity encountered by a particle moving with respect to the fluid while

keeping a constant average position with regard to the other particles.

The wall effect was derived in the form of (1 + K313), which is a common result for

analytical solutions in the creeping flow region. The constant K3 pertains to truly random
spatial positions of the particles, a case which has not been analytically resolved. Thus K3
must be found from the correlation of experimental data.

FD= 3dplfu(1 + K3 '1 )exp ((K ) (87)

The driving force takes into account the hydrostatic effect by using the suspension density

FD = d(p - f)g(1 - ) (88)

From (87) and (88), the relative terminal velocity is

d2(p, - pf)g(1 --)U*= P((89)
18{+ K 34')exp ((--I + I 9-K 2+)

In the creeping flow region, it was determined that Ki = 1.66, and both K2 and K3 were 1.0.

Barnea and Mizrahi then extended their analysis to cover a wide range of Reynolds
numbers. The Reynolds number, which characterizes the flow regime, is a measure of the
relative contribution of the inertial forces and frictional forces to the total drag forces. The
former are not affected by the presence of other particles (being related to the suspension
density provided that the characteristic velocity is taken as u1), but the frictional forces are

increased by the presence of other particles, as indicated by the increase in suspension
viscosity. The relevant form of the Reynolds number is
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Re u, dp Re • u -=Reu ( (90)
Rexp

The drag coefficient is the ratio of the drag forces to the dynamic pressure on the particle

cross sectional area. It should take into account both the wall effect and the hydrostatic
effect

CD FD CD (91)
pf~u (1 + )(1 + /)

r4d,(p -pf)gi (1- )C, = 3u [( ) (92)

CuD. D ( U' (1 CD (93)

The main hypothesis by Barnea and Mizrahi was that the relationship between CD, and
Re, ,p in multiparticle systems is identical to the relationship between CD and Re, dp for

a single particle. They plotted experimental data from eight different sources beyond the

creeping flow region along with extensive data representing the creeping flow range and
used the relationship of Lappel and Shepherd (1940) to link CD and Re, =dp. The

exceptional agreement between the model and all experimental data suggests that this

methodology provides a universal correlation.

The following steps summarize how one would compute the drag coefficient CD, :

1. Assume a value for uVut
2. Calculate Re.,,p from equation (90)
3. Calculate CD, from equation (93)
4. Calculate CD, from the single particle drag expression

CD = Re24 1 + 0. 173Reo. 1 + 0.413
D Re,p U4 dp I +1630Re-1.o
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or any other suitable expression
5. Compare the values of CD, from step 3 with that from step 4. Adjust the

guess for u4 ut as necessary until convergence

A comparison of the calculated drag curve using this methodology and the standard single

particle drag curve is given below after a discussion of the effects of particle sphereicity.

3.3.2 Effect of Particle Sphericity on Drag

Analytical results for predicting the drag on isolated spherical and nonspherical particles

exist only in the Stokes regime. Drag prediction for nonspherical particles over the entire

range of Reynolds numbers is an extremely difficult theoretical problem because of the

large number of shape descriptors needed to classify irregular shapes.

The work of Haider and Levenspiel (1989) is the first attempt to solve this problem through

empirical correlation. They collected data on the drag coefficient as a function of particle

Reynolds number for particles of different shapes, and proposed a functional dependence

which works well for the shapes analyzed in their study. This correlation contains

adjustable parameters whose values are determined by the sphericity, defined as the ratio of

the surface area of a sphere with equivalent volume to the actual surface area of the particle.

The resulting formula for the drag closely resembles earlier studies conducted by

Levenspiel [Turton and Levenspiel, (1986)]. The Turton and Levenspiel expression for the

drag coefficient for a spherical particle is

CD = 24 1 + 0. 173Reo.] 0.413 (94)
CD-Re.,dp Lu,d p  1 + 16300Re (94)uel I u.4 d1

After studying the literature, Haider and Levenspiel concluded that the following function is

the most suitable form for drag prediction

C= 24  1 + AReB + C (95)CD Reu,, dp Rdl + D (9)Re p

The values of A, B, C, and D were determined by minimizing the sum of squares error Q,
which for n data points is
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Q = (logC, - logo1CD) (96)

Goodness of fit was measured by the root mean square deviation defined as

RMS = Q (97)

Data for four isometric nonspherical shapes were gathered by Haider and Levenspiel from
Pettyjohn and Christiansen (1948), and for thin disks from Schmiedel (1928), Squires and
Squires (1937), and Wilmarth et al. (1964). They quantitatively measured the sphericity of
eight shapes in order to interpolate CD for a new shape. The resulting relationships were
approximated with polynomials yielding:

A = exp(2.3288 - 6.4581+, + 2.44864:) (98)

B = exp(0.0964 + 0.5565+,) (99)

C= exp(4.905 - 13.89444, + 18.4222~- 10.25993w) (100)

D = exp( 1.4681 + 12.258440 - 20.7322s + 15.8855 (101)

This allows one to calculate the drag coefficient as a function of the particle Reynolds
number and particle sphericity. The RMS deviation of this correlation with the data was
less than 0.15 over the entire range of particle Reynolds numbers and sphericities. Haider
and Levenspiel also provided simplified expressions for (98) through (101)

A = 8.1716exp(- 4.06554,) (102)

B = 0.0964 + 0.5565+. (103)

C = 73.69exp (- 5.074+,) (104)

D = 5.378exp (6.2122+,) (105)
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When (102) through (105) are used, the RMS deviation was less than 0.2 over the entire
range of particle Reynolds numbers and sphericities investigated. The recommended range
of the particle Reynolds number for the Haider and Levenspiel correlation varies from
Re,,, dp < 2.5 x 104 for isometric particles to Re u1 , dp < 500 for discs.

Thompson and Clark (1991) investigated a method of quantitatively distinguishing shapes

as they pertain to particle drag that can be measured for all particles. They introduced the
scruple (K2), also called, the Newton shape factor, defined as the ratio of the drag coefficient
of particles of the same shape to the drag coefficient of a sphere, both at a Reynolds number

of 10,000. Using Newton's shape factor instead of sphericity as the shape descriptor,
Thompson and Clark (1991) determine the drag as a function of Reynolds number and K2.

Leith (1987) evaluated the drag on nonspherical particles in the Stokes' regime. He
introduced the Stokes' shape factor, K1. Like Newton's shape factor, K1 was evaluated
empirically from the data on drag. Leith concluded that in addition to sphericity, other
shape factors such as a shape factor measuring projected area of the particle in the direction
of flow, are needed to determine K1. Leith's own formula depends on four shape
descriptors.

Ganser (1993) developed an expression through dimensional analysis which predicts that
C D/K2 is a function of Re,,l,pK 1K 2 only. A plot of log(CD/K2) versus
log(Reuf, dpK1K2) for all 731 data points gathered from the studies of Pettyjohn and

Christiansen (1948), Schmiedel (1928), Squires and Squires (1937), and Wilmarth et al.
(1964) showed that CD/K2 can be considered a function of the generalized Reynolds
number Reu,, .dPKIK 2. The form for this dependence was assumed to be given by the
general form of Haider and Levenspiel [equation (95)] with Re.,, dp replaced by Re,,, dp

K1K2, and CD replaced by CD/K 2, and A, B, C, and D are universal constants. The values

for A, B, C, and D for spheres were assumed to be those found by Haider and Levenspiel,
since their data was based on all available data. The parameter values for other shapes were
calculated directly from the data of Pettyjohn and Christiansen. This includes all the data
used by Haider and Levenspiel for isometric shapes plus the small Reynolds number data
they ignored.

Equation (106) gives the result of Ganser.
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CD- 24 1 +0.1118 Re dKKzK os67 0.4305 (106)

Red1 , dpK KK2

Equation (106) results in a decrease in the RMS deviation for isometric particles from
0.041 to 0.034, for disks from 0.114 to 0.067, and for all data from 0.057 to 0.040. Values
recommended for the Stokes' shape factor K1 and the Newton's shape factor K2 as given by
Ganser are:

For isometric particles:

K1= (+ 2 -1i 2.25dv (107)

Kz = 10('' s1'osb()la]) (108)

and for non isometric particles:

K,= (;+ -2.25- (109)
(3 d 3 D

K,= 10 Uo(4•'iq(Q"4' )  (110)

where dv is the diameter of a sphere with equivalent volume, D is the bed diameter, 4s is the

particle sphericity, and dn is the diameter of a sphere with equivalent projected area. For
fluid beds with isometric particles, equation (107) can bed simplified to

K1 = + A1/2 (111)

since the ratio of particle diameter to bed diameter is very small.

Equation (106) developed by Ganser provides a simple and accurate formula for predicting
drag for spherical and nonspherical particles and will be used in this Thesis for the
prediction of drag on non-spherical particles. For suspensions of nonspherical particles, the
following methodology is used:
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1. Assume a value for u'ut
2. Calculate Re ,,dp from equation (90)
3. Calculate C,, from equation (93)
4. Calculate CD, from

CD# •24 1 + 0.1118 Re K oK06567 0.4305
K, Re ,d KK12 Re3305

Re,,, dpK iK

K,2 = 10(1.8148[10(,')1lo )

5. Compare the values of CD, from step 3 with that from step 4. Adjust the

guess for u/ut as necessary until convergence

Figure 9 shows a comparison of the single particle drag expression for particles with a

sphericity of 1.0 and 0.8 where the voidage is 1.0. Figure 10 shows a comparison of the
drag coefficient for a particle with a sphericity of 0.8 for voidages of 1, 5 and 10 percent.
Figures 9 and 10 indicate that at the lower Reynolds number, it is the voidage effect which
causes the deviation from the standard single particle drag, while at higher Reynolds
numbers, it is the sphericity effect which dominates. For Reynolds number typical in CFB's

(on the order of 10 -20), both effects contribute to the deviation, although at lower voidages,

the sphericity effect is larger.
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Figure 9
Drag Coefficient vs Particle Reynolds Number for Different

Sohericities

Re -urel,dp
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Figure 10
Drag Coefficient vs Particle Reynolds Number for Different

Voidages

Reurld
urel,dp

88
0

Sphericity = 1.0, Voidage = 1.0

---- Sphericity = 0.8, Voidage = 0.95

- Sphericity = 0.8, Voidage = 0.9

- - Sphericity = 0.8, Voidage = 0.7

Corrections to the drag coeffcient due to voidage and sphericity may seem to be

insignificant in view of the overall model. However, it must be kept in mind that thousands

of particle are tracked through hundreds of thousands of interactions. Small errors in the

expression for the particle equation of motion tend to amplify themselves. On the other

hand, errors in such items as the end conditions and entrainment rate models are not

amplified from the cumulative effect of millions of interations between particles and eddys

since they are not used in the dispersion calculation - rather they are used once in the overall

balance equations. Therefore, while corrections to the drag are small, they can have a
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significant effect on the calculated dispersion coefficient - and hence the average solid
fraction profile.
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4.0 OVERALL CFB HYDRODYNAMIC MODEL

The model described above allows for the prediction of the axial distribution of the disperse

phase in the core of a CFB. To complete the hydrodynamic model, equations will be written

for the core/annulus structure observed in the fast fluidization regime. According to this

model, flow is upward in the core and downward in the annulus. The net solid flow is equal

to the upward flow in the core minus the downward flow in the annulus. The core flow is

described as dilute pneumatic transport flow and is given as the solution of the radially

averaged 2-D dispersion equation as solved above. The characteristics of the annulus flow
are determined through the solution of the equations of mass and momentum for the

particles and the gas for the annular and core regions.

4.1 Development of the Mass and Momentum Equations for the Core and Annulus

Before writing the equations of mass and momentum, the assumptions upon which they are

based are given:

1. The flow riser is divided into two regions, a dilute upward flowing core, and
a dense downward flowing annulus

2. The core region consists of a dilute up-flowing suspension of dispersed
phase particles traveling upward at a velocity of u,, and solids volume

fraction r,.

3. The annulus region consists of a downward flowing suspension with a
velocity u,, and solids volume fraction P,.

4. All the gas flows upward in the core at a velocity uf - the gas flow in the

annulus can be neglected

5. There is a negligible radial variation in the velocity across the core and the

annulus

6. The solids volume fraction in the core is small, such that the slip velocity

between the gas and solids phase is equal to the particle terminal velocity.
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Where the terminal velocity is corrected for the particle sphericity and core
solids fraction.

7. The gas velocity in the core is much greater than the particle terminal velocity
such that the slip velocity between the particles and gas is small

8. Inlet effects are small. The pressure drop due to the initial acceleration of
the particles is negligible compared to the overall pressure drop.

9. Gas/wall frictional effects are small

10. Gas momentum flux is small compared to the particle momentum flux

11. The pressure is uniform across the riser cross-section.

Of the above assumptions, numbers (2), (3), (5) and (7) are the most questionable.
Regarding (2), (3), and (5), it is well known that there is a radial variation in gas and particle
velocity, and average solid fraction in a CFB. However, most studies indicate that the radial
variations within the downward flow wall layer (annulus layer) and the upward core region
are small compared with the change between the two regions.

With regard to assumption (7), in a CFB operating at 12 atmospheres and 1100K with 200
micron particles, the particle terminal velocity is about 0.50 m/s. The gas velocity is
typically of the order of 4.0 m/s. Thus, the terminal velocity is generally less than 20
percent of the superficial velocity for typical conditions in a pressurized CFB. In an
atmospheric CFB, the terminal velocity would be about 0.8 m/s. In this case, the terminal
velocity is still less than 20 percent of the superficial velocity. It seems reasonable,
therefore, that for modest particle sizes and superficial velocities normally seen in
commercial CFB's, assumption (7) holds.

With these assumptions, the mass conservation equations for the core and annular regions
can be written starting with the equations developed by Hinze (1962) who considered the
effects of suspended discrete particles as external forces acting on the continuous phase.
Hinze developed mechanical energy and momentum balance equations for a flowing
suspension. The corresponding equations for turbulent flow were obtained by applying
Reynolds' procedure. The general equations were then applied to the case of vertical
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upward flow through a tube of uniform, circular cross-section. In the case of a core-annular

structure, the equations for mass and momentum are:

Particles in the core

I dthc_-+ drha-c
Ps dz A dz dz

Particles in the annulus

I (dthc-za dziac (2)
W dz dz )

Gas in the core

P f" dz =0 (3)

In the above equations, dri_, represents the mass transfer rate from the core to the
dz

annulus, and dia h,-. represents the mass transfer rate from the annulus to the core. De is
dz

the diameter of the core region, D is the CFB riser diameter, Ac is the core area, A is the
riser area, and 0 represents volumetric solids fraction.

Similarly, the momentum equations can be written as

Particles in the core
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D 4k'+ P ÷°,g+ 4D,
c D

D2

p.(1 - _4_ _a 4

D-2  DV DD2
1 dric-a

Au dz

(5)
-u dz 1=0

as dz )=

In the momentum equations, c," a represents the core-annulus interfacial shear, and a.. w

represents the annulus-wall shear.

Defining

K, = Ap1 drhdz
A ps d z

dia -
dz )

and using of the chain rule, the core mass balance equations become

dc.u D2) du ,)d4z ~ d u + (u, .) + duz

(6)

(7)

and

D
( I( ) d) • .DuC,+D2,1 + D 21- , =0 (8)
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du 2 Td c uc D

PD dz

-(Dc2) dP drilC-.,
C" dz

Particles in the annulus

(4)

Dd u2aa, 1 DZ
P d( D2 +

dz

Dc dP
Dz dz -

u =0as dz

C- +8g
D2)l·

) =Kj



The annulus mass balance equation is

da, 1ua, 1
D2

dzDd

dzu,, g) + dz D1 (9)

(10)

Similarly, expanding the momentum equations using the chain rule gives:

Particle core momentum

dDDC.P8 dz (u2 ..) +C du Dc2 d4. D2 '

C drau dEh] dz

Aus dz - u dz

Particle annulus momentum

SuDIua) du, rDa, O + Pd ,[•]2u-. z ,.,+ -• ,ldz - U ,l )+ -• lu.

D C 4Tc. 4T " w +
+ 1 - pg - +".

1 d-i.u drUa,..
A• ucs dz - U dz

D dP
1 D2Jd (11)

(7) through (11) represent the governing equations of the core-annulus model.

unknowns are D, u, ,, +,,, and dP
D2" ,, , c and -

The

The solutions of the two-dimensional
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dispersion equation gives the results for 4). Thus the problem reduces to the solution of

five differential equations for the variables D- , u C, u,, A, and dP
D2  dz

After considerable algebraic manipulation and defining the variable

Y = udhc, us (12)U °dza dz

the equations for the differentials of the five variables can be written as

dP duC, Pu , dS4C
dz -P-UeCu cs dz (-. dz

/Y(13)
4 TC a Y

V~DR D2

dua,dz-=
d z

+ 1+

+ +
2j)4a

1- + ( D

ua.( --. ) +*a,

ua, 4 1- D:'+ 2ua, +., DC
DF

Il

4TCEa + 4ta (14W
Dpcu, )a( 2 Dpua( D)c (14)

Y+ A( u)
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2K1

C D2 Ua,

u+

- D al c ,
D2  usD2D2

4 - a 4a - w

Dp_ u 2 (D2u

SD2 pu_ dc DpDu, aD2Y+ A(s) 2

dzz dz 1 - +) dz uc,

dl,
Kl uC k dz I

-•, uI(-• K,
D dz
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dzas
dz

d4. D-- 2
u·(s

ua.( 1 - c)

+ -oc
Ua sa,

(15)

and

duE,
dz

(16)

(17)



4.2 Initial Conditions

Equations (13) through (17) are integrated from the top of the bed to the bottom. The

values of D u u,, 4a and at the bed exit must be specified.
D2' a8 ' S a2 dz

To estimate the core diameter at the exit of the bed, assume that any particles not swept from
the riser form the annulus, similar to the assumption made by Harris and Davidson (1993).

The core diameter and solid fraction at the riser is then estimated as follows. The solids
circulation rate is

-(1 - (18)

The solids velocity at the exit can be written as

=u 0This allows the solids circulation rate to be rewritten

This allows the solids circulation rate to be rewritten

G, =

Gs is also equal to

where T1' is defined as:
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(21)

G, =
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c C1exitD

and T" is the collection efficiency of the riser exit.

From (21), the core solid fraction at the riser exit is

DC

ifp.uo + G ('i)

where

1,-_ D 2

Eliminating u2,. from (21) and (19), and using (22), (23), and (24a) gives

2 2 D

G s2( exit ( xu R 2
2 D' D eC

GD9 P ,l"uo + G si+ D2 D2C) exit DC exit
pUoj"uo + G-8(t p5T1"u0 + Gs(w

pUoha• + psu-a, (~•

G 28 ' 'I -p uO +Gs( Deit
SDexit o D + 2"eD
D D 2exit c exit - C D exit

2

psu oGs,* t 2 WI( c exit

, exit D exit

p2u a f- Poa D.xGt)+ * -p i j *-a,. D ,

c xxitit

D9 e xit
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(22)

(23)

(24)

(24a)

(25)

(26)

(De(1 - q) + ,D,,,,) 2
4" =D 2D

rl D2



Dividing by Gl"p,8u and rearranging results in a second order equation for (D2itD
Dc) exit

D 2 2G Sei +1 D2 G,4( Jit + ( ) [~ao - Gs- Gaa.

(27)
- 4C Uop, = 0 (27)

where it can be shown that

[D" -) D ] (28)
D2

The voidage at the exit in the core is given from (23), i.e.

D"

= t = (p . TC)e (29)
T UopS + G,(t)

The voidage in the annulus can be estimated from the correlations given in Chapter 3 (heat
transfer enhancement section) of this thesis

+flexit = 4
)Cr

x
)•u)

1 - exp _ o0.01 ( Ur)-'",),• -

where

(600gp d
u,,, = ( 9

If one assumes elastic collisions at the riser exit
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ua, it- uc, (32)

wlhere

u _ Uo (33)

u, (o)(1*1

Equations (27), (29), (30), (32), and (33) are the initial conditions for
D2
D~ 4)•I , Ua u, and u .respectively.

43 Collection Efficiency of Exit

The riser exit is modeled using the impact separator theory method described Harris et al.,

(1994). The geometry of the bed exit is approximated as a flat end plate with a central

circular orifice. The collection efficiency is defined for two dimensional motion as the ratio

of the dimension within which particles will be retained in the riser (xl) to the dimension of
the exposed end flange (x2). The dependence of 11 on particle density, diameter, and fluid

velocity is given in Perry et al. (1984) as a function of the separation number

N = p,duc, (34)18jtx 2

Perry et al. (1984) give plots of the collection efficiency as a function of the separation

number using impact separator theory. Once the collection efficiency of the exit is

specified, the core solid fraction profile can be calculated. The core solid fraction at the

bottom of the riser is selected to give a solid fraction at the riser exit equal to that calculated

from (27).

4.4 Determination of dz - d
dz dz

The core to annulus deposition rate is determined from the two-dimensional dispersion

equation described in Section 2. The solution of the 2-D dispersion equation given in

Section 2, provides an expression for the cross-sectionally averaged dilute core
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concentration as a function of bed height, C(z). Using this concentration profile, a mass
balance can be written

dC(z) 4 kD
dz = Du, )  (35)

where kD is the well known deposition velocity.

Rearranging (35) to solve for kD gives

dC(z)
kD u dz (36)

k= 4C(z)

This allows drh drha, to be written asdz dz

dz dz Dd dz D P2kkD (37)

2)2 dC(z)

dz dz 4C(z)

dC(z)
where dz is determined from the dispersion model given in Section 2.

4.5 Determination of r, w

The shear stress between the wall and the annular layer is approximated from the expression
developed by Stemerding (1962) for shear stresses in suspensions:

fpO,,Pu.

r, = 2 (39)

where
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fp= alua, b

For dense suspensions

a = 0.003

(40)

(41)

and

b = 0.0

so that

0.003ý.p,ul
T*w = 2
a-w 2 (3

(42)

This correlation was developed for FCC reactors under condtions similar to that found in

CFB combustors (cross-sectionally averaged solid fractions ranged from 1 to 10 percent,

superficial gas velocities ranged from 5 to 10 m/s, and the particles were FCC catalyst with a

mean particle diameter of 65 microns).

4.6 Determination of -,c a

To approximate the interfacial shear stress between the annulus and the core, the results

from gas/liquid two-phase flow modified for gas/solid flows is used. From Hewitt and

Hall-Taylor (1970),

C -, = Co.. ,ap au .- u,)

where

C.* a = 0.079Re1/41 + 180(1 -

and
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4,p, + 1-+ u p(Du
Rec = + (46)

The simulations were found to be insensitive to the cofficient used for the equation for the
gas/wall shear stress. This supports the results of Ishii et al. (1989) who found that the
wall-gas shear stress can be neglected.
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5.0 RADIAL PARTICLE DISTRIBUTION IN DILUTE REGIONS OF

CIRCULATING FLUIDIZED BEDS

If the flow in the upper regions of CFB's is dilute, one should be able to estimate the radial

distribution of particles through a solution of the hydrodynamic relationships underlying

low Reynolds number phenomena involving particles suspended in a fluid. The gas

equation of motion can be employed in conjunction with spherical shaped particles in a tube

to form an idealized system for mathematical analysis. In the following treatment the

simplest possible approximation is explored as a means of relating the phenomena of

fluidization and pneumatic conveying. It will be expected to apply only in dilute systems,

but it is in these regimes that the necessary boundary surface which laterally confines any

actual bed is of greatest importance.

Attention is confined to the purely hydrodynamic aspects of the behavior of the particulate

systems involved. Approximations are presented for the effect of the various parameters

involved on the particle velocities and spatial distribution of particles as well as the pressure

drop experienced by passage of fluid. For any given system these parameters include the

physical dimensions of spheres and cylinder, the specific gravity of the spheres, the

viscosity and specific gravity of the fluid, fluid velocity, and geometrical distribution of

particles entering the system. Only hydrodynamic forces are considered though in some

cases inter particle friction and electrostatic effects may assume great importance. The

treatment here should furnish a framework for further studies on systems possibly included

heat, mass transfer, and chemical reaction effects

5.1 Model Formulation

The procedure adopted here is to develop the behavior of a single sphere in a cylinder and

then to extend the treatment to more complicated cases involving more than one sphere. In

order to furnish a suitable basis the case must be treated for a sphere which is free to

occupy any position in a tube. Previously [Happel and Brenner (1963)] the behavior of a

single sphere suspended at the axis of a cylindrical tube was treated. The sphere moves

with an arbitrary constant velocity vp relative to the cylinder wall in the direction parallel to

the cylinder wall (Z direction), while the fluid flow is turbulent with a velocity Vmax (with

respect to the cylinder wall) at the axis of the cylinder at a sufficiently great distance from

the sphere. The sphere radius is 'a', the cylinder radius is 'R'.
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The equations of motion to be satisfied are, in vector notation

(vfV)vf + vVvf = Vp (1)

together with the continuity equation for incompressible fluids

V -vf = 0 (2)

where vf is the fluid velocity with respect to an origin which moves with the sphere. The
boundary conditions which define the filed vf are

v, = 0 on the particle surface
(3)

vf=-i zV at r=R

The fluid velocity distribution can be approximated by the data of Yang et al. (1993). Yang
found that in the dilute regions of a CFB

vf = - Iz [ - - v, (4)

The solution of this type of problem is considered by Happel and Brenner (1963) where the
method of reflections is used, the solution consisting of the sum of a series of velocity fields
all of which satisfy equations (1) and (2) and each partially satisfies the boundary
conditions. For the present treatment, only the first reflection is considered for the velocity
field and the first two reflections are considered for pressure drop. In this approximation
the effect of (a/R) is not evaluated. The zeroth approximation for the drag is then

W = CD =Pf VmUx1 - - vj (5)

The gravity force in the direction of flow experience by a particle is

Fg = p, -pf)g (6)

Assuming a form for the drag coefficient, (6) is equal to
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2

C- tu = F, (7)

where ut is the terminal velocity of the particle.

When no net force acts on the particle it will move with a constant velocity vp, which is
obtained by equating the drag and gravitational forces.

CD8PfU = CD8 Pf Vm - - (8)

u [= V 1 "- ( ] V (9)

v, = V 1 r] _ -u (10)

Equation (10) gives the equilibrium velocity of a particle situated at a distance r from the bed

axis.

Equation (10) implies that there is a radius S [r > S > O] where vp = 0. Where gravitational

and frictional forces exactly balance one another. Setting vp = 0 and r = S,

u, =va1 - (11)

(=u)= - (12)

The region R r > S, is the annular region where particles have a downward motion.

Similarly in the inner cylindrical space where S > r : 0, the particle velocity is positive

(upward). In the former case net gravitational forces exceed those due to friction, as a result

of lower fluid velocity in the neighborhood of the wall accounting for the downward particle

motion. The reverse effect predominates in the inner cylindrical space.
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5.2 Particle Velocity Distributions

Any radial distribution of particles is possible depending on conditions prevailing at the bed
entrance and exit. Now consider a case where particles at the entrance and exit conditions
move independently of the fluid motion. This assumption is reasonable since the movement
of particles at the top of the bed is determined, to a large extent, by the exit geometry of the
bed. Moreover, movement of particles in the lower regions of the bed is more likely to be
determined by interparticle collisions and gas turbulent fluctuations, than by the mean gas
motion. In addition to the assertion that particles move indepently of the gas at the bed
entrance and exit, assume that a particle has an equal probability of entering the outer
annular space, down which particles are moving, at any point. The same reasoning applies
to a particle leaving the annular space and enter the bed core. The equal distribution of
particles results in a constant flux over the annular and core cross-sectional area. This
assumption is supported by the solid flux data of Gidaspow et al. (1989), Hartge et al.
(1988, 1986), Miller and Gidaspow (1992) and Horio (1988), who measured the vertical
solids flux as a function of bed radius. These researchers report solids flux profiles which
are flat in the annulus and core in the upper region of the bed. It should be noted however,
that all researchers do not report a vertical flux which is independent of radial poition. Herb
et al. (1992), and Bader et al. (1988) present flux profiles which are much more parabolic.

When a particle leaves the bed core and enters the wall layer, the probability that it enters
area dAa if the particles are mixed is

dA rdrd (13)
Aa 4(R 2-s2

The relative distribution of particles to any differential area will be given by this fraction. If
Vp is the particle velocity at any point, then the average particle velocity will be obtained by
summing local velocities over the total area and dividing by the total area through which they
flow. For a continuous distribution

,,jvpdA
AVp A (14)

The average velocity of fall of a particle in the annular space will be
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f 2z rr=RJ = S vrdrdý
0 (R2-S2)

r=R

-2 
rS

(15)

1-u rdrR
(16)

(R2-S2)

(17)

Using the equation (12)

Va = - (V -Ut) +

Similarly for the core

(n + 2)

Ut n

1- 1 V- (18)

jr=0o vprdrd

V cp

•7, = (V .

(19)

r=j -

2f V 1l - u, rdr
r=0

(20)

(21)R 2V.S"n
R"(n + 2)
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v = ( - u)( 1 n-2 (22)

Equations (12), (18) and (22) predict that for a given gas velocity profile, as the terminal
velocity of the particles increase, the velocity of particles in the core and the core radius
decrease, while the velocity of particles in the annluar layer increase. This makes perfect
sense, since if one assumes that the particle velocity is approximately the gas velocity less
the particle terminal velocity, as the particle terminal velocity increases the particle velocity
decreases. On the other hand, since the annular particle velocity is measured positive
downward, it would increase as the particle terminal velocity is increased. Moreover, when
the particle terminal velocity increases, the point at which the drag forces and the gravity
forces exactly balance one another (vp = 0) moves toward a higher gas velocity region, i.e.
the core radius decreases. Figure 5.1 presents the variation in the core diamter along with
the core and annulus velocities as a function of the ratio of terminal velocity to Vmax for
conditions typical of pressurized CFB's (n is calculated from the correlation of Yang et al.
(1994) described below). The curves support the trends discussed above.

Figure 5.1
Particle Velocity in Core and Annulus and Core Radius vs. ut/Vmy

0.

0.

0.

0.

0.

0.

0.

0.

0.

ut' 'max
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53 Radial Concentration Distribution

Assuming the number of particles which pass up through the core is constant and equal to

Vc and the number of particles passing down in the annulus is Va. The number of particles

passing a given area per unit time divided by their average velocity will give the number of

particles contained in the unit length of path. The sum of these concentrations for upward

and downward flowing particles must equal the average particle content of a unit length of

bed

+. 10 = NmUR 2  (23)VaP VCP

The net particle transport across the tube is

va + v = 1p (24)

For a specified A

vaP

The inner core area may be expressed as

A = XS2 = XR2 1 u (26)

Therefore, the flux or number of particles per unit area per unit time passing through the

core is

NmR 2VC - VcI

N R_ = ap' = const. (27)AC ut/
Similarly, the area of the annular space is
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AC= (RZ- S)=R2 1- 1- (28)

and the flux through the annular region is

NmRVaVap -

-a - =C p = const. (29)
Aa

and V are constant since the equal distribution of particles implies a constant flux in
A, Aa

both the core and annulus.

The spatial distribution of particles may now be determined by noting that the flux at a given
radial location is obtained by multiplying the local particle velocity by local concentration.
For the annulus this gives

NaxR'va, - V a

NmuRV= na Ut- Vm n(1 - (30)

vR V-

and for the ore gives- 1-

and for the core gives
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NmtxR2v, - V

=n -ut (32)
XR2(1 N1m 2/ C c( R

NMXR2 - VC VCP
no= (33)

a V - 6n) - 1- I _)J_

Figure 5.2 presents the ratio of the core and annluar concentrations to the mean
concentration, Nm, as a function of the dimensionless radius r/R for conditions typical of
pressurized fluidized beds (n is calculated from the correlation of Yang et al. (1994)
described below). Equations (31) and (33) predict that the radial structure consists of a
dilute core region which has a fairly uniform concentration and a dense annular region. A
large buildup of particles occurs at r = S (in the case of Figure 5.2, r = 0.935). This type of
radial structure is consistent with what many investigators have observed in CFB's and FCC
reactors [see for example, Weinstein et al. (1986), Horio et al. (1988), Hartge et al. (1988),
Bader et al. (1988), and Rhodes et al. (1992)].
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Figure 5.2
Radial Concentration Profile - Conditions TvDical of Pressurized CFB

2

r/R

Particle distribution in the ideal system described above depends on the particle terminal
velocity and the fluid centerline velocity. To establish a condition of no net transport, the
mean fluid velocity would need to be less than n/(n+2) times the value of the particle
terminal velocity. When the mean fluid velocity is greater than n/(n+2) times the particle
terminal velocity, particles will begin to collect near the wall. This type of buildup of
downward-moving particles at the walls is a common observation in FCC reactors and
CFB's.

5.4 Pressure Drop

The pressure drop through an assemblage for each sphere at a distance r from the axis is
[Brenner, (1956)]
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Sd -]2

AP = 2 1- CD p2 ) 1 P - -1 V(' -(0 ) R -

AP = 1r 24R )) R 'ftut
The pressure drop in the differential element of volume dV is

d(AP) = (1 - (L)" R)Cr pf[ut,]nrdr

where H is the length of the particle assemblage.

If ' is the net number of particles transported per unit time in the axial direction

JR nvp2nrdr =

2JR V[ - ()] - ut] nrdr= =

R 811 ) n n*rdr = J 2u nrdr
2nxVi

If Nm is the mean number of particles per unit volume averaged over the assemblage,

NtRz _= 23nrdr

(39)

(40)

and
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AP = HCD pf[u,2 + UtNmR2 (41)R 2 .=2V=

It is interesting to note that with the mechanism described here an increase in fluid velocity
will result in a reduction in pressure drop for a given total bed weight supported, once the
terminal velocity exceeds the mean fluid velocity. This phenomenon was observed in
experiments conducted by Lewis and Bowerman (1952) in which cracking catalysts were
fluidized at low velocities with liquid hydrocarbons. Pressure drops relative to bed weight
of solids decreased 20 percent while the average fluid velocity increased by 300 percent
from the point of incipient fluidization. Further velocity increases by another tenfold factor
resulted in a gradual approach of pressure drop to that required for the support of the
weight of the particles. Circulation can thus explain how particles without touching each
other can cause pressure drops less that the weight of bed supported. In most commercial
operations, where velocities are much higher than corresponds to incipient fluidization, the
pressure drop is maintained approximately equal to the weight of suspended solids.
Reduction in pressure drop with increase in velocity according to the mechanism described
here is an unstable phenomenon resulting from a corresponding increase in particle
segregation. Eventually a readjustment would occur owing to movement of particles back
toward the middle of the tube, perhaps in an intermittent fashion as discussed by Miller and
Logwinuk (1951) with a consequent increase in pressure drop.

5.5 Estimation of the Exponent 'n'

Few measurements of gas velocity profiles in CFB risers have been reported in the
literature. Yang et al. (1994) present a set of time averaged local gas velocity distribution
data covering a range of solids circulation rates, superficial velocities, and solids properties.
A custom built Pitot-static tube was used for measuring differential pressures, which were
then converted to local gas velocities. Their experiments were carried out in a 20 cm
diameter, 5.5 meter high CFB utilizing 116 and 247 micron particles with densities of 2305
kg/m3 and 2245 kg/m3, respectively. The experimental results showed that the local gas
velocity varied with radial position, elevation, solids circulation rate, superficial velocity and
particle size. An emprical relationship for the gas velocity distribution in a CFB riser was
obtained based on these variables:
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1 1 1 o413 112

n. +a0 0.823 1 1, 1.8"Re .22 (42)

where no is the exponent for single phase flow (7 for turbulent flows), h is the probe
elevation above the distributor, Gs is the solids circulation rate, and G.a is the saturation

carrying capacity of the gas which can be found from the expression of Yang (1983)

Gzt = p9(1 - eck)(u - u,) (43)

In equation (43), o, is the voidage at choking which can be approximated from [Yang
(1983)]:

2gD(P-. E- 1)_
- 6.81 x 10 . (44)

(Uo - Ut)2

Figure 5.3 shows the value of the exponent as a function of the ratio of solids circulation
rate to the saturation carrying capacity of the gas - the parameter n is most sensitive to - for
the typical operating condtions of the Foster Wheeler pressurized CFB described in

G,Chapter 2. In general, Foster Wheeler CFB's operate with G less than 0.1. Thus, the nG sat

would vary somewhere between 5 and 7.
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Figure 5.3
n vs. G/G

Ssat

It should be noted that equation (42) is a rather rough approximation based on the data of
one investigator. However, the expected variation in the expononent is relatively small (5 -
7). Figure 5.4 shows the difference in the radial concentration profiles for 'n' of 5 and 7.
The small variation in both S/R and the radial concentration profile indicates that while (42)
is not exact, it is adequate for the approximate theory proposed.
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Figure 5.4
Radial Concentration Profile - Effect of Varying Exponent 'n'

r/R

5.6 Summary

The theory presented in this Section only addresses the ideal case of steady flow in a
vertical cylindrical tube of infinite length. In effect, the system is assumed to be sufficiently

dilute so that a wide range of particle concentrations might exist. It is realized that some

means must be provided at the ends of the tube to effect the particle distributions assumed

for the cases of moving particles. Nothing in the theory developed explains how and where

the top and bottom interfaces are produced in the case of a bed of finite length.

For dilute beds where the entrance and exit effects are not important, the present theory can

be employed to predict other characteristics of interest in the application of CFB's. Given

an appropriate bed corresponding to a definite concentration of particles, one may estimate

such items as fraction of particles present in annular space and time of contact of fluid with

particles in the bed.
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The simple hydrodynamic theory above based on the motion of a dilute system of spherical
particles in a cylinder through which fluid is passing may shed some light on phenomena
observed in practical applications involving behavior of particles suspended in fluids.
Recirculation effects and distribution of particles can be examined in a qualitative fashion.
Recirculation of a uniformly dispersed suspension results in a lower pressure drop. If
redistribution as well as recirculation occurs, still lower pressure drops are attainable.
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6.0 ROLE OF CLUSTERS

A major concern associated with the application of any dispersion model based on

individual particle movement as the primary mechanism of lateral solids movement is that it

neglects the clusters which form in the core of a CFB. It has long been noted from visual

observations that particle aggregates or "clusters" exist in the core of a CFB [see, for

example, Horio (1988, 1994), Hartge et al., (1988), and Gidaspow et al., (1989)]. Although

there are numerous references throughout the literature of clusters, there is little quantitative

knowledge of the nature of clusters. Recent attempts to characterize clusters include the

work of Horio (1988) who used optical probes to detect clusters in a CFB riser of 5 cm

diameter and 2.8 m height, operating with 60 micron FCC particles. Hartge et al. (1988)
also used optical probes to detect variations in local solid concentrations, seeking indications

of structure elements. A valuable contribution to the field was made by Brereton and Grace

(1993) who defined an intermittency index, which would be zero for perfect core-annulus

flow and one for perfect cluster flow, to characterize the flow. They showed that the

behavior is always between these two limits but tends toward the former with increasing

height up the column. More recent studies have shown that in the core of CFB, clusters are

present at any given radial location up to 15 percent of the time [Soong, et al., (1994)].

In light of the body of data which supports their existence, it is imperative to develop an

understanding of how important clusters are in the transport of solid material, if a lateral

dispersion model valid for CFB's is to formulated. Consider a 10 mm cluster of 2600
kg/m3 particles with a concentration of 10 percent in the upper region of a pressurized CFB

where the cross-sectionally averaged solid fraction is 0.01. The effective cluster density is

then 260 kg/m 3. For such an aggregate, the terminal velocity in a 14 atm combustor is

about 5 m/s. The terminal velocity of 200 micron particle in the bed is about 0.6 m/s. If the

bed has a diameter of 1 meter and has a superficial velocity of 3 mis, the size and velocity of

the most energetic eddy will be of the order of 0.1 m and 0.26 m/s for single phase flow

[see Laufer (1956)], respectively. Therefore, during one interaction with an eddy, the eddy

would impart a velocity of about 2.3E-3 m/s on the cluster, while the eddy would impart a

velocity of about 0.20 m/s on the single particle. Hence the radial flux due to cluster
movement (pcl*vcl) is about 10 times less than that due to individual particle movement

(ps*vp*(). Clearly, the amount of lateral solids movement due to the gas turbulence

induced dispersion of clusters is negligible. This is consistent with the conclusions of

Westphalen and Glicksman (1995).
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However, if the cluster movement is modeled as a ballistic trajectory either from the bottom
of the bed, or from the wall region, the amount of radial flux due to clusters may be
important if they travel for relatively long distances before breaking up. For example, say

the radial component of the cluster velocity is 1/10 the axial velocity which is approximated

as the absolute value of the gas velocity less the effective cluster terminal velocity. Thus, the

radial component of the cluster velocity in the bed described above is about 0.2 m/s. In this

case, the radial solids flux due to lateral cluster movement is 10 times that due to individual

particle movement. To determine the importance of lateral solids movement in clusters, it is

important to know how quickly the ejected clusters break up. If the clusters rapidly break

up, such that the distance they travel in cluster form is small relative to the distance the

particles in the cluster travel in the dispersed phase, then the contribution the clusters make

to the radial flux may be insignificant.

The time scale representing the time which the particles remain in an aggregate or cluster

state is:

2rd (1)

where rel is the cluster radius and E-,r is the cluster dispersion coefficient which describes

the rate at which clusters expand radially outward. While the time scale representing the

time it takes for a particle to disperse laterally to the wall through interactions with gas

turbulence is:

t p (2)

The ratio of the two time scales introduces a new dimensionless parameter which represents

the ratio of the time it takes a cluster to breakup to the time it takes a particle to disperse

laterally to the wall:

Di , ~r2( (3)
T R )1e c,,,

When Dir is small, the lateral movement of solids is dominated by the dispersion of

individual particles, while if Dir is of order 1 or higher, the lateral cluster movement will

represent a significant fraction of the transport mechanisms of solids to the wall of a CFB.
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6.1 Axial Cluster/Particle Movement

It should be noted that a similar dimensionless group can be defined for the axial movement

of particles and clusters. The distance a cluster travels in time t is approximated as:

x ~ Iutl (4)

The time scale for cluster breakup is still defined by equation (1), so that the distance a

cluster travels vertically before breakup scales as

x~ Ut CIr (5)

The length scale representing vertical transport is the bed height. So that in the vertical

direction

SUtEdr (6)
Di,~ H 

(6)
Here Dia represents the ratio of the distance traveled by a cluster before breakup to the total

bed height. In this case, when Dia is much less than one, the clusters represent a small

fraction of the axial particle movement - clusters travel only a small fraction of the bed total

bed height before breaking up. Note that this parameter is not a measure of the ratio of

time it takes a cluster to break up to the time it takes the individual particles to disperse

axially to the top of the bed. The reason such a parameter is not appropriate is that the axial

solids flux due to dispersion by gas turbulence is much less than the flux due to particle

convection. This will be shown below.
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6.2 Determination of the Relative Importance of Particle Axial Convection and Particle
Axial Dispersion

6.2.1 Experimental Measurements of Axial Particle Dispersion in CFB's

Rhodes et al. (1991)

Measurement of CFB axial solid dispersion have been made by Rhodes (1991) in two
risers with diameters of 0.152 m and 0.305 m. The larger riser was 6.6 m tall, the smaller
was 6.2 m tall. A salt tracer technique was used. The bed solid had a mean diameter of 71
microns and a density of 2460 kg/m3. The tracer, sodium chloride (NaCI), had a density of
2160 kg/m3, was prepared with a size distribution similar to that of the bed solid. The tracer
was injected at the bottom of the bed; three sampling locations were used during each test.
Bed samples were tested by measuring the conductivity of a water solution in which the
tracer was dissolved.

The resulting concentration measurements were compared to a one-dimensional axial
diffusion model in order to determine a best-fit axial diffusion coefficient from the data.
The diffusion model was expressed as

t- o 'e ( ( fAH-v,1 ,t)2
o exp 448 t (7)

Pa

where • is the tracer volume fraction, +o and to are constants, v, is the velocity of the

center of mass from which the solids spread, ,p. is the axial diffusion coefficient, and AH

is the distance between the probe and the tracer injector. Note that the tracer solid fraction is
expressed as tracer volume per entire bed volume; this is in contrast to the usual definition
of concentration where it is equal to tracer volume per total solid volume. Rhode's model
assumes that the concentration profile was a delta function at the injection location. The
estimated axial diffusion coefficients, were correlated with flow conditions and bed diameter
D as

Pe,= -a = 9.2(GD) (8)
Pa
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The evaluated Peclet numbers were in the range of 1 to 8. This represents a range of DP
from about 2 to 20 m2/s. These are extremely high diffusion coefficients which probably

are not representative of dispersion in the core region above the dense zone of the bed

bottom.

Westphalen (1995) proposes an alternate model for the data of Rhodes et al. (1991). This

model assumes complete mixing in the bed bottom section and no mixing above this region.

For the alternate model, the solid velocity above the bed bottom is assumed to be equal to

the superficial gas velocity. The initial concentration of tracer in the bed bottom region is

equal to the ratio of injected tracer to the bed solid volume in the region. The concentration

of tracer leaving the bed bottom is equal to the concentration in the region because of the

complete mixing assumption. The concentration decays exponentially with a time constant

equal to the ratio of the solid volume and the sum of internal and external solid circulation.

The delay time for the signal to reach the sampling location is equal to the transit distance

divided by the solid velocity. The resulting model is:

mass NaCl 0 t< td(9)
mass bed solid (t-

coexp - Tb t> td

AH - Hb
td V (10)

p.Hb (1- Eb)
b (y + 1)G,

c= 4Mi (12)
Sp,HbnD(1 - Eb)(Y + 1)

where Mi is the mass of injected tracer, Eb and Hb are the bed bottom voidage and length, y

is the ratio of internal to external solid circulation rates. Such a model with, reasonable

assumptions for the height of the bed bottom section and ratio of internal to external

circulation rates, results in predictions as good as the dispersion model of Rhodes.

Westphalen's analysis makes the point that the actual upper bed axial solid dispersion is

probably much less than the average overall dispersion suggested by the fit of equation (7).
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Martin et al. (1992)

Martin et al. measured solid axial dispersion in a 0.94 cm diameter, 26 m meter high CFB
using FCC with a mean volumetric diameter of 62 microns and a particle density of 1560
kg/m3. In these experiments the lanthanum contained in the cracking catalyst was activated
by a neutron flux, and a small sample was injected into the feed stock injection level. Its
passage was recorded by external detectors. This enabled the average velocity to be

determined between the detectors and the average concentration calculated by the formula:

(13)Gi

where Gs is the solid mass flux, and v, is the actual solid velocity. The axial dispersion was
computed by normalizing the bottom outputs and using the classic dispersed axial plug flow
dispersion model to yield calculated outputs. A flat gas and solid velocity profile was used
to obtain the overall reactor performance, because a more complicated model would have
required knowledge of this profile and of the radial dispersion. The best fit with the top
experimental data was found by optimization of the actual particle velocity and the axial
dispersion to minimize the surface difference between the calculated and target output. The
results of Martin et al. are summarized in Table 1.

Table 1: Results of Axial Solid Dispersion of Martin et al

Catalyst Flux Height of Catalyst Axial Peclet Outputs
(kg/m2-s) Detectors Actual Catalyst Number Surface

(m) Velocity Dispersion Difference
(m/s) (m2/s) (%)

298 8-14 8.7 10.4 5.0

298 8-14 9.8 12.2 4.8 -

325 4-18 10.7 17.8 8 5

325 4-18 11.5 10.1 16 4

Note that, as was the case with the experiments of Rhodes et al. (1991), the tracer was
injected at the bottom of the reactor. As a result, the dispersion coefficients are very high. It
is probable that the axial dispersion in the core region alone is much lower.
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Viitanen (1993)

Viitanen (1993) recorded axial solids dispersion data in a 1.0 m diameter, 39 meter high
fluidized catalyst cracking plant, operating at 2.6 bar and 529 oC. The catalyst was FCC
with a mean particle diameter of about 70 microns and a bulk density of 2400 kg/m 3. In a

manner similar to Martin et al. (1993), Viitanen irradiated the catalyst with thermal neutrons
to activate the lanthanum. The tracer pulses were fed into the bottom of the riser with a

purge stream used to clean up the output of the oil inlet nozzles. Since the flow rate of the
purge stream is quite low, the initial momentum of the tracer after the injection was almost
completely due to drag by the vertical main flow inside the reactor. The propagation of
tracer pulses was detected using 15 thallium-activated sodium iodide scintillation detectors.
The detectors were located at seven different heights along the riser. The detectors were
checked with a standard radiation source to give equal signals within a range of about 5
percent.

The axial velocity profile of the solids was estimated from the mean velocity between
successive measuring points. This velocity was set to correspond to the velocity in the
middle of the two measuring points. The Peclet numbers and respective axial dispersion
coefficients obtained by Viitanen are presented in Table 2. The values of Peclet numbers
were found to of the same order of magnitude as those reported by Bernard et al. (1989).
These were also obtained for a commercial FCC riser and varied from 4 to 25 for the gas
phase and 1 to 10 for the catalyst.

Table 2: Results of Axial Solid Dispersion of Viitanen

Height (m) Peclet Number Dispersion

Coefficient (m2/s)

1.3 5 0.3

3.3 6 0.8

7.4 7 3.3

9.9 8 5.0

22.1 13 10.0

31.9 13 15.5

Again, the dispersion coefficients reported by Viitanen (1993) represent overall effective
dispersion coefficients, rather than axial dispersion in the core.
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van Zoonen (1962)

The earliest study of the diffusional phenomenal in reactors operating in the fast fluidization
regime is that of van Zoonen (1962). van Zoonen measured axial solids dispersion in a
two-stage catalytic cracker with a vertical riser of 5.1 cm diameter by 10 meters high,
operating at ambient pressure and temperature. The catalyst was FCC with a mean particle
diameter of 65 microns and a density of 1600 kg /m3.

To measure axial particle diffusion, a certain amount of catalyst tagged with ammonium
chloride was injected into the riser above the solids feed point. The injection time was a few
tenths of a second. Near the top of the riser twenty samples of catalyst were taken in small
vessels on a turn-table. The samples were then weighed and then mixed with a known
amount of water to dissolve the ammonium chloride. By measuring the relative electric
conductivity of these solutions , the relative concentration of ammonium chloride was
determined.

The relative concentration of tracer material at a given point at a (dimensionless time ) r,
after injection of a pulse of tracer was characterized by (van de Laan, E. Th., 1957):

2 .. _. = exp- (14)

The experimentally determined curves were compared with the theoretical equation to find

the best value of u-"
u.L

These experiments are nearly identical to those conducted by Rhodes et al. (1991). Table 3
presents the result of van Zoonen for axial particle diffusion.
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Table 3: Results of Axial Solid Dispersion of van Zoonen

uo (m/s) Gs (kg/m2-s) Peclet Number

1.5 56 0.15

1.5 835 0.06

2.5 110 0.19

2.5 150 0.13

2.5 153 0.27

4 195 0.11

5.5 280 0.14

5.5 334 0.07

12 360 0.08

12 1000 0.23

The riser described by van Zoonen was a FCC reactor with an extremely large L/D.

Although the bed solid fraction was less than 5 percent over 90 percent of the riser, the

tracer was injected immediately above the solids feed port where the bed average cross-
section solid fraction was generally about 20 percent. Therefore, these axial dispersion tests
suffer from the same pitfalls as the experiments of Rhodes et al. (1991), Viitanen (1993),
and Martin et al. (1992) where the tracer material was injected into the bottom dense zones.
The dispersion coefficients provide a measure of the effective axial dispersion over the

entire bed, rather than in the dilute core.

Kojima et al. (1989)

Measurements of axial solid dispersion using an optical fiber technique were made by

Kojima et al. (1989) in a 3.6 m higher riser with a 5 cm diameter. The solids were FCC

with a mean diameter of 60 microns and a density of 1000 kg/m3. The tracer particles were

FCC particles treated with fluorescent dye. The optical fiber technique was described in

detail by Kuramoto et al. (1986). Ultraviolet light was used to illuminate the treated tracer

particles; the intensity of visible light emitted from the particles was measured. The

experiments were all conducted above the bottom region of the bed in the dilute core of the

bed, eliminating any effect of bed bottom mixing.

The diffusion model used in the data interpretation is expressed as
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a + 4 v 46= (- ztr (15)
at Pzaz (1- 8) a'Z2

Westphalen (1993) has correctly pointed out that the term (1 - E) should not appear. The

solid velocities for the tests were determined by calculated the difference in average times of
the pulses at the two probes. These average times were called first absolute moments by

Kojima et al. and were defined:

f 4t dt
CI= - (16)

Tracer volume fraction was assumed to be proportional to the signal strength measured with
the probe. The spread in tracer was calculated based on the differences at the two probes of
the second relative moments defined as:

f j,(t- R)2 dt
02 (17)

J 4t dt

The diffusion coefficients were calculated from

Pa( -= v ( A)Z (18), = 2Az

where the term (1 - e) is erroneously present. Westphalen has shown that this method of

determining sp is good, especially for values of the Peclet number which are high.

Axial diffusion coefficients ranging from 1 to 900 cm2/s were calculated by Kojima et al.

for a range of superficial gas velocities. The median value was about 35 cm2/s. The Peclet

number, defined as Pea = uAH , calculated for the median diffusion coefficient is about 80
spa

(AH = 0.15 m, and uo = 1.85 m/s). The Rhodes et al. (1991) correlation and Martin data
indicate Peclet numbers on the order of 1. The difference is partially explained by the
incorrect inclusion of (1 - C) in the diffusion coefficient calculation of Kojima et al. If a
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value of about 0.1 is assumed for this term, the Peclet number are still an order of
magnitude higher than that for the Rhodes, Viitanen, and Martin data. This indicates that
bed bottom mixing may, in fact, have played a large role in the axial mixing experiments of
Rhodes, Viitanen, and Martin.

Avidan (1990)

Axial diffusion data has also been reported by Avidan (1990) for measurements in a 15 cm
diameter, 8.5 meter high CFB. The bed particles had a mean particle diameter of 49
microns and a density of 1450 kg/m 3. Ferromagnetic tracer particles were injected
horizontally into the riser with a pneumatic injector. Inductor based sensors were then used
to measure tracer concentrations. The measured axial dispersion coefficients ranged from
0.1 to 1 m2/s.

Because the tracer particles were "shot" laterally across the bed, the axial diffusion of
particles in the Avidan experiments may have been aided by the down flowing particle layer
at the wall. For example, if it is assumed that the particles in the core travel upward at a
velocity of 2 m/s and the particles in the wall layer flow downward with a velocity of about 1
m/s, the ratio of time it would take for the particles to spread across a distance 8 due to the
velocity difference to the time it would take the particles to spread across 8 only by axial
diffusion is

28
=- (19)

Av6

Using the values of Pa, reported by Kojima et al., this ratio is as small as 0.01 for distances

of the order of 1 meter (the distance between probes in the Avidan experiments). This
indicates that a large amount of the axial dispersion measured by Avidan may have been due
to the down flowing wall layer, rather than strictly a turbulent diffusional effect. This may
explain much of the discrepancy between the Kojima and Avidan data.

Wei et al. (1994)

The final set of experiments which will be discussed is that of Wei et al. (1994) who
evaluated the radial and axial dispersion of solids in a cocurrent down flow CFB (CDCFB).
In a CDCFB, particles and gas move in the direction of gravity. Such a reactor has been
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found to have advantages over CFB's for gas-solid contacting in the chemical industry. The

bed used in evaluating the axial dispersion had a 14 cm diameter and was 7.6 meters long.

The particles were FCC catalyst with a mean diameter of 54 microns and a particle density
of 1710 kg/m3.

Wei et al. used a phosphor tracer technique to determine solids mixing. An electric flash

tube was fixed in the axis of the CDCFB, 2.0 meters below the recirculating solids inlet.

After the bed reached steady state, a strong light impulse was suddenly produced by the

flash tube to excite the phosphor particles surrounding the flash tube. The excited

phosphor particles gave out emissive light immediately. At the moment the one-million

-lumen flash tube flashed, the intensity of the emissive light was saturated, and was not

proportional to the light impulse. Thestrength of the emitted light was proportional to the

tracer concentration, allowing the tracer concentration to be determined. When the tracer

passed by a detector, the emissive light signals were detected by a photomultiplier and

collected by a computer data acquisition system as a function of time. Four locations were

chosen to measure the RTD at different axial positions. Five radial positions were chosen

to measure the local RTD curves of the solids.

A plug-flow model for Fickian diffusion was adopted to model the solids dispersion in the

CDCFB. This model was though to be especially applicable to CDCFB's because of the

uniform velocity profiles, bulk flow only in the downward axial direction, and dispersion

coefficients which are independent of position. Provided the tracers are injected as a delta

function at the origin and measured tracer RTD profiles are evaluated using the dispersed

plug-flow model, diffusion and convection under conditions of uniform flow can be

described by:

ePa2C + -, r - = - ac (20)
az +r Tr B r Vr i - a t

with boundary conditions

r=R, ac=O; r=0, -- =0
- (21)

z=-o, c = 0; r= 0, c(r,t)=C,6(t)

The distance L between the point of tracer injection and the measuring plane is positive in

the direction of flow. The analytical solution is:
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Sexp(p) vJ(onP) [- =J( ) 92 + 3)0j (22)
C0 2(P n) e q 40

p = - ; =q:= O=• -=R (23)

The mixing parameters Epr and e,. were determined by a two-dimensional regression

method. The results were then correlated with the bed Reynolds number and the bed

voidage resulting in the following relations:

Pe.= 8.93 x 10- 7 Re

(1- E 1.23 (24)

Pe, = 140Reo.'6(1 - 8)

Because these tests were conducted in a test section which operates at cross-sectionally
averaged solid fractions and velocities close to that in the core of a CFB, they should
provide a good approximation to the axial and radial dispersion in the core region of a CFB.

Additionally, the experiments are not hindered by the effects of a enhanced mixing in a
lower dense zone, since none exists in a CDCFB.

6.2.2 Summary of Experimental Axial Solids Dispersion Data

Table 4 presents a summary of the axial dispersion data taken by the investigators listed

above. The data of Kojima et al. (1989) and Wei et al. (1994) most accurately reflect the

actual axial solids dispersion coefficient in the dilute core of a CFB. The data of

Yerushalmi and Avidan (1985) measures the effective dispersion when the solids are

dispersed across the entire cross section, including the down flowing annular layer. The

other studies, for which there is good agreement between the measured Peclet numbers,
provide measures of effective dispersion across the entire riser - including the dense bottom

zone. For the purposes of evaluating the importance of the contribution of clusters to the
axial particle flux, the data of Kojima et al. (1989) and Wei et al. (1994) will be used since
they most accurately represent the dispersion coefficient in the upward flowing dilute core
of a CFB.
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Table 4: Axial Solid Dispersion Coefficient Measurements in CFB's

Researcher D (cm) L (m) dp (9im) Ps uo (m/s) E-, Pea

(kg/m3) (m2/s)

Rhodes et al. (1991) 15.2 6.2 71 2456 2-5 2 - 20 2 - 20
20.5 6.6

Martin et al. (1992) 94 26 62 1560 10- 15 10- 20 5- 16
Viitanen (1993) 100 39 70 2400 6-15 0.3- 15 5-13

van Zoonen (1962) 5 10 65 1600 1.5- 12 0.8- 3-16
24.5

Kojima et al. (1989) 5 3.6 60 1000 1.5 - 10-4 - 10 -
2.2 10-1 200

Yerushalmi and 15.2 8.5 49 1450 1- 5 0.1- 1 0.1 - 1
Avidan (1985)

Wei et al. (1994) 14 7.6 54 1710 2.3 - 9 0.03 - 100 -
0.06 180

6.3 Evaluation of Axial Particle Flux Due to Dispersion and Convection

Equation (6) is only valid if the axial flux due to particle dispersion is much less than that
due to particle convection. The axial flux due to particle convection can be approximated as:

(25)G, _SO. = p,(Uo- ut)

The axial flux due to particle dispersion is approximated as

G. - = p •GSaxial -disp. 6

where 8 is the distance between measurment locations. The ratio of the flux due to
dispersion to that due to convection can then be approximated by a Peclet number
describing the ratio of axial particle convection to axial particle dispersion:

G, _S__ ow. 8(u. - ut
Gsaxial-dap. 9p,
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Using the data of Wei et al. or Kojima et al., the Peclet numbers will be larger than 10.
This indicates that the convective flux is much greater than the diffusive flux. This supports

the argument made above that the axial flux is mostly due to particle convection.

6.4 Evaluation Dir and Did

To determine if clusters represent a significant mode of lateral and axial solids movement,

the particle lateral dispersion coefficient, and the cluster dispersion coefficient must be

determined.

6.4.1 Experimental Determination of ep,

There is little experimental information on the lateral dispersion of particles in turbulent

gases above volumetric solid fractions of about 0.001, and almost no data on lateral particle

dispersion in CFB's. The following is a brief summary of the lateral solids dispersion data

in CFB's currently available in the literature.

Westphalen and Glicksman (1995)

The most comprehensive attempt to measure lateral solids dispersion coefficients in CFB's

was conducted by Westphalen (1993). Westphalen developed a thermal technique for

measurement of solid mixing in the dilute core of a CFB (the same technique was

subsequently used to gain a qualitative measure of the lateral dispersion in the bottom of a

CFB). The mixing measurements were made in a 7 meter tall CFB riser with a diameter of

20 cm. Quartz sand with a mean diameter of 180 microns and a density of 2350 kg/m3 was

used as the bed solid material.

The thermal tracer technique is very similar to that of Valenzuela and Glicksman (1984).

The technique involved injection of heated particles and detection with thermistors. About

10 ml bulk volume of bed particles were placed in a vertical heating section a pneumatic

injector. The injection air accelerated the particles upward so that they left the injector at a

vertical velocity close to the core region velocity of the bed particles. An array of thermistor

probes was located at heights from 0 cm to 90 cm above the injection location. The probes

were mounted so that they could be moved radially.

834



Analysis of the data involved the use of models for the tracer spread and energy
conservation in the measurement zone and a model for thermistor response. Values for all

model parameters (gas diffusivity, vertical solid velocity, initial tracer concentration, average
bed solid fraction) except the radial particle dispersion are estimated. The value of ePr was

adjusted to give a best fit with the data.

The gas diffusivity was determined based on a calculation of eddy viscosity in the core

region for a single phase gas flow, trends of radial gas diffusivity in CFB's, and
measurements of the velocity fluctuations in the test bed when no solids were present. The
vertical solid velocity is determined by examination of the temperature traces of the
centerline thermistors. The initial response times of these thermistors gave an indication of
the velocity of the front of the tracer plume.

The initial tracer concentration was determined by application of a mass balance to the
injection tube assuming that the solids are fully accelerated before reaching the top of the
tube and the particle/gas relative velocity is equal to the particle terminal velocity.

The average bed solid fraction in the core was determined from pressure drop
measurements neglecting the frictional and accelerational pressure drop.

The flow model assumed steady state flow of tracer particles upward out of the injector.
The flow was divided into three components: tracer solid, bed solid, and gas. The mean
velocity of each component was assumed to be vertically upward with no velocity gradients
in the axial, radial or tangential directions. A cylindrical coordinate system moving with the
bed solids was chosen to eliminate all but one axial derivative from the equations. Heat
transfer between the solid components and the gas , but not directly between the solid
components was included in the model. The spread of tracer particles was described by a
diffusion equation. The gas is assumed to take up the remaining space; it is assumed to be
incompressible. The resulting equations were:

Mass

at Prr rr ( r)
abw = const. (28)

atr + aba + a., = 1
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Energy

F OT, T,] H, F 82T 1  a.O T,ai i - Ti] Hi Er ia + 2 + aTi (29)ii"at a'Pi"Pi ari2- ar ar r ar

where Hi represents heat transferred from each of the solid components to the gas. The

boundary conditions involved zero radial gradients at the walls and on centerline for

concentration and temperature. The initial conditions were:

T,,(O,r) = T . (30)

for 0! r ! Rjecor

T,.(O,r) = T,(O,r) = T,ii
(31)

aC.(O, r) = jn ..,a

for R r,, r I R

T,(0,r) = T,,(0,r) = T(32)
(32)

a,.(o, r) =0

The radial particle diffusivities were then calculated by using a least squares approach for

determination of the best fit to equations (28) and (29). Table 5 presents the best fit solid

diffusivities of Westphalen.

836



Table 5: Best Fit Solid Lateral Solid Diffusivities Measured by Westphalen (1993)

UO (m/s) 4bed Gs (kg/m2-s) Ep, (Cm2/S) Per
3.5 0 0 7.1 490

3.5 0.0034 8 8.0 437

3.5 0.0064 15 8.5 412

4.0 0.0068 23 3.7 1050

4.0 0.011 31 8.6 465

4.0 0.0034 16 2.0 2000

4.0 0 0 0.4 10000

3.0 0.0064 13 1.7 1500

4.9 0.0098 23 1.0 4500

3.5 0.010 24 7.4 473

4.0 0.011 26 1.6 2500

van Zoonen (1962)

In addition to the axial particle dispersion data taken (see above discussion), van Zoonen
also measured particle lateral dispersion. To do this, a central injection tube was inserted
into the riser to give a point of injection at various heights. Cracking catalyst tagged with
about 5 percent wt of ammonium chloride was used as the tracer. Adjustable sampling
tubes, which could be moved across the diameter of the riser, were located downstream of
the injection tube. The samples obtained were each weighed and then mixed with a known
amount of water to dissolve the ammonium chloride into the water. By measuring the
electric conductivity of these solutions, the relative concentration of ammonium chloride was
be determined.

To interpret the data, the relation between the dimensionless concentration of the tracer
particles and the coordinates z and r in the riser given by Schlinger and Sage (1953) was
used:

cc W bO(p n r)Ji(pb)[ ~S2 0  uz P
R 2n=0 12 2 n UoR 2

Pn I On(s)] JP
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About 30 experiments were performed, in which the gas velocity was varied from 2.5 to 12

m/s and particle recycle rates from 100 to 700 kg/m2-s. The results of these tests is

summarized in Table 6.

Table 6: Best Fit Solid Lateral Solid Diffusivities Measured by van Zoonen (1962)

z (m) uo (m/s) Gs (kg/m2 -s) Ep, (cm 2/s) Per

0.51 2.5 500 1.2 526

0.52 5.5 305 5.5 250

0.52 12.0 264 6.6 455

0.52 12.0 514 12.0 250

1.0 2.5 380 0.94 667

1.0 5.5 370 2.9 476

1.0 5.5 570 3.3 417

1.0 12.0 510 6.0 500

1.96 5.5 320 1.6 833

1.96 12.0 300 5.1 588

Viitanen (1993)

Viitanen (1993) recorded radial solids dispersion data in addition to the axial dispersion

data in a 1.0 m diameter, 39 meter high fluidized catalyst cracking plant, operating at 2.6 bar

and 529 OC. The catalyst was FCC with a mean particle diameter of about 70 microns and a

bulk density of 2400 kg/m3. Viitanen irradiated the catalyst with thermal neutrons to

activate the lanthanum. The tracer pulses were fed into the bottom of the riser with a purge

stream used to clean up the output of the oil inlet nozzles. Since the flow rate of the purge

stream is quite low, the initial momentum of the tracer after the injection was almost

completely due to drag by the vertical main flow inside the reactor. The propagation of

tracer pulses was detected using 15 thallium-activated sodium iodide scintillation detectors.

The detectors were located at seven different heights along the riser. At four levels, three

detectors were collimated side by side in such a way that information about the radial

distribution of the different phases could be obtained. The detectors were checked with a

standard radiation source to give equal signals within a range of about 5 percent.

Experimental determination of the radial dispersion coefficient was then made by measuring
the amount of spreading of the 8-input of tracer. Different constructions for the measuring
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system are possible depending on the geometry of the studied vessel. The principle of the
method was to measure the radiation intensity by at least two detectors. The maximum
count rates measured were fitted to the solution of the dispersion equation without
convection. This solution has the form of the standard normal distribution:

C= ex r (33)
(4xDt)'2n= o 4Ept

The radial dispersion coefficients were determined at the bottom of the bed and at a height
3.3 meters above the bed bottom. At the bottom of the bed, the radial solids dispersion

coefficient was found to range between 0.03 and 0.06 m2/s. At the 3.3 meter height, the

dispersion coefficient was about 0.02 m2/s. The Peclet numbers and respective radial

dispersion coefficients obtained by Viitanen are presented in Table 7.

Table 7: Best Fit Solid Lateral Solid Diffusivities Measured by Viitanen (1993)

z (m) uo (m/s) Gs (kg/m 2-s) ep, (cm2/s) Per
0.0 6-15 480 300-600 100-175

3.3 6-15 480 200 250

Wei et al. (1994)

Wei et al. (1994) evaluated the radial and axial dispersion of solids in a cocurrent down
flow CFB (CDCFB). The experimental apparatus and methodology is discussed under the
axial dispersion Section given. The result for the lateral dispersion of solids was found to
be:

8.93 x 10-' Re +101
Pe +) 1(3014)

Per = 140Reo.61(1 - E)1.

Because these tests were conducted in a test section which operates at cross-sectionally
averaged solid fractions and velocities close to that in the core of a CFB, they should
provide a good approximation to the axial and radial dispersion in the core region of a CFB.
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Koenigsdorff and Werther (1995)

Koenigsdorff and Werther presented a model for the flow structure and mixing processes

in the upper dilute zone of a CFB. As part of their modeling, they determined radial

dispersion and interphase transfer coefficients. These were determined from radial

temperature profiles generated by local electrical heat sources. The electrical heat source

and Pt 100 resistance thermometers used to measure the radial solid dispersion were located

in the dilute core region of a 20 cm diameter, 3.25 meter high CFB operating with 60

micron silicon carbide particles with a particle density of 3217 kg/m3. The temperature

sensors located in the upper dilute zone of the CFB were assumed to indicate a time-

averaged temperature which was between the temperature of the lean and the dense phases.

This measured time-averaged temperature was assumed to be the weighted sum of the local

temperature of the two phases:

Tr, p, z) fT + wfd (35)

where the subscripts 1 and d refer to the lean and dense phases respectively, and f is the

volume fraction.

Energy balances to calculate temperature distributions in the two phases were written.

fl[+ 91Prf cT, +cpvBC = = ffa)

+ S, + fd 1p.VfIC,dCP. + fPt O dVfcp](Td - T, )

fd[4dPfVfdCp, + cdP.cP -]dTd

(37)
+ S+ f .pvfVdc + fPfdCpf](T - Td)

where V is the time averaged gas volume fraction, 3 is the coefficient of interphase transfer

based on unit dense-phase volume, S is the local heat source per unit riser volume, and 4ff

is the effective thermal conductivity in the radial direction given by:

%, ff= V,(Xf + EfrPfcpf) + (c'lEsp'qc,) (38)
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The boundary conditions were:

T,(z = Z,) = Tb

aTj-TI] =0
(39)

- lf jr=O = k(Ti = Ta)
Td(z = Z) =T

where Zo and Tb are the height and temperature at the bottom of the riser, To is the
temperature at the riser exit, Ta is the ambient temperature, and ka is the coefficient of heat
loss to ambient air.

Because the flow was heated isotropically in the circumferential direction, only net heat
transport in the axial and radial directions had to be accounted for. To evaluate the radial
particle dispersion coefficients, only the core region of the riser was considered. It was
assumed that the radius of this core region was 90 percent of the total riser radius, and that
the dense phase could be neglected in the core region. With these assumptions, the
temperature profile caused by the axial wire heater was calculated from the interphase
energy equations. Gas dispersion was evaluated assuming the Peclet number based on
radial gas dispersion was equal to 321. The radial solid dispersion coefficient was then
determined from a least squares fit to the energy equations. The resulting regression curve
was:

Per = 150 + (5.0 x 106), (40)

6.4.2 Summary of Experimental Radial Solids Dispersion Data

Table 8 presents a summary of the axial dispersion data taken by the investigators listed
above. The data of Westphalen and Glicksman (1995), van Zoonen (1962), Wei et al.
(1994) and Koenigsdorff and Werther (1995) most accurately reflect the actual axial solids
dispersion coefficient in the dilute core of a CFB. The data of Viitanen (1993) measures the
dispersion very low in the bed, which results in values of Peclet number which are lower
than what would be expected high in the dilute core. Taking into account the uncertainty in
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all the measurements, the agreement is fairly good for all the data, with the bulk of the Peclet

numbers falling between 100 and 500.

Table 8: Lateral Solid Dis rsion Coefficient Measurements in CFB's

Researcher D (cm) L (m) dp (pm) Ps uo (m/s) Ep, Per

(kg/m3) (cm 2/s)

Westphalen and 20.5 7.0 180 2350 2.5 - 0.4 - 412 -

Glicksman (1995) 5.5 8.6 10000

van Zoonen (1962) 5 10 65 1600 2.5 - 12 0.94 - 250 -

12.0 833

Viitanen (1993) 100 39 70 2400 6-15 200- 100-

600 250

Wei et al. (1994) 14 7.6 54 1710 2.3 - 9 12 - 50 70-
300

Koenisgsorff and 20 3.5 60 3217 3-4 18 - 47 150 -

Werther (1995) 400

6.5 Determination of Cluster Dispersion Coefficient

As mentioned above, little quantitative information exists on the behavior of clusters in the

core of a CFB. Horio and Kuroki have used a three dimensional laser sheet technique to

examine the structure of solids above the freeboard of a CFB in a bed with a 20 cm diameter

and a height of 1.6 meters. The particles used were FCC with a mean diameter of 61.3
microns and a density of 1780 kg/m3. Cluster size was estimated to be about 1/10 to 1/20

the size of the bed diameter, and its shape was found to be paraboloid heading downward

and having a long skirt upward. However, the data taken by Horio was obtained for a bed

operating with very low gas superficial velocities (0.6 - 1.3 m/s) and very low solids recycle

rates (0.2 - 16.5 kg/m2-s). These conditions are not representative of those found in

commercial units (gas superficial velocities on the order of 5.0 m/s and solids recycle rates

on the order of 50 kg/m2-s).

Arena et al. (1989) and Reh (1971) took images in two-dimensional CFB's, and concluded

that clusters have a long string shape and form a network structure in the bed. In contrast,

Li et al. (1991) observed small clusters (on the order of 3 mm) which were irregular but

spherical near the wall region and strand-like in the core. Marzochella et al., dropped
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artificial circular clusters into a vertical gas up-flow in a two-dimensional plastic bed and

presented observations on its shape and acceleration.

No data currently exists on the dispersion of these clusters in the core of a CFB. In order

to investigate the rate of cluster breakup, a series of simple experiments was conducted in a

scale model of a Foster Wheeler pressurized fluidized bed combustor. The Foster Wheeler

combustor is 11.6 meters high, with a diameter of 33 cm, and operates at 14 atm and 1100
K. The particles used are dolomite, with a mean diameter of 165 microns and a particle

density of 2650 kg/m3. The scale model was constructed using the simplified scaling

parameters described in Chapter 2. The scale factor was 6.5, resulting in a bed which had a

height of 1.8 meters and a diameter of 5 cm. The particles in the scale model were

polyethylene plastic with a mean particle diameter of about 120 microns, and a density of

710 kg/m3. A detailed description of this bed is given in Chapter 2.

The device used to create clusters was a 1 cm diameter cylindrical thimble. This thimble

was suspended in the bed on a thin Kevlar fishing line with a small conical sinker
underneath in and a small washer above it. The Kevlar line above the thimble was connected

to a spring which was in turn connected to the top of the bed. The other end of the Kevlar

line was extended down through the distributor, through a small brass fitting in the inlet

piping and out to a fishing reel which was attached to the side of the bed. In addition to the

Kevlar line, a thin steel wire was strung from the top of then bed vertically down, through

the distributor and the brass fitting, and attached to the floor. This wire served as a vertical

guide. The equilibrium position of the thimble was 0.6 meters above the distributor. A
schematic of this apparatus is given in Figure 6.1.
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Figure 6.1: Cluster Dispersion Measurement Apparatus
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To operate the "cluster tosser", the fishing reel was wound back a specified distance,
stretching the spring and lowering the thimble. The thimble was then filled with particles
through the secondary air ports (which were not being used for these tests). The tension
button on the reel was released, sending the thimble upward until the stop washer on the
Kevlar line between the brass fitting and the fishing reel, hits the brass fitting stopping the
thimble. The guide wire ensures the thimble path is vertical. The particles continue upward
in the form of a cluster which is entrained and dispersed by the up-flowing gas. Videos
were then taken with a high speed image analysis system as the cluster travels upward
dispersing radially outward.

6.5.1 Determination of Initial Cluster Velocity

The thimble was filled so that particles were 1 cm high in the thimble (approximating a
cylindrical cylinder 1 cm in diameter, and 1 cm high). This gives a ratio of cluster to bed
diameter of 1/5. The "cluster tosser" was calibrated by correlating the distance the spring is
stretched to the velocity of the thimble at the point where the stop washer hits the brass
fitting. The velocity was determined by tracking the leading edge of the particles leaving the
thimble with the high speed video system over a short distance (5 cm) when there was no
gas flowing. The equation of motion for a sphere neglecting all forces except gravity and
drag is:

vCI - Vf + 1 - exp (- Ft)]Z vv- )t- F)I (41)
3F =3 C D P f I v elF= v- P v

For short distance, the distance-time plot is nearly linear such that the velocity can be
approximated as the distance traveled divided by the elapsed time, as determined from the
video images. Figure 6.3 present the calibration curve of the distance the spring is stretched
from equilibrium versus the velocity when the spring returns to equilibrium. Using this
curve allowed the cluster to be launched at a velocity equal to the gas superficial velocity.
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Figure 6.3
Calibration Curve for Initial Cluster Velocity
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6.5.2 Recording Data

The high speed video images were used to approximate the cluster radius as a function of

time, rtl(t). The average cluster concentration as a function of time was determined by
assuming the cluster could be approximated as a sphere, and dividing the initial cluster mass

by the mass of a solid sphere with a radius equal to the cluster radius, rli(t), determined

from the videos. This procedure resulted in sets of data consisting of both cluster radius

and average concentration as a function of time.

6.53 Data Interpretation

For an instantanteous point source on an infinite plan surface, the diffusion equation is
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Where Er is the diffusion coefficient.

The solution of (36) is

C = exp (x + y2)
4E,t

The constant A is defined in terms of M, the total amount of material diffusing:

M = f Il C dxdy = 4x;,A

C is the amount of diffusing substance per unit area. The concentration at a distance r from
a point source is then

C = M exp r (45)4aDt ( 4et

The solution of an instantaneous point source in an infinite volume is

C = (M t) exp(_ r (46)

Equation (40) can be used to find the solution of a line of source of strength M per unit
length (kg/m-s) in an infinite volume:

C = M
8(net)

exp (47)

C = - exp4ne,t 4ert (48)
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For a cylindrical surface of radius a,

C 4nert f

2Mr

C =Mr'

C = M r' exy
4•txEt

exp [ , r dO'

r2 + r - 2rr'cos (0')
exp

- (r + r'2)
48~rt Sexp (rros 2rt dO

JO

where the equation

r= r2 + r2 -2rr'cos ( - )

was used.

From the well known identity

I(M- 21 exp [_ cos (O)]sin"2 (O)dO

(41) becomes

C = Mr exp2F,,t 1 (r10'+r4 ' 0 t

For a solid cylindrical source,
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C= -exp [- (r4) I exp Io(2 r'dr' (55)

Here M is the amount of substance per unit cross sectional area, per unit length - the initial
concentration, i.e.,

C= •2 exp exp ,t ]I o( )r'dr' (56)

At the axis, where r = 0,

C1- exp 2) (57)

The average cluster concentration can be found from

e(t) = 2 j rC(r, t)dr (58)
Cr7,o

2 CI - (r2) -r
C(t) 7 2exp 4ct exp cltf0

(59)

The mixing parameter, Dcl, is the dispersion rate of the cluster. This parameter is
determined by a least squares technique using the high speed video data, as discussed
above. Figure 6.4 shows equation (53) plotted against the data for the cluster dispersion
resulting from the minimization of the total variance between (53) and the data.
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The best value of the cluster dispersion based on a least squares curve fit of equation (53)
was 2.7E-3 m2/s. All of the data falls between values of between 1.0OE-3 m2/s and 5.0OE-3

m2/s. The data follows the trend of equation (53) quite well, indicating that the cluster

spreads in a manner described by diffusion from an instantanesous solid cyclindrical

source.

6.6 Evaluation of Dia and Dir

Using the experimental data of previous investigators discussed in Sections 6.3 amd 6.4,

and the estimated cluster dispersion coefficient of 2.7 m2/s, evaluated in a 5 cm CFB, the
values of Dia and Dir can be determined from equations (3) and (6).
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6.6.1 Evaluation of Dir

For the radial Peclet number, a value of 300 will be used. This value falls within the range
of data taken by most of the investigators listed in Table 8, and is within an order of

magnitude of all the data. From this value, the lateral dispersed phase solids dispersion

coefficient in the 5 cm bed, which had a superficial gas velocity of 1.5 m/s, is 2.5E-4 m2/s.

The rate of cluster dispersion was 2.7E-3 m2/s. This gives a value for Dir of about 1.0OE-3.
This indicates that the lateral movement of solids is dominatd by the dispersion of individual

particles because the clusters break up very quickly and subsequently disperse as individual

particles to the walls. In other words, the ratio of the time it takes a cluster to break up to the

time it takes individual particles to disperse to the walls of a CFB is very small. This
supports using a single particle diffusion model of the type developed in the previous
Sections for lateral solids dispersion in CFB's.

6.6.2 Evaluation of Dia

To determine Dia, equation (6) is used. For a 0.5 cm cluster with an effective density of 7.2
kg/m3 (one tenth the particle density), the terminal velocity is approximately 6 m/s. The
rate of cluster dispersion was 2.7E-3 m2/s resulting in a value for Dia of about 3.OE-2. This
indicates that the axial movement of solids is dominatd by the convection of individual
particles rather than clusters because the clusters break up very quickly. The ratio of the
distance a particle travels in a cluster is insignificant compared to the overall bed height.
This supports using a single particle convective model of the type developed in this Chapter
for describing the axial movment of particles in the core of a CFB. This assumption was
used in developing the overall mass and momentum equations for the core/annulus

structure, and also used in developing the model for the prediction of radial solids
concentration.
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7.0 EFFECT OF THE BOUSSINESQ-BASSET HISTORY TERM

7.1 Introduction

Most of the attention in determining dispersion coefficients has been focused on the

evaluation of the long time particle diffusion in stationary homogeneous turbulence.

Solution of the exact form of the equation of motion of particles has the drawback of only

applying to very low Reynolds number flows. Additionally, the full equation of motion as

developed by Maxey and Riley contains terms which are time-consuming when calculated

repetitively. To address the first problem, investigators have resorted to using empirical

coefficients for several of the terms in the equation of motion [Hjelmfelt and Mockros,

(1966); Odar and Hamilton (1964); Clift et al. (1978)]. These coefficients multiply the

Stokes drag , the added mass, and the Boussinesq-Basset history term. The use of these

empirical coefficients has enabled accurate calculations of particle trajectories in flow fields

at high Reynolds numbers. These calculations have resulted in predictions of particle

characteristics and behavior, such as dispersion in a turbulent field.

The second problem has not been addressed by most investigators. The majority of

Lagrangian computations, such as the ones conducted in this study, have been made for

cases were the history term was assumed to be small. By using dimensional arguments this

term is almost always neglected, a very convenient assumption which not only reduces the

order of the differential equation of motion of the particle and makes it explicit in velocity,

but also diminishes the memory requirements of the computations by not retaining

information of the history of the acceleration of the particle. Neglecting the history term

does not change appreciably the calculations for particles of large size. However, it was

observed that for small particles the history term accounts for approximately 20 percent of

the total force [Li and Michaelides (1992)]. Neglecting the history term, therefore, may

result in a substantial error in particle velocities and positions. In this Section calculations

are performed to determine the effect of the history term on the trajectories of particles

under various flow conditions.

7.2 Particle Equation of Motion

The equation of motion of a single particle in a an unsteady flow can be written in terms of

the dimensionless relative velocity, wi = U in the ith direction:
O,
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d-w + XCD w.i +  l-
d t d V ý ý -- 0

I1\

-(l- )Gi•= 0 
i)

where P3 is the ratio of the fluid and particle densities, and X is a parameter which includes

the added mass term:

X = 1 (2)
AA31+ 2

Since AA is function of the acceleration number [Odar and Hamilton, (1964)], X is not a

constant. In equation (1), time is made dimensionless by using the characteristic time of the

particle:

psdp (3)

The first term on the 1.h.s. of (1) is the particle acceleration. The second term is the drag

term. The third term represents the local acceleration of the fluid phase. The fourth term is

the history of the particle as it moves in the unsteady flow field. The history term includes

the effect of a finite initial velocity of the particle. This part is often absent in commonly

used expressions where the assumption of zero initial velocity is made. The final term is the

gravity/buoyancy effect, where

Gi = (4)

The Lagrangian derivative d/dt is with respect to the moving particle. The drag, added mass,
and history term coefficients CD, AA, and AH are empirical expressions, which account for

the finite Reynolds number effect. In the limit of very small particle Reynolds number, they

reduce to 1.
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The initial condition for this equation is

wi(O) = wi0  (5)

and the initial acceleration is given by

dw -i(O Cw + k(1 - P)-vf(o) + AAH w(0)6(t) (6)
- (I - P)Gi = 0

where 8(t) is the Dirac delta function. The fourth term in (6) accounts for the impulse on

particles which are introduced with finite velocity into the fluid.

It must be pointed out that recent results by Lawrence and Weinbaum (1988) and Yang and

Leal (1991) indicate that the kernel of the history integral is a special case applied only to

rigid spheres. They have observed that when the sphere diverges from sphericity or perfect

rigidity, the kernel of the history integral attains a more complicated form. Also, Mei et al.
(1991) and Lovalenti and Brady (1993) allude to a different decay of the history integral
(initially the decay is of the order Ji and later of the order t2 ) when the inertial terms in the

momentum equation of the fluid are considered. However, even with the different kernel or

the faster decay in the latter stages of motion, the history integral is always present.

Realistic Lagrangian calculations with the equation of motion at finite Reynolds numbers

are always done with coefficients similar to those used in (4). Clift et al. (1978) report such

calculations for the acceleration of a particle from rest, where they show that the history term

may account for as much as 20 percent of the acceleration at the early stages of the particle

motion.

Equation (4) is not explicit in terms of the relative velocity. Solving it numerically involves

time consuming iterations. If the history term is neglected, the equation becomes explicit in

the relative velocity and one may obtain particle velocities and trajectories much faster.

However, when the size of the particles is small and the fluid velocity varies at high

frequency, the history term is not insignificant.
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73 Solution of the Equation of Motion

The equation of motion was solved using a Monte-Carlo simulation scheme as outlined in
Press et al. (1990). Throughout the calculations, the following empirical equations were
used for the three coefficients, CD, AA, and AH

C,= 24 1 + 0.173Reo.57, + 0.413 (7)
Re.,,, dp u[1d d I + 16300Re"'

AA= 2.1 - (0.132Ac 2

(1+ 0.12Ac2)

AH = 0.48- 05Ac3  (9)
(1 + Ac)3

In terms of the dimensionless velocity and acceleration and the other quantities defined
above, the particle Reynolds number and Acceleration number, Ac, are

dp wiuo p,
Reu,, ,dp = d (10)

Ac = 18 Iw,(11)
Ac ReuR,d• dt

The drag coefficient is the one given by Turton and Levenspiel (1986), and the other
expressions were derived by Odar and Hamilton (1964). These expressions are frequently
used and have been verified by Tsuji et al. (1991) for particle flows at non-zero Reynolds
numbers.

The particle trajectory was calculated for the type of fluid field described in Section 2. The
turbulent flow field was described by a sequence of eddies which have characteristic speed
ue and length le, and a decay time of te, but whose direction is random, characterized by a
sign S, which can be either positive or negative with equal probability. The eddy length,
eddy speed, and eddy decay time were determined from the model of Hutchinson et al.
(1971):

1 = O.11D (12)
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U = U, = Uo,

, = 1.6 e

(13)

(14)

where u, is the friction velocity, ue is the eddy velocity, f is the single phase friction factor,
and te is the eddy decay time.

The particle/fluid interaction time is determined from the minimum of the particle eddy
vertical crossing time, the particle eddy horizontal crossing time, and the eddy decay time, as
given in Table 1.

Table 1: Expressions for Various Time Scales

Time Scale Equation Region where Time Scale
Will be Controlling

Particle-Eddy Vertical u1 Large particles, relatively
UtCrossing Time dilute suspensions

Crossing Time _ dilute suspensions

Particle-Eddy Horizontal
Crossing Time

Small particles, relatively
dilute suspensions

Eddy Decay Time 1.6 le Very large diameter beds, or
very small particles, dilute

suspensions

7.4 Results

Simulations were performed for several flow conditions. Figures 1 and 2 present results for

a case where the solid to fluid density ratio was assumed to be 710 and 2 respectively. In

these runs, the gas superficial velocity was 5.0 m/s, the bed diameter was assumed to be 20

cm, and the particle diameter was 50 microns. The initial relative velocity was assumed to be

equal to the calculated eddy velocity as given in equation (13). The change in velocity is due

to the particle entering or leaving and eddy.
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The simulation where the density ratio is 710 represents typical operating conditions of a
pressurized fluidized bed. It is clear from the plot that the exclusion of the history term
does not cause significant deviations from the predictions of the complete equation of
motion.

However, significant deviations occurred between simulations run with and without the
history term for the case where the solid to gas density ratio was lowered to 2. This trend is
not surprising, since the history force scales as the inverse of the solid to gas density ratio.
For large density ratios, this force is negligible, while for density ratios lower than about 10,
significant effects were detected.

Figure 1
Comparison of Particle Velocity Response with and Without
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U
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Figure 2
Comparison of Particle Velocity Response with and Without

Time (s)

The simulations run indicate that for conditions typical of both hot and cold CFB's, the
history term can be neglected. Noticeable deviations between the full equation of motion,

and the equation of motion without the history term did not occur until the solid to gas

density ratio fell below 500, with significant deviations occurring for density ratio's below

100 (see Figure 3). This corresponds to a pressure limit of about 16 atmospheres for a

CFB operating at 1100 K with dolomite having a significant mass fraction of particles

below 100 microns. Even the small deviations indicated in Figure 3 can become important

in the Lagrangian simulations since the cumulative effect of these small deviations over

many interactions can become large. While for the purposes of this study this force can be

neglected, it should be remembered that as PCFB's go to higher pressures, this term may

become significant in any Lagrangian simulation of particle movement in the dilute core.
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Figure 3
Comparison of Particle Velocity Response with and Without

Time (s)
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8.0 SUMMARY OF CFB HYDRODYNAMIC MODELING

The following Section provides a brief summary of the equations used to calculate the axial

and radial solid fraction profiles in a CFB, along with how the lateral solids dispersion

coefficient is determined. For a rigorous derivation of the equations, the reader is referred

to Sections 1 through 7.

8.1 Determination of Lateral Solids Dispersion Coefficient

The turbulence is assumed isotropic and profile effects are not important. The simple gas
turbulence model of Hutchinson et al. (1971) described above is used:

le = 0.11D (1)

= u= uo (2)

where ut is the friction velocity, ue is the eddy velocity, and f is the single phase friction

factor.

Eddies are characterized by a mean decay time, Te, and the contact time between a particle

and eddy cannot exceed this decay time. A reasonably position free constant can be assume
for all radial locations,

S= 0.35 (3)

For this it follows that

I
xe = 1.6- (4)

In (4), the factor 1.6 is the ratio of Lagrangian and Eulerian time scales of turbulence; there

is considerable uncertainty over the actual value, reported values showing a wide range

(Laufer, 1954). However, for fluidized beds, the particles are sufficiently large that their

motion is essentially Eulerian and, with the exception of developing particle motion, the time

scale of eddy-particle interaction is determined mainly by the particle-eddy crossing time in
the vertical direction.
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The turbulent flow field is described by a sequence of eddies which have characteristic
speed ue and length 1, and a decay time of re, but whose direction is random, characterized

by a sign S, which can be either positive or negative with equal probability.

Integrating the equation of motion, neglecting the history and virtual mass terms gives the
particle position

x = xPro uti+ (v )( ep (5)

Ensemble averaging (5) over many interactions and simplifying for small values of [3ti gives

the mean square displacement of the particle:

(X2) = 2 )( x 2)( t - exp(13t)) (6)

where ti is given by the minimum of the particle-eddy vertical crossing time, particle-eddy
horizontal crossing time, eddy decay time, or time between successive collisions. In general,
it is not known which mechanism (vertical crossing trajectory, horizontal crossing trajectory,
eddy decay time, or collisional effects) will control the interaction time. Table 1 gives the
expression for these characteristic times.
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Table 1: Expressions for Various Time Scales

Time Scale Equation Region where Time Scale
Will be Controlling

Particle-Eddy Vertical e Large particles, relatively
Ut

Crossing Time dilute suspensions

Particle-Eddy Horizontal
Crossing Time

Small particles, relatively

dilute suspensions

Eddy Decay Time 1.6 Very large diameter beds, or
very small particles, dilute

suspensions

Time Between Collisions = 1j Relatively dense
Relatively Dilute ut 2) suspensions, large particle

Suspensions size distributions
1Time Between Collisions Tcij n Very dense suspensions

Dense Suspensions Pid(vv)

The particle radial dispersion coefficient can be calculated by simulating many particle-eddy
interactions using equation (5), and then using (6) to determine the particle mean square
displacement. The lateral dispersion coefficient is then determined in the usual way

21t = , (7)
avg ]

using the appropriate expression for the average interaction time ti avg.

8.2 Axial Concentration Profile

The axial concentration profile in the dilute core is calculated starting with the mass
conservation equation over a volume element in the core of a CFB
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S C(r,z)) - S(r,z) + C(rz))dV -f EprVC(,z) -ni dl = 0 (8)

where S(r,z) is a source term, C(r,z) is the local mean concentration, I is the surface area of

the elemental volume, d V is the volume element, U is the local particle axial velocity, and

Vr = ar (9)

V r-2 + a (10)
8r2 ? ar

The first term in (8) gives the effect of dilation arising from varying axial velocity, and the
final term accounts for the loss of particles by diffusion in direction perpendicular to the
direction of gas flow.

The source term is assumed to be a plug source of radius rp originating at the bottom of the
bed, and a continuous source arising from the re-entrainment of particles from the wall
cluster layer

S(r,t) = D E(t)b(r-re) D 2Cu(r - rt 11

where re is the instantaneous radial position of the cluster wave height for entrainment, 8(r)
is the Dirac delta function, E(t) is the instantaneous rate per unit time area of bed wall, C, is

the mean concentration over the tube of a plug source of radius rp present at the bed
entrance (t = 0). In (11), the delta function term represents the continuous time varying
source arising from re-entrainment of particles from the cluster layer, and the factorD

2r,

appears since E(t) is given per unit area of bed wall surface.

Entrainment from the wall layer is obtained by assuming that E(t) at a given axial point on
the wall depends on the average cross-sectional solid fraction at a distance equal to the fall
distance of a cluster above that point on the wall. The fall distance of a cluster can be
approximated from the result obtained in Chapter 4:
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The boundary conditions are:

t)12)

C(r, t) > 0 everywhere else (13)

The solution of equation (8) with the above source terms and boundary conditions is:

C(t) =

RU (t) n=1 uR(t')E(t')exp
PnJ(P 0

/1 A\
I. j-I~

4RCP (0) ) .R+ U =1 , 2 1 e x p

rp Pn1 21(pn

where

t_ ( z  (15)
(uo - ut)

8.3 Particle Collisions

In the limit where the viscous relaxation time is much smaller than the time between
successive collisions, particles relax to near their terminal velocities between collisions. The
mean and mean-square velocities due only to collisions in this limit are found by
substituting the changes in the particle velocity due to collisions into kinetic energy balance
equations. The result is:

(ui) = (- 1)i )(12)(I mimk k )••e+ (16)

(u2) = -( cv i  )( T m1 m (e(e 1)) (17)
¥- 'U -ff )T mk M+ mk ] , 2
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= , m(Tv •,CJ•+ mk (e+ 12

where e is the coefficient of restitution.

For regions where the time between successive collisions is of the order or less than the
viscous relaxation time of the particles, the approximate solution of Kumaran and Koch is
used. This solution calculates the properties of the suspension by approximating the
distribution function as a composite Gaussian distribution. This distribution reduces to a
Gaussian distribution when the collisional time scale is much small than the particle
relaxation time. In the intermediate region, the composite Gaussian has a non-zero
skewness. The dilute limit equations are used up to a ratio of viscous to collisional time
scales of 5. Beyond that the Kumaran and Koch distribution function is used to determine
the collisional contribution to the fluctuating velocity of the particles.

8.4 Gas Turbulence Modification

A simple theory was developed for the modification of turbulence intensity due to the
presence of particles in dilute solid-gas flows. The mechanism for turbulence reduction was
assumed be the energy dissipation due to the acceleration of a particle. The expression for
the reduction in kinetic energy due to a particle eddy interaction is

12 TP

To develop an expression which is valid for a suspension of many particles, assume that a
fluid element acquires momentum at time t = 0 under the influence of a hydrodynamic field
disturbance (pressure fluctuation). Further, it moves by inertia and interacts with the
particles inside. Then the carrier fluid is described by the following equation of
conservation of momentum:

d [v' + .Yiv'i = 0 (20)

where y represents the ratio of particle to fluid mass flux. The summation is included to
represent particles of n different diameters.
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Integration of (20) and using (19) gives (after some manipulation)

v, 11l ,1 u+ . -exp (21)

This expression, along with the simple gas turbulence based on Laufer's data discussed

above, is used to determine the gas root mean square fluctuating velocity.

8.5 Expression for Particle Drag

A survey of methods used to correct the standard single particle drag curve was conducted.
For suspensions of non spherical particles, the following methodology resulted:

1. Assume a value for u4/ut (uý is the terminal velocity of the particle with other

particles present)

2. Calculate Reu, ,d from Re ., dp d,, u

3. Calculate CD from CD, =CD(u (1 - )

4. Calculate CD, from

CD,. 24 1 + 0.1118 ReudKIK 0.6567 0.4305
Kz- Reu,.d KK2 d1 + 3305

Re., dpKKK

K, = a+-21/2

K,= 10 (1.81's1ts[(*)]O°)

5. Compare the values of CD, from step 3 with that from step 4. Adjust the

guess for u,/ut as necessary until convergence
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8.6 Overall CFB Hydrodynamic Model

The model described above allows for the prediction of the axial distribution of the disperse
phase in the core of a CFB. To complete the hydrodynamic model, equations were written
for the core/annulus structure observed in the fast fluidization regime. According to this
model, flow is upward in the core and downward in the annulus. The net solid flow is equal
to the upward flow in the core minus the downward flow in the annulus. The core flow is
described as dilute pneumatic transport flow and is given as the solution of the radially
averaged 2-D dispersion equation solved above. The characteristics of the annulus flow are
determined through the solution of the equations of mass and momentum for the particles
and the gas for the annular and core regions.

The assumptions upon which the governing equations are based can be summarized as:

1. The flow riser is divided into two regions, a dilute upward flowing core, and
a dense downward flowing annulus

2. The core region consists of a dilute up-flowing suspension of dispersed
phase particles traveling upward at a velocity of us, and solids volume

fraction Ec,

3. The annulus region consists of a downward flowing suspension with a
velocity ua,, and solids volume fraction ea,

4. All the gas flows upward in the core at a velocity uc, - the gas flow in the

annulus can be neglected

5. There is a negligible radial variation in the velocity across the core and the
annulus

6. The solids volume fraction in the core is small, such that the slip velocity
between the gas and solids phase is equal to the particle terminal velocity.
The terminal velocity is corrected for the particle sphericity and core solids
fraction.
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7. The gas velocity in the core is much greater than the particle terminal velocity
such that the slip velocity between the particles and gas is small

8. Inlet effects are small. The pressure drop due to the initial acceleration of

the particles is negligible compared to the overall pressure drop.

9. Gas/wall frictional effects are small

10. Gas momentum flux is small compared to the particle momentum flux

11. The pressure is uniform across the riser cross-section.

With these assumptions, the mass conservation equations for the core and annular regions
can be written as follows:

Particles in the core

d(uc. dz )
PS dz 'D2 I drize- a

A dz
drha _ C

dz )

Particles in the annulus

dzi• adz (23)d zra -*dz)

Gas in the core

d(uP , dz =

dz

In the above equations, dlhc.a represents
dz

(24)

the mass transfer rate from the core to the

(22)

annulus, and dmaa c represents the mass transfer rate from the
dz

annulus to the core. Dc is
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the diameter of the core region, D is the CFB riser diameter, Ac is the core area, A is the
riser area, and 0 represents volumetric solids fraction.

Similarly, the momentum equations can be written as

Particles in the core

d U2 4a ( ) (D,2 ) :

Ps dz + D' P\ g + D! D
c D D (25)

+D e dP  1 dri,-., dria d )
D2 dz A dz as dz

Particles in the annulus

dua D1 2 2DA-
PS dz D + p, 12- -,8 - / . D

SD D (26)

+ D dP 1 (u drihc.a u dri
2 dz-A -dz A dz )6

In the momentum equations, c ., represents the core-annulus interfacial shear, and a. w

represents the annulus-wall shear.

8.6.1 Initial Conditions - Conditions at the Riser Exit

It was assumed that all material not exiting the riser form the annular layer at the exit. This
assumption leads to the following equation which sets the core diameter at the riser exit,

D2 )2 [Gs (4a + I D GaS1

Dxit Dc exit
(27)

-ýSe, UoPS = 0
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where

[D" -) D oe (28)
D2

and 11 is the riser exit collection efficiency. To determine the collection efficiency, r1, The

riser exit is modeled using the impact separator theory method described Harris et al.,

(1994). The geometry of the bed exit is approximated as a flat end plate with a central
circular orifice. The collection efficiency is defined for two dimensional motion as the ratio
of the dimension within which particles will be retained in the riser (x1) to the dimension of
the exposed end flange (x2).

The voidage at the exit in the core is

DC
ceit = E G(t)exit (29)

The voidage in the annulus can be estimated from the correlations given in Chapter 3 of this
Thesis

*flexdt = Vi@Xlit 
(10)l
\.- /

x - exp [- o.o01 U

where

600gpd2u (of= P~ (31)

If one assumes elastic collisions at the riser exit
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u•ait - ucxi, (32)

where

Uo (33)ucsexit D (33)

Equations (22) through (26) can be solved using equations (27), (29), (30), (32), and (33) as

the initial conditions for c, D• a, , and u respectively.

8.6.2 Determination of dh - da
dz dz

The core to annulus deposition rate is determined from the two-dimensional dispersion

equation described in Section 2. Using this concentration profile, a mass balance can be
written

dC(z) 4k
dz = tC() (34)

ddz Dud

Manipulation of (34) allows one to write an expression for d - d
dz dz

drthC-.a dria. - D dz
dz dz 4C(z)

8.63 Determination of ra..

The shear stress between the wall and the annular layer is approximated from the expression
developed by Stemerding (1962) for shear stresses in suspensions:

0.0034ap,ul,
,v•w = 2 (35)
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8.6.4 Determination of *.a

To approximate the interfacial shear stress between the annulus and the core, the results

from gas/liquid two-phase flow modified for gas/solid flows is used. From Hewitt and

Hall-Taylor (1970),

e,. a= Cc.  ~cp(u, -u,-)2  (36)

where

Cc.,= 0.079Re/ 4 1+ 180 1 )- (37)

and

[[cpOs + (I- J)pf uC •)u D (D )
Rec= (38)

8.7 Radial Distribution of Solids in Dilute Region of CFB

To determine the radial solid fraction profiles in the dilute region of a CFB, an approximate

theory for the behavior of multiparticle systems suspended in a fluid was developed based

on a treatment of the case of a single sphere occupying any position in a cylindrical tube.

This model is completely independent of the model described above.

The result for the annular region is:

Nm(RzVa - a(I

n,= (39)

nR u, - V I - - R
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and for the core is:

NmxR2vcp - VC

RV - - - 1- n

SaraO

na and ne are the particle number densities in the annulus and core, respectively. The
boundary between the core and annular region was determined as

1

L- ~ ~ G1 - + 0.8231 1.413k -1.871
K\ no Sat D

Re- °'2 z [Yang et al., 1994]
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9.0 NUMERICAL SOLUTION STRUCTURE

The following Section summarizes the actual numerical implementation of the model

described in the previous Sections.

9.1 Required Input

The following variables are required input to the model.

1. Bed Diameter

2. Bed Height
3. Mean Particle Diameter

4. Standard Deviation of Particle Size Distribution (assumed to be equal to the

mean particle diameter if not input)

5. Particle Sphericity (assumed to be 0.8 if not input)

6. Particle Density

7. Bed Temperature
8. Bed Pressure

9. Gas Superficial Velocity
10. Solids Recycle Rate
11. Particle/Particle Coefficient of Restitution (assumed to be 1 if not input)

12. Exit Collection Efficiency (assumed to be 0.8 if not input)
13. Number of Particles to Simulate

14. Number of Interactions per Particle to Simulate

9.2 Determination of Lateral Solids Dispersion Coefficient

Step 1:

The simulation to determine the lateral solids dispersion coefficient is initialized by selecting

a particle diameter. The particle diameter is taken from a Gaussian distribution with a mean

equal to the input mean particle diameter and a standard deviation based on the input particle

size distribution standard deviation. The mean eddy length and eddy speed are then

calculated from the model based on the data of Hutchinson et al. (1971) modified for the

presence of particles, as described above.
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Step 2:

At this point, the particle-eddy interactions begin for the particle determined in Task 1. For

each interaction, an eddy length is selected from a Gaussian distribution with a mean equal
to the length determined from the model of Hutchinson et al. (1971) and a standard

deviation equal to one half the mean. An eddy speed is also determined from a Gaussian

distribution with a mean equal to zero and a r.m.s value equal to the eddy speed calculated

from the Hutchinson model as modified for the presence of particles. The eddy velocity
(direction of speed) is determined by randomly multiplying the speed by either 1 or -1.

Finally, the component of particle velocity due to collisions is determined. The mean

collisional component of the radial particle fluctuating velocity is determined using the

particle collision model described in Section 3 with a solid fraction equal to the least squares

value evaluated in Step 10, and a particle diameter ratio equal to the ratio of the current

particle diameter to the previous particle diameter. The direction of the collisional

component of the particle fluctuating velocity is determined by randomly multiplying the

r.m.s. value by either 1 or -1. For the initial dispersion coefficient calculation, the collisional

component is obviously zero.

Step 3:

For each interaction, the interaction time is determined from the minimum of the vertical

particle-eddy crossing time, horizontal particle-eddy crossing time, eddy decay time, and the
time between successive collisions. The time between successive collisions is determined

from the solid fraction profile developed from the previous value of lateral dispersion. For

the initial calculation, the time between successive collisions is assumed to be infinite. After

the interaction time is determined, the particle equation of motion is solved using the final
velocity of the previous interaction as the starting velocity. For the initial interaction, the
particle velocity at the beginning of the interaction was assumed to be zero (the particle

velocity at the beginning of the initial interaction has no influence on the final results if more
than 100 interactions are used).

Step 4:

After the particle has proceeded through the user specified number of interactions, another
particle is selected based on the Gaussian distribution, and steps 2 and 3 are repeated. This
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process continues until the total number of particles specified by the user has been tracked

through the interaction process.

Step 5:

After all the particles have been tracked through the particle-eddy interaction process, the

average mean square displacements, velocities, and interaction times, along with all other

pertinent data are evaluated. The dispersion coefficient is then calculated using the

equations described in detail in Section 2, and outlined in Section 8.

9.3 Determination of Axial Disperse Phase Concentration Profile

Step 6:

The dispersion coefficient determined from the first part of the model is used as an input to

the core (dilute phase) axial concentration profile equation. At this point, a value for the

entrainment constant is assumed, along with a value for the concentration at the bottom of

the bed.

Step 7:

The equation for the core axial concentration distribution is solved using the values of the

entrainment constant and bed bottom concentration assumed in Step 6.

Step 8:

The resulting concentration at the top of the bed is then compared to that which was

calculated from the collection efficiency. The bed bottom concentration is then adjusted

accordingly, and Step 7 is repeated until the calculated concentration at the top of the riser

equals that determined from the solids recycle rate, and the exit collection efficiency, as

discussed in previous Sections.

Step 9:

Once Step 8 has converged, the total amount of solids deposited to the walls is determined.

Additionally, the total amount of solids entrained from the wall is calculated. These two
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numbers are compared, and the entrainment constant is adjusted accordingly. The
simulation then returns to step 7 until the total amount of solids deposited to the walls
equals the total amount of solids entrained.

Step 10:

After the solution for the core axial solids concentration has converged, an effective overall
dilute region solid fraction is determined.

Step 11:

The lateral dispersion coefficient determined in most recent iteration is compared to the
previous value. If these values are within 5 percent, the model was assumed to have
converged. If the values differed by more than 5 percent, the simulation returns to Step 1.

9.4 Overall CFB Hydrodynamic Model

Step 12:

Once the CFB core axial solids concentration profile is determined, the overall CFB model
described in Section 4 can be solved using the core axial profile as input. The solution of
the overall CFB mass and momentum balance is relatively straightforward - involving the
numerical integration of five coupled first order differential equations.

9.5 Radial Solids Distribution

Step 13:

The average core axial solids concentration profile is also used as input to the radial
concentration profile estimations described in Section 5. The axial concentration profile is
used to determine the mean number of particles per unit volume in the core.
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Step 14:

The particle flux in the core is then determined by using the estimated gas velocity profile in

the core in the manner described in Section 5. The particle flux in the annulus is determined

from the difference between the recycle rate and the core particle flux.

Step 15:

The radial distribution of solids is then estimated from the algebraic equations given in

Section 5.
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10.0 MODEL RESULTS

The following Section presents the results of the model described in the previous nine Sections.
The model is compared to experimental data taken in both hot and cold beds. In order to present
the results, lateral dispersion coefficients, average axial solid fraction profiles, and radial solid
fraction profiles will be compared between the numerical model and available experimental data.

10.1 Comparison of Experimentally Determined Lateral Dispersion Coefficients in CFB's
with the Numerical Model

Section 6 discusses the experimental data currently available on the lateral dispersion coefficients

in the dilute region of CFB's or FCC reactors. Table 10.1 summarizes this data:

Table 10.1: Lateral Solid Dispersion Coefficient Measurements in CFB's

Researcher D (cm) L (m) dp (RLm) Ps uo (m/s) pr Per
(kg/m3) (cm2/s)

Westphalen and 20.5 7.0 180 2350 3 - 5.5 0.4 - 412 -
Glicksman (1995) 8.6 10000

van Zoonen (1962) 5 10 65 1600 2.5 - 12 0.94 - 250 -
12.0 833

Viitanen (1993) 100 39 70 2400 6-15 200- 100-
600 250

Wei et al. (1994) 14 7.6 54 1710 2.3 - 9 12 - 50 70-
300

Koenisgdorff and 20 3.5 60 3217 3-4 18 - 47 150 -
Werther (1995) 400

Figures 10.1 through 10.6 present comparisons between the predicted and experimentally
determined lateral solids dispersion coefficients. In all cases, the present model is in good
agreement with the experimental data. Figures 10.1 through 10.6 indicate that the dispersion

model is able to predict effect lateral solids dispersion coefficients over a wide range of
conditions: from the standard cold CFB models [Westphalen and Glicksman, (1995);
Koenigsdorff and Werther (1995)], to large scale FCC reactors [Viitanen (1993) and van
Zoonen (1962)].
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The validity of the numerical model is not limited to long time particle dispersion measurements.

This is not the case with most diffusivity type models. For diffusivity models, when the particles
1have been in the gas flow for times smaller than (where rf is the time scale of the gas

turbulence), models which predict long time diffusivity coefficients are not valid [Vames and
1Hanratty, (1988)]. In a circulating fluidized bed, is usually 0.4 seconds. The trend for

diffusion coefficients smaller than can be determined by an examination of the single

particle drag equation. Results of such an analysis have been presented by Vames and Hanratty

(1988). It was found that for small times, the particle diffusivity was less than the long time

value. Westphalen has indicated that the average diffusivity for the time range of measurements

was roughly 0.4 times the long time diffusivity. Although this reduction in diffusivity does not
explain the the lowest diffusivities estimated from Westphalen's experimental data, it does help
explain why the measured diffusivities are lower than his model predictions which is based on
the assumption that the dispersion coefficient has reached steady state. This correction in

diffusivity required by Eulerian models where the diffusivity is assumed to be the long time

diffusivity is not required in the Lagrangian model developed in Section 2 because the particle

displacement is tracked as a function of time.

The agreement with the data of Koenigsdorff and Werther (1995) is very good. It is worth

pointing out that Koenigsdorff and Werther measured particle dispersion coefficients greater

than single phase gas dispersion coefficients at volumetric solids fraction greater than 0.3
percent. They concluded that this was due to a strong influence of particle-particle collisions on

particle dispersion, since "in the case of solely gas-induced particle mixing, the particle

dispersion coefficients would be less than the gas dispersion coefficients." Two aspects of this

statement are suspect. First, their experiments indicated a decrease in lateral solids dispersion
with increasing solids concentration, even at very low values of 0. Their curve suggests that the

highest lateral particle dispersion should occur with no particles present (recall their correlation

Per = 150 + 5.6 x 104(solids volumetric concentration) ). It is not clear, why they would

explain an increase in particle dispersion over the gas dispersion by the presence of particle

collisions.

The second issue is that there is no reason why the particle dispersion coefficient must be less

than the gas dispersion coefficient. In general, the particle spectral tensor will always be smaller

than that of the gas, and the Lagrangian temporal correlation tensor for particle velocities are

conversely (as a whole) greater than the fluid Lagrangian temporal correlation. In other words,
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the particles tend to keep their previous motions longer than the fluid particles. Furthermore,
both Lagrangian correlation tensors exhibit negative loops, meaning that the ratio between the
time dependent particle dispersion coefficient and the long time fluid dispersion coefficient can
become greater than one at some times.

Additionally, the ratio of the time dependent particle dispersion coefficient and the time
dependent fluid dispersion coefficient can also become greater than 1. This ratio can be written
as

r ((1)
p(t) vrm.)2 f R (t)dt

The first term is smaller than one, but the second term, which is the ratio of the particle

and fluid cumulated memories, will overcome that handicap when t is large enough. So the ratio
of the time dependent and the long time particle dispersion and fluid dispersion can be greater
than one even for dense particles. This has been confirmed in a very rigorous manner by
Gouesbet et al. (1984).
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Figure 10.1
Comparison of Model with Dispersion Data of Westphalen and Glicksman (1995)
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Figure 10.2
Comparison of Model with Dispersion Data of van Zoonen (1962)
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Figure 10.3
Comparison of Model with Dispersion Data of Wei et al. (1994)
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Figure 10.4
Comparison of Model with Dispersion Data of Wei et al. (1994)I -'
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Figure 10.5
Comparison of Model with Dispersion Data of Koenigsdorff and Werther (1995)

70

60

50

40

30

20

10

0
C

core

886

C '. : ·' ~; ·



Figure 10.6
Comparison of Model with Dispersion Data of Koenigsdorff and Werther (1995)
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10.2 Estimated Mixing Times in CFB's

Once the lateral dispersion coefficient is known, the lateral mixing times in CFB's can be easily
determined. The time required to laterally mix particles over a region of radius r from a source is

(2)
p 2erp

For a 1 meter diameter PCFB operating at 14 bar and 1100 K with 165 micron dolomite, the
numerically determined dispersion coefficient is on the order of 10 cm2/s. The mixing time for
the spread of solids from centerline to the walls for typical combustor is on the order of 125
seconds. The high value of the mixing time emphasizes the importance of achieving good solids
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mixing in the bottom of the CFB through strategically locating the fuel and sorbent feed ports,

since solids mixing is likely to be much better here (Westphalen , 1993).

10.3 Comparison of Experimentally Determined Hydrodynamic Data in Cold Model CFB's
with the Numerical Model

A summary of the cold beds to which were simulated by the model is given in Table 10.2.

Table 10.2: Summary of Simulated Experimental Conditions

Researcher D (cm) TI (exit uo (m/s) dp Ps Gs H (m)

collection (microns) (kg/m3) (kg/m2-s)
efficiency)

Hartge et 40 0.25 4.0 58 1500 90 7.8
al. (1986)

Hartge et 40 0.25 2.9 85 1500 49 7.8
al. (1988)

Rhodes and 15.2 0.25 2.8 75 2456 30 5.8
Laussman

(1992)

Brereton 15.2 0.45 6.5 148 2650 42 9.3
and Grace

(1993)

Horio et al. 5 0.3 1.3 60 1000 11.75 2.79

(1988)

Gidaspow 7.62 0.5 5.0 520 2540 25 3.4
et al.

(1989)

Bader et al. 30.5 estimated 9.1 76 1714 147 5.5

(1988) . 0.25

Herb et al. 15 0.3 2.5 87 -1500 20 10.8

(1992)

Miller and 7.5 0.4 3.0 75 -1500 12 6.58

Gidaspow
(1992)
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103.1 Axial Solid Fraction Profiles

Figures 10.1 through 10.11 compare experimentally determined solid fraction profiles for those
researcher who reported this data with a numerical simulation of the cold model. The solid
fraction is based on the dimensionless pressure gradient:

dP
Solid Fraction = dz (3)

p,gP.8

where is determined from the core-annulus model.dz

Figure 10.7
Numerical Model vs. Experimental Data: Bader et al. (1988)
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Figure 10.8
Numerical Model vs. Experimental Data: Brereton and Grace (1993)

z (m)
Figure 10.9

Numerical Model vs. Experimental Data: Hartge et al. (1986)
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Figure 10.10
Numerical Model vs. Experimental Data: Herb et al. (1992)
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Figure 10.11

Numerical Model vs. Experimental Data: Horio et al. (1988)
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Agreement between the model and the data is good, especially near the top of the bed where one

would expect the model to be more applicable. In the lower regions of a CFB, the suspension

becomes dense enough such that the particle-eddy interaction mechanism and the gas turbulence

modification mechanism postulated in the modeling of the lateral solids dispersion coefficient

are not valid. Additionally, in these regions, the assumption that the bed can be broken down

into a dilute rising core and a dense falling annulus breaks down. The suspension looks like a

slugging or bubbling bed. Except for the data of Bader et al. (1988), the model does a good job

in predicting the trend of the solid fraction profile. The profile of Bader is extremely flat. The

model predicts a much greater drop off in solid fraction over the bed height. The probable

reason for the disagreement is the unique exit geometry of the cold bed. The exit of cold model

consisted of a 135-degree bend (rather than the typical 90 degree), thus the effective collection

efficiency of the exit is much higher than that predicted by the simple impact separation

efficiency used by the model. If a high collection efficiency is input into the model (say, on the

order of 70 percent returned to the riser), the agreement is much better (see Figure 10.12). It

should be pointed out that for the other beds which used standard types of exits, the model does

a good job in predicting the solid fraction near the top of the bed - indicating the impact

separator model is adequate as an initial assumption of how to model the exit geometry.

Prediction of exit geometry effects is the weakest part of the model. Further work needs to be

done to better model the effects of different types of exit structures.
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Figure 10.12
Numerical Model vs. Experimental Data: Bader et al. (1988)
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103.2 Radial Solid Fraction Profiles

Figures 10.13 through 10.21 present comparisons of the predicted radial solid fraction profiles
with the experimentally determined values. Predictions are based on the model presented in
Section 5.
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Numerical Model
Figure 10.13

vs. Experimental Data: Bader et al.

Numerical Model vs.
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Figure 10.14
Experimental Data: Brereton and Grace (1993)
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Figure 10.16
Numerical Model vs. Experimental Data: Hartge et al. (1986)
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Numerical Model vs. Experimental Data: Gidaspow et al. (1989)
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Numerical Model
Figure 10.17

vs. Experimental Data: Hartge et al. (1988)
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Figure 10.18
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Figure 10.19
Numerical Model vs. Experimental Data: Horio et al. (1988)
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Figure 10.20
Numerical Model vs. Experimental Data:Miller and Gidaspow (1992)
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Numerical Model vs.
Figure 10.21

Experimental Data: Rhodes and Laussmann (1992)
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In all cases, the model predicts the general shape of the radial profile, and in most cases does a
good job in predicting the magnitude of the radial concentration normalized by the cross-
sectional averaged value. Note that these are normalized values; offsets due to differences in the
predicted versus the experimental values in the cross-sectionally averaged solids fraction are not
directly shown.

It is interesting to see that in all cases the model predicts the buildup of solids at the wall of the
beds, and the rapid dropoff in solids concentration as one moves radially inward. The results
indicate that the proposed method for determining radial solids concentration profiles is a good
first approximation.

1033 Radial Velocity Profiles

No model was proposed which predicted the radial variation in solids velocity in the bed. To
compare the data with that of the investigators, the top-hat profile assumed by the core-annulus
model with the numerically determined values in the core and annulus regions will be compared
to the experimental data. Figures 10.22 through 10.28 present comparisons of the results.
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Figure 10.22
Numerical Model vs. Experimental Data: Bader et al. (1988)
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Figure 10.23
Numerical Model vs. Experimental Data: Gidaspow et al. (1989)

r(m)

899

0

0
0

C-,

C

4

23

"0

0

0

-1
-C



Figure 10.24
Model vs. Experimental Data: Hartge et al. (1988)
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Figure 10.25
vs. Experimental Data:Herb et al. (1992)
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Figure 10.26
Numerical Model vs. Experimental Data: Horio et al. (1988)
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Figure 10.27
Numerical Model vs. Experimental Data:Miller and Gidaspow
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Figure 10.28
Numerical Model vs. Experimental Data: Rhodes and Laussmann (1992)
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Except for the data of Herb et al. (1992), the model does a fairly good job at predicting the

magnitude of the solids velocity in the core and annulus. For all cases, the solids velocity at the

wall was between -0.5 m/s and -2.0 m/s. This is in good agreement with the experimentally

determined values in the above plots, and is also in agreement with the data compiled in Chapter

4. In Chapter 4, it was shown that almost all available experimental data for the solids velocity at

the wall of a CFB lies between 0 and -3.0 m/s.

The shape of the radial velocity profiles of the solids given above suggest that the solids move in

a profile similar to the gas profile in a tube. This further supports the hypothesis that individual

particles are the primary means of vertical transport of solids, rather than clusters. If the particles

can be described as non-interacting individual particles moving in tube flow, the equation for the

particle profile is simply

(4)

as discussed in Section 5.0. Figures 10.29 through 10.34 present comparisons with the

experimental data using equation (4).
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Figure 10.29
Equation (4) vs. Experimental Data: Bader et al. (1988)
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Figure 10.30
Equation (4) vs. Experimental Data: Gidaspow et al.
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Figure 10.31
Experimental Data: Hartge et al. (1988)
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Figure 10.32
Equation (4) vs. Experimental Data:Herb et al. (1992)

J

4-

U3

0

0-

-0.06 -0.04
• I I II ' ' ' I ' '

-0.02 0 0.02 0.04 0.06
r (m)

Equation (4) vs. Experimental Data: Horio et al. (1988)

U.U0

-u. • -u.u V .UI U.UZ 0.03
r(m)

Figure 10.33

905

00000000000 00000000000

0 0

O -e-- Experimental Data 0

0 Equation (4)
03 0

0 0

F
-1
-0.08

5

4-

3-

,' 2-
o

2 -0
>1

-o
0
(A 0

-1-

-4- Experimental Data

13 Equation (4)

O]
0

I I I I I I i I I I I I 1 I I I I I I I 1 I I - -

I II I a I I I 1 9-· · ~ -.~ · -. I m m I

III

-s

-0.03 A

I-,) ---

Az

13

I
%.n•.



Equation (4) vs. Experimental Data:Miller and Gidaspow (1992)
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Figure 10.34
Equation (4) vs. Experimental Data: Rhodes and Laussmann (1992)

-0.06 -0.04 -0.02 0 0.02 0.04 0.06 0.08
r (m)

906

' 3 -

02
0 -

a~"

-1

-2

-3

-0.08

C 00000000000

----- Experimental I

C Equation (4'
•- "J (4

I

- ~ ~,~~:~~~__~~~~~____ _ . .

35

I

-3 . I ; ; ; " 1 1 1 1 1 1 I 1 1 1 1 1



In general, equation (4) does not offer any significant advantages in terms of accuracy, over the
top hat profile. It does better capture the shape of the solids velocity profile, but is at best an
approximation of the magnitude.

10.4 Comparison of Experimentally Determined Hydrodynamic Data in CFB Combustors
with the Numerical Model

The true test of any numerical CFB model is how well it can predict the hydrodynamics of an
actual hot combustor. The average solid fraction profile data taken in the 2.5 MWth Studsvik
atmospheric CFB combustor and the Foster Wheeler pilot scale pressurized CFB combustor can
serve as a baseline for the model. Radial variations in solid fraction and velocity are not available
for these combustors, so that the only comparisons which can be made are between the cross-
sectionally average axial solid fraction profiles (dimensionless pressure gradients).

Figures 10.35 through 10.40 present comparisons between the Studsvik combustor and the
model. Table 3 provides a summary of the Studsvik combustor operating conditions.

Table 3: Studsvik 2.5 MWth Combustor Operating Conditions
Test Condition 1 Condition 2 Condition 3 Condition4 Condition 5 Condition 6
Bed Hot Hot Hot Hot Hot Hot

uo (m/s) 6/07 7.92 7.65 6.05 6.16 7.94
System 1 1 1 1 1 1
Pressure

(bar)
G, (kg/m2s) 10.2 16.6 30.7 13.8 9.0 37.6
% Primary 49 69 52 71 69 70

Air
ps/Pf 8413 8413 8413 8413 8413 8413

Uo/umf 106 138 133 105 107 138
FrL 0.51 0.87 0.82 0.51 0.53 0.88

Gs/psuo 6.22E-4 7.91E-4 1.51E-3 8.61E-4 5.51E-4 1.79E-3
Redo 10.3 13.6 13.2 10.4 10.6 13.7

907



Figure 10.35
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Figure 10.37
Test Condition Three
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Figure 10.39
Solid Fraction Test Condition Five

% Bed Height

Figure 10.40

% Bed Height

For most of the conditions, the model does a good job of predicting the solid fraction profile.

Similar to the scaling results, several of the model results fall outside error bars. It is interesting

to note that the worst matched cases (conditions 2, 5, and 6) are also the worst matched cases in
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the hydrodynamic scaling tests described in Chapter 2. This suggests that some of the error

may be in hot bed measurements rather than scale or numerical model results.

Surprisingly, agreement is fairly good at the bottom of the bed. This is probably a result of the

fact that bottom conditions are determined by setting them such that the exit boundary conditions

are met. Therefore, if the general shape of the solid fraction profile resembles that of the hot bed

combustor, it will match at the bottom of the bed even though many of the assumptions made in

the determination of the model (particle drag formulation, core-annulus structure, gas turbulence

modeling) are no longer valid. There is no reason to believe that the model accurately models the

physics of the dense region of the bed.

Figures 10.41 through 10.44 present comparisons between the Foster Wheeler pressurized

combustor and the model. Table 4 provides a summary of the Foster Wheeler combustor

operating conditions.

Table 4: Foster Wheeler Pressurized CFB Combustor Operating Conditions
Test Condition 1 Condition 2 Condition 3 Condition 4
Bed Hot Hot Hot Hot

Uo- primary
zone (m/s) 1.49 1.71 1.31 1.19

Uo -

secondary 2.74 2.96 2.83 2.77
zone (m/s)

System
Pressure 11.7 13.0 12.4 13.0

(bar)
Gs (kg/mzs)

115 124 111 25.8
% Primary

Air 54.0 58.0 46.2 42.0
Ps/pf 758 681 718 688

uo/umf 113 124 118 116
FrD 3.66 4.40 4.02 3.85

Gs/psuo 0.016 0.016 0.015 0.0035
Redp 35.3 43.2 39.2 40.0
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Solid Fraction
Figure 10.41

Profile Comparison: Test Condition 1

1 1 1 1i , I, I I I I I I I I , I I , , I i 1 I I, I , , , I I, , , i, , , , i g,

0 10 20 30 40 50 60 70 80 90 100
Bed Height, %

Figure 10.42
Solid Fraction Profile Comparison: Test Condition 2
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Solid Fraction
Figure 10.43

Profile Comparison: Test Condition 3
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Again, the model does a good job in predicting the average solid fraction profiles of the
combustor. Note the model profile does not have the characteristic "hitch" the combustor

exhibits at about 20 percent bed height. This is because the secondary air ports are not modeled.
Were all air to be introduced at the bottom of the Foster Wheeler combustor, one would expect a
smoother profile, closer to that of the model.

The good agreement between the Studsvik and Foster Wheeler combustor solid fraction profiles
with the model provides strong evidence that the model proposed can be used as a method to
approximate the hydrodynamics in CFB combustors. Comparisons of the radial predictions
with cold bed data further supports the proposition that the model characterizes the physics in
the dilute regions fairly well. The most glaring deficiency in the model is the specification of the
exit solid fraction. The model deviation from the axial solid fraction profile data of Bader et al.
(see Section 10.3.1) suggests that reasonably good approximations of the exit conditions are
necessary to assure model agreement. It must be remembered, however, that this deficiency
effects the lateral solids dispersion results indirectly (a change in the predicted solid fraction
changes the gas turbulence modulation and particle collisional fluctuations). Therefore, while it
may significantly change the shape of the average solid fraction profile, the lateral dispersion
coefficient may remain fairly constant (for instance, the lateral dispersion coefficient changed by
less than 20 percent between the two runs made for Bader et al. - one with an exit collection
efficiency of 0.8, and one with a collection efficiency of 0.6).

10.5 Effects of Operating Conditions

Sensitivity studies were conducted to determine the effects of several of the input parameters on
the resultant axial solid fraction profile. All runs were made starting from a baseline pressurized
CFB operating at 14 bar and 1100 K with 200 micron particles, an 20 cm bed diameter, and a
superficial velocity of 4.0 m/s. These conditions are similar to those of the Foster Wheeler pilot
CFB.

10.5.1 Bed Diameter

Figure 10.45 shows the effect of a change in bed diameter. As one goes to larger bed diameters,
the predicted solid fraction tends to flatten out. Higher bed diameters mean larger eddy lengths
which would result in larger dispersion coefficients and a solid fraction profile with a steeper
solid fraction profile. However, if collisions control the time a particle remains in an eddy, then
the effect of the larger eddy size is, to a larger extent, negated. The mean eddy speed in the
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larger bed is lower than that in the smaller bed due to the larger bed Reynolds number. This
effect becomes important now that the time a particle remains in an eddy is of the same order in
the two beds (time between successive collisions is about the same). The higher eddy speed in
the smaller bed results in a steeper solid fraction profile, which is depicted in the plots. This
trend is confirmed in the experimental results of Bai et al. (1992) and Arena et al. (1992).

1

0.1

0.01

Figure 10.45
Solid Fraction Profile Comparison: Bed Diameter Effects

Bed Height, %

10.5.2 Particle Diameter

The effects of particle diameter are given in Figure 10.46. As one goes to larger particle

diameter, the solids fraction profile tends to get steeper, indicating a larger lateral solids

dispersion coefficient (for a given solids fraction at the bottom of the bed, larger dispersion

coefficients result in a faster dropoff of core solids concentration since solids are moving more

quickly to the wall - see equation (91) in Section 2). This again is counterintuitive to a model

based strictly on a gas turbulence induced particle dispersion model. In such a model, the lateral
solids dispersion coefficient for the smaller particles would be larger due to the longer particle-
eddy interaction time (equal to the ratio of the eddy length and the particle terminal velocity).
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However, if one considers the effects of particle collisions and gas turbulence modulation, it

becomes evident that this is not that case.

For relatively dense beds (greater than about 1 percent in the upper regions) particle collisions

will have a significant effect on the eddy-particle contact time. Although the time of interaction

between the particle and eddy is nearly the same due as that due to collisions between particles,

this in itself does not explain the larger dispersion coefficients for the larger particles. Even if

the interaction times were the same, a model based on gas turbulence induced dispersion would

still predict a higher dispersion coefficient for the smaller particles since they are able to respond

to the gas turbulence much more readily because of the smaller inertia. However, because in

many regions of the bed collisions are the primary mechanism for the particle lateral r.m.s.

velocity, the larger sized particle lateral dispersion is greater because they are affected least by

gas turbulence modulation due to the presence of particle. Additionally, the gas, which in the

denser regions tends to damp the particle velocity fluctuations due to collisions, affects the

smaller particles to a greater extent than the larger particles. The trend predicted by the model

has been confirmed experimentally in the work of Adanez et al. (1994) and Bai et al. (1992).

The trends predicted in 10.46 show the proposed numerical model offers significant advantages

over simple gas turbulence induced dispersion models. The trends predicted by those types of

models are incorrect.
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Figure 10.46
Diameter Effects

Bed Height, %

10.5.3 Bed Pressure

Effects of bed pressure are given in Figure 10.47. At lower pressures, the effect tended to be

relatively small, but increased significantly once about 10 bar was reached. Bed pressure effects

the gas properties; at higher bed pressure the eddy speed decreases (higher bed Reynolds

number), but the particle-eddy interaction time increases (lower particle terminal velocity).

Additionally, the particle responds more readily to the gas turbulence due to the larger gas

inertia. The smaller eddy-particle relative velocity lowers the gas turbulence modulation. This

suggests that the lateral dispersion would be greater at small pressures, although the reasoning is

not straightforward. Little experimental results exist on pressurized units, and no results exist

which compare the effects of pressure on the solid fraction profile. Looking at the results from

the scaling of the Studsvik combustor described in Chapter 4 can provide some insight.

Throughout the scaling experiments, the cold models were operated at a slightly lower solid to

gas density ratio, which is equivalent to increasing the gas pressure. In almost every case, the

cold model results resulted in curves which were flatter than the hot bed curves, indicating a

smaller dispersion coefficient. Additionally, one can compare the results of the Foster Wheeler
cases 1 and 2 where the pressure changed from 11.7 to 13.0 bar (see Figure 10.48). The axial
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solid fraction profile for the higher pressure case is slightly less steep than for the lower

pressure case. This is consistent with the trend predicted by the model.

Finally, Tsukada et al. (1993) have studied the effect of pressure on the hydrodynamics of

fluidized beds. Their results indicate that as the pressure is raised, the solid fraction profile

becomes flatter, and less dense at the bottom of the riser. These results are consistent with the

model predictions.

Figure 10.47
Solid Fraction Profile Comparison: Pressure Effects
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10.5.4 Particle Collisions

Figure 10.49 shows the effects of the model for a run with and without particle collisions. The

effects are significant. In general, a model which does not include collisions predicts an

exponential falloff of solid fraction with height. The trend with collisions is more steep. This is

due to the increase in effective lateral particle fluctuating velocity. The path to the trend is
somewhat complex: including particle collisions tends to decrease particle-eddy interaction
times in the denser regions, but may increase or decrease the effective lateral particle fluctuating
velocity depending on the magnitude of the particle fluctuating velocity caused by particle
collisions. For the rather dense conditions of the Foster Wheeler pilot PCFBC, the particle

collisions increase the lateral dispersion coefficient causing a steeper dropoff in the axial solid

fraction profile.

Figure 10.49 indicates that particle collisions cannot be disregarded. As discussed in Section 3,
for solids fractions above 1 percent in the bed, particle collisions have a significant effects.
Above solids fractions of about 10 percent, they dominate the bed hydrodynamics.
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Figure 10.49
Solid Fraction Profile Comparison: Collisional Effects
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10.5.5 Coefficient of Restitution

Figure 10.50 shows the effects of the particle coefficient of restitution on the average solid
fraction profile. The effects are insignificant for the range of coefficients of restitution typical of
the materials in CFB's (dolomite and limestone). This result is consistent with the experimental
results of Glicksman et al. (1991), Litka and Glicksman (1985) and Change and Louge (1992),
who found the coefficient of restitution had little effect on the overall hydrodynamics of
bubbling and circulating fluidized beds. The small influence of the coefficient of restitution was
also indicated in the scaling results in Chapter 2. In these tests, a combustor using dolomite
sorbent was successfully scaled utilizing polyethylene plastic - materials with significantly
different coefficients of restitution.
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Table 10.50
Solid Fraction Profile Comparison: Coefficient of Restitution Effects

1
I

0.1

O

0.01

Bed Height, %

10.5.6 Gas Turbulence Modulation

Figure 10.51 shows the effects of the numerical model run with and without the gas turbulence
modulation effects as outlined in Section 3. The effects of gas turbulence modulation are
significant. As expected, when the gas turbulence modulation effects are included, the particle
dispersion coefficient is smaller (eddy velocity is smaller resulting in smaller lateral particle
velocities). For the same exit solid fraction, the bed bottom solid fraction is then smaller when
turbulence modulation effects are included. The model used to predict the effects of particles on
gas turbulence is somewhat crude. The fact that the model is somewhat sensitive to this effect
indicates that futher work needs to be conducted to quantify this phenomenon more accurately.
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Figure 10.51
Solid Fraction Profile Comparison: Gas Turbulence Modulation Effects
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11.0 RADIAL FLUX MODEL

11.1 Introduction

When calculating the deposition velocity, it is usual to assume that the particle concentration
at the wall is zero (Chandrasekar, 1943, Hutchinson et al. 1971). This assumption was

shown to be valid for conditions typical of CFB's earlier in this Chapter. Dirichlet
boundary conditions of this type, however, are not convenient for walls of arbitrary
"stickiness." Therefore, to calculate a deposition velocity, a formulation common to neutron
theory is used. Through any given surface dS situated at ro within a space continuum in
which diffusion is taking place, the neutron currents j+ and j- in the positive and negative
directions in relation to the outward pointing normal ii through dS are given by (Lamarsh,

1979):

+ D(r.) D (r) (1)
4 2 axd

4(ro) D 8 +(r.)
j -4 2 axi

where +(ro) is the neutron flux at roand D, is the isotropic neutron diffusion coefficient.

For particle transport in turbulent streams, motion is caused by a continuous driving force,
originating in the interaction of particles with turbulent eddies, which can only be specified
stochastically. Under these conditions, Reeks and Skyrme (1976) have shown that a
corresponding relationship exists for particle fluxes through an arbitrary surface dS in the
direction of the outward pointing normal at dS, Pi, which also defines one of the co-ordinate

axes i, j, k. The result is:

= wrv P ,vv dv dvdv -D (3)

P.=( rpi VPiV, kDP , Pw(r) 2 (xi

= w(r v P(v - ,v , dv dv dv + 2 Xi x ar0)(4)
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where vpi,vpj,vPk refer to the particle velocities in the i, j, and k directions, w(r.) the

concentration of particles at ro, D., the particle diffusion coefficient relevant to the i-

direction and P(v) the probability density that a particle has a velocity in the range v to v +
dv.

The integrals developed by Reeks and Skyrme can be evaluated by applying the Central
Limit Theorem which requires turbulence phenomena at a single point to be jointly normal
in vpi [Monin and Yaglom, (1971)]. Thus for the probability density function P(v):

P(v) = (2a)-I2 exp - ' v) ((5)

where v and v' are the row and column vectors of vpi, K- 1 is the matrix inverse of 4. M
begin the square matrix composed of the second moments of vpi.

11 t 142 P 13
M= 142 122 L23 (6)

R31 R432 1433

where.~tij = ((vi - pi)(Vpj-Vpj = (A.iAvpj), Vp, and Vp, being means of vpi and vpj

respectively.

Using the normal probability density function and assuming the mean lateral velocity of the
particle (neutrons) is zero,

Ji-= ~ (ro 2 xi  (7)

C = wr + w(r) (8)
VJi .WiJ (+ 2 Oxi

where the relation between the second moments of vpi and the particle rms velocity,
oi = (vk. , was used. oi is determined by the Lagrangian particle dispersion simulations

discussed in Section 2.
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Assume that as the particles enter the cluster layer at the wall, they are absorbed into the
dense down flowing annulus and are no longer laterally transported by turbulent eddies. In
this case, j- is zero, and j+ can be written as

j = VIaiw(r.) (9)

In reality, there is some diffusion back into the turbulent core from the cluster layer at the

wall. However, for the simple approach taken, the assumption of zero negative diffusional
flux is adequate.

It is interesting to note that this result is identical to that of Lee et al. (1989) and Westphalen

(1993) except that it differs by a factor of 2. This is a direct result of the assumption of a
perfectly absorbing cluster layer at the wall. If the cluster layer was assumed to be perfectly
reflecting, the result of Lee and Westphalen is obtained. A discussion as to the applicability
of the perfectly absorbing cluster layer vs. the perfectly reflecting cluster layer given earlier
in this Chapter showed that the former is the appropriate boundary approximation in CFB
flows.

The result given above is also in agreement with that of Reeks and Skyrme who considered
the deposition of small particles to a tube wall. Their model assumed that the deposition
was controlled by:

(a) Diffusion of particulate in the bulk flow to a region near the wall where the flow is
heavily damped,

(b) penetration of this wall region, either by Brownian motion, inertial coasting, or the
action of 'down sweeps' [Cleaver and Yates (1975)].

They also took into account the lack of coincidence between particle and fluid motions so
that both (a) and (b) were regarded as being dependent on particle inertia. Their resulting
equation for lateral particle flux was

j= V oiw(ro)erfc (g - 9) (10)
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where Ar is the boundary layer thickness and a = 36p For flows typical of
(2p. + p,)d

CFB's, the term inside the brackets is of the order 10-2 and (10) reduces to (9).
11.2 Verification of Radial Flux Model

To check the validity of the radial flux model, its predictions are compared to data available
in the CFB literature.

11.2.1 Bolton and Davidson Deposition Coefficients

Bolton and Davidson (1988) reported measurements of the downward solid flux in the wall
layer of a 0.15 meter 5.5 meter high CFB. The variation in wall flux with height was
explained with a deposition model where the deposition of solid on the wall was assumed
proportional to the bed concentration. The assumption results in an exponential decrease of
downward wall flux with bed height. The deposition constant was defined as

jr(R, z) = kd a (z) - = (11)

Here av,,g(z = oc) is the limiting concentration at finite heights. This concentration is small

compared to concentrations in other regions of the bed. From the previous derivation of the
radial solids flux,

kd (v)= (12)

Through a mass balance, Bolton and Davidson devised a decay coefficient for the decrease

in wall flux with height :

4kd
K = Dvd (13)

Deposition constants were reported for six bed conditions. A summary of this data is given
in Table 11.1. The results of Westphalen (1993) are also included along with the results of
the proposed radial flux model. Westphalen used the model of Friedlander (1957) as
modified by Csanady (1963) for the effect of gas-eddy crossing trajectories to determine
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the relation between the gas and particle lateral fluctuating velocity. The resultant equation
was:

(v'iP) =
4-V =iT Pii = I

a+ji + 1
+ Vi

le.i

.)_ 1/2
1+ t)2

(V
(14)

The model assumed that the flow was very dilute such that particle collisions were
insignificant. All gas turbulence properties were determined from single phase gas pipe
flow. Additionally, the fluid-particle drag relation was assumed to be linear, and the
particles were assumed to be perfectly spherical.

Table 11.1: Prediction of CFB Deposition Coefficients

dp Pp ut (m/s) uo (m/s) measured predicted kd predicted kd predicted kd
(microns) (kg/m3) kd (m/s) (m/s) (m/s) (m/s)

Bolton and Westphalen Proposed
Davidson Model

60 1000 0.10 1.27 0.043 6.7E-3 0.019 0.089

60 1000 0.10 1.79 0.031 9.6E-3 0.026 0.100

200 384 0.325 1.79 0.047 9.6E-3 0.018 0.056

200 384 0.325 2.19 0.044 0.017 0.022 0.081

200 384 0.325 2.51 0.042 0.013 0.026 0.091

200 384 0.325 2.81 0.088 0.015 0.029 0.100

The model proposed by Bolton and Davidson is

0.1
kd=Sh

(1+ -)
(14)

where Sh is the Sherwood number which was assumed equal to 4. This model results in

poor predictions of the deposition constant if gas fluctuating velocities based on single

phase pipe flow are used (kd ranges from 0.007 to 0.015 m/s). Table 11.1 indicates that the

proposed deposition model predicts the 200 micron data better than the model of
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Westphalen and is about as accurate for the 60 micron particles. It does a better job than

the Bolton and Davidson model of predicting the deposition constants for both particles.

As pointed out by Westphalen (1993), use of the classic deposition correlation given by

McCoy and Hanratty (1977), results in good predictions for the 200 micron particles (kd -

0.051), but gives a poor prediction of the 60 micron results (kd.- 0.0005 m/s).

11.2.2 Decay Coefficients of Kunii and Levenspiel

Decay coefficients for the vertical particle concentration were estimated by Kunii and

Levenspiel (1990) for a large body of CFB literature data. Some of this data is compared

herein with estimates of deposition constants as suggested by the radial flux model. A

summary of the operating parameters appears in Table 11.2. References to the data are

included below. Calculation of these coefficients is based on the decay with bed height of

cross-sectional average solid fraction rather than wall layer flux. The coefficients are

equivalent.

928



Table 11.2: Summary of Operating Parameters for Decay Constants Determined by
Kunii and Levenspiel (1990)

Investigators D (cm) L (m) Ps (kg/m 3) dp (gm) u0 (m/s)

Hartge et al. 40 8.4 2500 58 1.2-4.2

(1986a, 1986b, 1988)

Hartge et al. 5 3.3 2500 58 3.4

(1986a, 1986b, 1988)

Weinstein et al. 15.2 8.5 1460 49 2.9-3.4

(1983, 1984a,b, 1986)

Takeuchi et al. (1986) 10 5.5 1080 61 1.3-3.0

Schnitzlein (1987) 15.2 8.5 1500 59 0.7-5.0

Li and Kwauk 9 8.0 7500 105 4.1-5.7

(1980, 1986, 1988)

Yang et al. 11.5 8.0 1500 220 5.3

(1983, 1985)

Arena et al. 4.1 6.4 2500 88 3.0-7.0

(1986, 1988)

Furchi et al. (1988) 7.2 6.0 2500 196 7.2

Furchi et al. (1988) 7.2 6.0 2500 269 8.3
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Deposition constants are calculated from the decay coefficients using equation (13); the

average axial solid velocity is assumed equal to the superficial velocity minus the particle

terminal velocity. The measurements are plotted versus the predictions as calculated by the

model of Westphalen in Figure 11.1. The Bolton and Davidson data from above are also

shown. The predicted deposition coefficients are consistently low. The measured values

are up to an order of magnitude higher than the predicted values. In Figure 11.2 the same

comparison is made with the proposed radial flux model. The predictions are significantly

better. This suggests that a model which assumes particle velocity fluctuations are only due

to gas turbulence which can be modeled from single phase gas flow turbulence is not

adequate to describe CFB particle dynamics.
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Figure 11.1
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Figure 11.2
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Westphalen felt that the inability of his model to adequately predict the deposition constants

was a direct result of the rough gas turbulence model used (gas turbulence was assumed to
be equal to unmodified single phase pipe flow turbulence). It was suggested that gas

fluctuation velocity of 2.5 times the pipe flow prediction is a reasonable assumption to

correct for the presence of particles and the fact that the turbulence may not be

homogeneous. Unfortunately, the presence of particles would tend to decrease, not increase,
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the fluid turbulence levels for the particle sizes examined in his study. Additionally, even
after the larger value for gas turbulence was used the predictions for the data sets involving
large particles or a large bed diameter diverged significantly from the measurements,

suggesting that application of the model to large combustors, where particle diameters are
roughly 200 gLm, is not be valid. It is worth pointing out that the equation for radial flux

derived above differs by a factor of 2 from the equation of Westphalen. This suggests that

the correction factor of 2.5 he used in obtaining a better fit to the data may have more to do
with how he specified the boundary conditions than with turbulence enhancement. Had the
perfectly absorbing boundary condtions been used, his results would have increased by a
factor of 2 - close the the suggested ad hoc increase of 2.5.

The good agreement between the proposed model and the measured deposition coefficients
suggest that clusters do not play a significant role in the lateral deposition of particles to the
walls of a CFB. This is contrary to the suggestion of Westphalen who felt that the lateral
movement of clusters may help explain the discrepancy between his predictions and the
experimental results.

11.3 CFB Radial Solid Flux Measurements

Radial solid flux measurements have been made by Qi and Farag (1992), Roth (1990) and
recently by Zhou et al. (1995). The equipment and flow conditions used in these studies is
summarized in Table 11.3.

Table 11.3: Comparison of Experimental and Measured Radial Fluxes

Researcher D (cm) H (m) dp Ps Gs uo (m/s) Range of Predicted
(microns) (kg/m3) (kg/m2-s) Measure Fluxes

d Fluxes (kg/m2-s)

(kg/m2-s)

Qi and Farag 14 3.4 200 2500 21.3 3.9 2 - 33 1.35
(1992)

Roth (1990) 20 7 40 2500 10.3 3.1 0.6- 1.4 1.45

Zhou et al. 15 9.1 213 2640 40 and 5.5 and 0.05 - 1 0.87 -

(1995) (square 60 7.0 1.73
__________________ ) _______ ________________ ________________ _______
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The normalized measurements of Qi and Farag are from two to eight times those of Roth
and Zhou et al. Capacitance probe measurements made by Qi and Farag for the same bed
conditions show that solid concentration and radial solid flux measurements are nearly
proportional.

Qi and Farag interpreted the flux measurements as an average radial solid flux and
calculated an average radial solid velocity of 0.26 m/s. A more reasonable interpretation is
that the measurement represents the positive-direction component of the fluctuating solid
flux. If interpreted as average flux, the measurements indicate that internal solid circulation
is extremely high. Westphalen estimated the degree of internal circulation by application of
a mass balance on a control volume in the core of radius r:

ajP 2 (15)
az r JP,

He assumed that the core diameter is three quarters of the riser diameter, that there is no
downward flux at the top of the riser, and that the core-to-wall radial flux throughout the
riser is about equal to the net axial flux, as indicated by the measurements. At the bottom of
the riser, the calculated core axial flux is about 130 times the net axial flux. The same
estimate of this flux ratio for the Roth data is 30. Centerline axial flux measurements
reported in the literature (Rhodes et al., 1988; Herb et al., 1992; Monceaux et al., 1986)
range from 1.5 to 3.5 times the net axial solid flux. Comparison of these numbers suggests
that most of the radial solid flux measurement represents the positive component of the
fluctuating flux.

Prediction of the fluctuating radial flux is based on equation (9) and is presented in the
Table 11.3. The average cross sectional solid concentrations are used as an order of
magnitude for w(ro).

The prediction of radial flux is on the order of the range of the measured fluxes for the Roth
and Zhou et al. data. For the Qi and Farag data, the measured fluxes are much higher. This
may be because gas phase turbulence in the experiment was much higher than for the pipe
flow estimates, or because air leakage from the receiver or connecting tubing could have
caused much higher efflux of particles into their sampling system, accounting for the
substantial measured fluxes. Westphalen also compared his model to the data of Roth and
Qi and Farag with similar results (good agreement with the Roth data, substantially lower
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predictions than the Qi and Farag data). However, the equation formulated by Westphalen
to represent average radial flux at the wall is not equal to the positive component of the
fluctuating flux as stated. At the wall, a radiation boundary conditions was used as opposed
to the boundary of perfect absorption into the cluster layer. Therefore, the positive radial
flux is not equal to the average radial flux, as assumed.
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CHAPTER 6

THE INFLUENCE OF BED DIAMETER
ON HYDRODYNAMICS AND HEAT

TRANSFER IN CIRCULATING
FLUIDIZED BEDS



1.0 INTRODUCTION

On issue facing designers of CFB combustors is the applicability of heat transfer data from

laboratory-size scaled beds or pilot plants to full-sized commercial beds. In some early

work on circulating beds, there was the implicit assumption that bed-to-wall heat transfer

could be correlated with respect to flow parameters in the small bed, e.g. the local cross-

sectional averaged solids concentration. Recent results from larger CFB's have shown an

important dependence of heat transfer on bed diameter as well as average solid

concentration [Glicksman, L.R., Heat Transfer in Circulating Fluidized Beds, in Circulating

Fluidized Beds, A. Avidan, J. Grace, and T. Knowlton, eds., to be published, 1995. This is

expected since a larger-diameter bed has a lower ratio of perimeter to cross-sectional area

and will accumulate more particles on the circumference for the same flow of solids per unit

area in the core. Therefore, the influence of bed diameter on heat transfer is a basic

phenomenon which must be understood if laboratory units are to be relevant to largescale
combustors.
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2.0 HEAT TRANSFER MODEL

The flow of the gas-particle suspension in the riser of fast fluidized beds is characterized by
dilute rapidly rising core and a dense annular region near the walls where the solid particles
congregate and fall as dense structures similar to waves of strands or streamers. The CFB
heat transfer model considers clusters coming to the wall from the core at the bed
temperature and remaining there for a short period of time. If radiation is neglected, heat
transfer to the bed wall can be stated as an average of the heat transfer from clusters and
dilute phases (Subbarao and Basu, 1986):

h= fhc+(l-f)hd (1)

where he and hd are the time-averaged heat transfer coefficients for the dense (cluster) phase
and the dilute phase, respectively, and f is the fraction of the wall covered by clusters (dense
phase). As the clusters move down the wall, they cool until they are shed and replaced by
fresh material at the bed temperature. Mickley and Fairbanks (1955) suggested that a
cluster of particles at the wall could be modeled as a homogeneous semi-infinite medium
with an effective conductivity, density and specific heat. For transient heat transfer between
"packets" of particles which remain at the wall for time t and then are displaced from the
heat transfer surface:

(2)
k ccpalPcl (2)

q = AT n

This expression for heat flux can be used to define a heat transfer coefficient for transient
conduction within the dense phase (or emulsion phase):

kccp.(l - d)(3)h = (3)

To account for the nonuniformity of particle packing near the heat transfer surface and the
contact resistance between the particles and the wall, Baskakov (1964) introduced an
additional "contact" thermal resistance between the wall and the packet:
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1h6d ,
h, kf (4)

where d ranges from 1/6 to 1/12 for bubbling beds. The exact expression for transient
conduction from a semi-infinite body to a constant temperature surface with a series
resistance is complicated. However, experimental measurements (Gloski, Glicksman and
Decker, 1984) have shown that a close approximation to the actual heat transfer coefficient
from a cluster, even at short times, is given by assuming that these two mechanisms, the
contact resistance and the transient conduction to a homogeneous cluster of particles, act
independently and in series with each other:

(5)

where the thermal conductivity of the cluster of particles can be calculated from the
expression developed by Gelperin and Einstein (1971):

kcl = kf 1+k
k +f 0.63(.-

+ 0.28E kk, cl

Substituting Equation (5) into Equation (1) gives

h=f k9
kg

-1

at

+ c cp,ps(1 -IP)
+ (1 - f) hd
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(7)

hc -1 = dPh,= he k f



3.0 EXPERIMENTAL ARRANGEMENT

Two CFB's designed to run at room temperature were constructed and operated identically,
with the exception that the diameters differed by 50 percent (5.1 cm vs. 7.6 cm). The risers

were made of clear PVC, allowing for direct visual measurement of the flow at the wall. The

beds used solids and were operated at test points which simulated a 13" (33 cm) ID x 42'

(12.8 m) high pressurized CFB. These parameters were determined using the simplified

scaling parameters discussed in Chapter 2.

In what follows, three topics will be discussed in the following order:

1. Bed geometry
2. Particle characteristics

3. Measurement equipment and associated uncertainty

3.1 Dimensions and Construction of the Cold CFB's

The first bed utilized was a 1/6.5 scale model of the Foster Wheeler Phase III pressurized

circulating bed operated by Foster Wheeler Development Corp. The bed consists of five

main sections:

1. Main bed test section
2. J-valve section

3. Lower secondary air port section

4. Upper secondary air port section
5. Exhaust section

The 1/6.5 scale model riser is round and consists of a 2" (5 cm) ID x 8" (20 cm) high

primary zone and a 2" (5 cm) ID x 5.35' (1.6 m) high secondary zone both made of clear

PVC plastic. Four nozzles, to 8" (20 cm) and two 1.7' (53 cm) above the distributor.permit

the injection of varying amounts of secondary air into the riser. Each set of ports is

equipped with its own valving to allow for varying combinations of secondary air flows.

Primary air is introduced radially into the riser through a 1/2" (1.3 cm) pipe. Both the

primary and secondary air flows are measured using rotameters with a 1 scfm to 10 scfm

span. The larger diameter bed was identical, except that the riser diameter was 3" (7.6 cm).
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The J-valve connects to the riser thorugh a 1.5" (3.8 cm) clear PVC pipe which enters at a
450 angle 3" (7 cm) above the distributor pipe. A 1.5" (7 cm) ball valve controlled the flow
solids through the J-valve, allowing for good control of the solids recycle rate.

The primary separator consists of a Plexiglas cyclone. The cyclone, constructed primarily
of 1/4-inch (0.635 cm) Plexiglas, has a total length of 3 feet (0.91 m) with the top 18 inches

(45.7 cm) having an inside diameter of 9-7/16" (24.0 cm). The bottom 18 inches (45.7 cm)
tapers down to a flanged 2.0" (5.1 cm) solids exit. Air exits to a secondary cyclone through
a 4.0" (10.2 cm) outlet in the top of the cyclone. Below the primary cyclone, a flexible hose
was connected to help relieve stresses. To determine the solids circulation rate, the rate of
descent of solids below the cyclone was timed and converted to an overall solids recycle
rate. Final filtration was achieved by means of a fabric bag attached to the air exhaust line.
The short vertical section below the cyclone connects to the the 450 1.5" (3.8 cm) pipe
which contains the ball valve and J-valve, and eventually penetrates the base of the riser.

Six pressure taps used to measure axial pressure drop are located on one of the side walls
of the bed. These taps are angled down in order to prevent solids from accumulating in the
lines. Pressure tap locations are located at similar fractional bed heights as that of the hot
bed. Hot bed pressure transducer locations which were included on the cold model are
given in Table 3.1 (see Figure 3.1).
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Table 3.1
Cold Bed Pressure Transducers (see Figure 3.1)

Transducer Location

1 PDI-8022

2 PDI-8017

3 PDI-8280

4 PDI-8008

5 PDI-8010

6 PI-8007

3.2 Bed Solid Materials

In order that the beds simulate the hydrodynamics of the Foster Wheeler PCFB,

polyethylene particles were utilized in this study. The same particles were used in both the

2" and 3" diameter beds. The mean particle diameter was determined using laboratory

sieves. Minimum fluidization velocity for the plastic particles was determined in a small 4-

inch (10.2 cm) bubbling bed operating at room temperature and atmospheric pressure. A
summary of polyethylene particle properties is given in Table 3.2. The particle size

distribution is given in Figure 3.2.
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Table 3.2 Polyethylene Plastic Properties

Density

Mean Diameter

Loose Pack Voidage

Sphericity

umf

Glass Properties

0.91 g/cc

120 microns

49%

0.85
0.97 cm/s

Dimensionless Particle Size Distributions

Particle Size (microns)

3.2.1 Preparation of Plastic Particles

In addition to the separation and recombination process in order to achieve satisfactory size
distributions, the plastic particles were treated with anti-static compounds in an attempt to
reduce the level of static electricity generated in the bed. The first compound was Larostat

519, a fine powder which was mixed in with the plastic powder. Since the mass fraction of
Larostat in the mixtures was very small, it was not anticipated that this would have any
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significant effect on the hydrodynamics of the beds other than through the reduction of
static electricity.

While the Larostat worked quite well in the reduction of static, as more was added during
operation, it began to severely inhibit the flow characteristics of the glass and plastic
mixtures in the L-Valves and other constricted areas, limiting the amount of Larostat
allowable in the beds. In order to further reduce bed static levels, the plastic particles in the
Foster Wheeler cold scale model along with the entire cold scale model was coated with
electrically conductive floor wax. 1 Re-sieving the particles indicated that the wax coating
did not significantly affect the mean diameter or size distribution of the plastic powder. The
conductive floor wax was found to be superior in eliminating static electricity effects in the
Foster Wheeler scale model.

3.2.2 Elimination of Static Electricity Effects

In addition to the use of Larostat and wax as described above, several other precautions were
taken to reduce problems caused by static electricity. The first measure taken was to wrap
copper gauze around areas of the beds which accumulated large amounts of static electricity
(this included the cyclones, pneumatic return lines, and sections of the downcomers).
Copper ribbon was then used to ground the gauze as well as the supporting structure and
other metallic components .

3.3 Variable Measurement

Bed measurement techniques are described in the following sections.

3.3.1 Air Flow

Air entered the beds through the primary distributor pipe and at the secondary air ports.
The two air flows were measured separately with rotameters fitted with exit pressure gauges.
The rotameters measured in the range from 2 to 10 cfm, and the pressure gauges were 15
psig full scale. Calibration of the rotameters and gauge combinations was done with a
square-edged orifice plate fitted with flange taps. The tests covered flow ranges at expected
pressure ranges with the data being fit to the equation:

1Statguard electrically conducting floor wax - available from Charleswater Products.
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Qa = (AR+B 1+P

Table 3.3 gives the results of the rotameter calibrations.

Table 3.3: Rotameter Calibrations

Rotameter A B B
Primary Air 1.0347 0.0239 0.0422

(2 - 10 scfm)
Secondary Air 1.0141 0.0003 0.0449
(2 - 10 scfm)

3.3.2 Solid Circulation

Measurement of solid circulation in the beds was done by timing the descent of the solids in
the vertical pipe section below the cyclone.

3.3.3 Pressure Measurement

The pressure measurement technique for the bed utilized in this study is described below.
Measurement and recording of the pressure transducer voltage output was done with a Dell
386 PC comptuer alogn with a Metrabyte 16 channel data acquisition board and EasyLX, a
high speed data acquisition program. The pressure transducer calibration curves were
entered into the data acquistion program allowing for direct conversion of voltages to
pressures.

There were six pressure taps in the main bed section of the beds which were used to
measure axial pressure differences. The pressure taps and lines were 1/8" (0.32 cm) in
diameter. All pressure lines were less than 0.5 m in length. Pressure measurements were
obtained using a set of pressure transducers.

The pressure transducers were located near their associated pressure taps. The transducers
measured differential pressures between adjacent pressure taps. The transducers were
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series 600 transducers supplied and calibrated by Auto Tran, Inc. They had output on the
order of 1-4 volts, and utilized a 12 volt DC power supply. A summary of the transducers
and their locations is given in Figure 3.1 and Table 3.4. The Figure depicts the Foster
Wheeler Phase III PCFBC. The distances between taps are therefore 1/6.5 times the
distances shown on the plot.

The pressure taps were angled down 400 into the bed. Since the particle motion is
downward at the wall, this proved successful in preventing particles from entering the lines.

Table 3.4: Transducer Summary

Transducer Corresponding Pressure Range AH Between Taps
Transducer on FW (inches H20) (cm)

PCFB

1 PDI-8022 0-10" 14

2 PDI-8017 0 - 5" 28

3 PDI-8280 0- 5" 37.5

4 PDI-8008 0- 5" 42

5 PDI-8010 0 - 2" 33

6 PI-8007 0- 10" ---

3.4 Uncertainty Analysis

3.4.1 Air Flow

The air flows were measured with 2-10 cfm rotameters fitted with exit pressure gauges.
Calibration of the rotameters involved about 70 data points for each rotameter. The standard
deviation from the linear calibration curves was about 0.05 cfm for each rotameter. The low
end of the measurement range used in the experiments was about 3 scfm. The standard
deviation represents about 2 percent of this lowest measurement.

The minimum fluidization test bed air flows for the glass were measured with 20-scfh and
100-scfh nominal rotameters. Fifteen test points were used in calibrating the 20-scfh
rotameter. The standard deviation from the linear calibration curve for this rotameter was
0.093 scfh, or about 0.5 percent of full scale. Thirty-nine points were used in calibrating the
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100-scfh rotameter. Standard deviation from the calculated linear calibration curve was

0.59, or about 0.6 percent of full scale.

3.4.2 Solid Circulation Rate

Confidence in the accuracy of the solid circulation rate measurements was based on the

repeatability of solid loose-packed density measurements and the repeatability of solid

fraction profile results when measurements indicate that flow conditions are the same. In

addition, previous study has indicated that the various methods used provide similar

agreement (Westphalen, 1990). The study performed by Westphalen also addresses the

expected errors as a result of different rates of solid entrainment at the top of the bed,

uncertainty about the solid bulk density as solid accumulates during measurement, and the
variation in accumulation rates for successive measurements. It was determined that the

visual tracking provided an adequate degree of accuracy for the solid circulation rate. See

Chapter 2 for a complete discussion of the errors expected from the visual solid circulation

measurement technique.

3.4.3 Pressure Measurements

All bed pressures were measured using pressure transducers whose output voltages were

recoreded by a computer-based data acquisition system. Calibration of the transducers was

accomplished by comparison with an oil filled inclined manometer. Linear calibration

curves were used for reduction of data to convert the transducer output voltages to

differential pressures. Table 3.5 presents typical values for the standard deviation of

pressure transducers in the beds.

Table 3.5 Standard Deviation of Transducers Used in Study

Bed

1/6.5 Scale FWDC Bed (3" and

2") diameters

Ratio of Standard Deviation to Average Voltage Output

Worst Case Typical

< 1% < 1%

The data acquisition board is rated for 12 bit resolution; this represents 0.024 percent of full

scale. Typical full scale range used for the pressure transducers was -1 to +5 volts,
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allowing 144 my resolution. The worst case voltage resolution represented about 7 percent

of the smallest measured mean pressure difference when running at very lean conditions.

In order to determine the possibility that pressure signals may be attenuated in the pressure

tap lines between the pressure tap opening and pressure transducer, a rough analysis was

conducted which indicated that the break (maximum transmission) frequency based on for

the cold bed setups would be about 3500 Hz. The maximum frequency of the data

acquisition board A/D conversion may be as low as 500 Hz when all six pressure taps are

being sampled which suggests that this is not a limiting condition. In addition, it has been

shown that the fluctuations of interest in the bed would have frequencies less than 100 Hz

(Westphalen, 1990).

Pressures time traces were taken for 10 seconds at a frequency of 100 Hz. For each trace,

the average and standard deviation was calculated. These standard deviations, along with the

standard deviation in solids flux measurement, were used in constructing error bars for the

cold bed solid fraction profiles. Error bars represent one standard deviation (i.e., 67 percent

of the data fell into the interval based on a normal distribution).

3.5 Hydrodynamic Data Reduction

The following Section discusses the manner in which the data was reduced to develop

average solid fraction profiles.

Solid fraction profiles discussed in the following Sections are based on pressure drop

measurements. In converting pressure drop to solid fraction, it has been assumed that

pressure differentials are due entirely to solid hold up

AP
SF=

psgAL

This relation neglects acceleration effects and wall shear stresses, which may comprise a

portion of the total pressure drop. Therefore, measured solid fractions are more correctly

defined as dimensionless pressure differences, which are equal to the true solid fraction in

the limit of negligible acceleration and wall shear.

Solid fractions are plotted versus the average of the heights of the associated pressure taps.
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4.0 EXPERIMENTS AND RESULTS

4.1 Visual Experiments

Observations were made approximately 55% of the way up the bed (approximately 1.2 m
above the air distributor), in a wall region 33 mm by 33 mm in the smaller (2" diameter) and
50 mm by 50 mm in the larger (3" diameter) bed. The flow of particles at the wall was
recorded with a digital high-speed video system operating at an exposure rate of 250 Hz.
Lighting was provided by a synchronized strobe lamp, and a thin (0.25 mm), black-colored
plate was inserted concentrically roughly 5-10 mm from the wall in order to provide the
contrast needed to identify particles in the wall region. The regions defined by the plate
were roughly 11 cm 2 in the smaller bed and 25 cm 2 in the larger bed. Post-processing of
the digital video images with an image-analysis software package allowed for measurements
of cluster size and determination of the fraction of the wall covered by clusters. Some level
of judgment was required to enable the software package to define clusters. Differential
pressure measurements were also made in order to determine the average cross-sectional
concentration of particles, an important indicator for both heat transfer and hydrodynamic
behavior.

4.2 Results

Six wall coverage experiments were run; two in the larger bed and four in the smaller bed.
Two experiments were first run in the larger bed to observe the behavior at the wall with
both dense and lean average cross-sectional solid concentrations. Four experiments were
then run in the smaller bed to duplicate the dense and lean conditions by matching either the
solids flux rate or by matching the average cross-sectional solid concentration at the viewing
location. Both matching methods were chosen in order to better understand how the wall
coverage relates to the average cross-sectional solids fraction and the riser solids circulation
rate. Table 4.1 summarized the various conditions for each run. Because of the difference
in bed diameter, matching the operating conditions did not guarantee that two beds would
operate in a hydrodynamically similar manner (see Chapter 2).
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Table 4.1: CFB Conditions

Run Bed Size Solid Flux (kg/m 2-s) Solid Concentration
at 55% Bed Height

1 large (3") 30 1.8%

2 large (3") 18 1.3%

3 small (2") not matched 1.2% (matched)

4 small (2") not matched 1.8% (matched)

5 small (2") 30 (matched) 1.6% (not matched)

6 small (2") 18 (matched) 1.1% (not matched)

Because of the difference in bed diameter, matching the operating conditions did not

guarantee that the hydrodynamic conditions at a given cross-sectional location would be the

same. In fact, the smaller-diameter bed runs at a higher value of Froude number based on

superficial velocity and bed diameter and will tend toward lower cross-sectional solid

concentrations for a given solids flux rate. This behavior is depicted in Figures 4.1 and 4.2

which present the solid fraction profiles for the dense and lean cases, respectively. This

behavior has also been reported in previous research (Arena, et al., 1992).
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Figure 4.1: Solid Fraction Profile Comparison, Runs 1,4, and 5
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Figure 4.2: Solid Fraction Profile Comparison, Runs 2,3, and 6
Qnlri Prart;nn Prnfib 1 _-n - IP n
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In Figure 4.1, the large bed (run 1) has a higher average cross-sectional solid concentration

than the small bed for the same solids flux rate (run 5). The same can be said for the lean

cases, shown in Figure 4.2, when comparing run 2 to run 6. There is little difference

between the solid-fraction profiles in the small bed when running at either the same

operating hydrodynamic conditions.

The results from these runs show that the bed with the larger diameter has a higher fraction

of the wall covered by clusters. Also, as expected, the cases with the higher average cross-

sectional solid concentrations show greater wall coverage. Figures 4.3 through 4.8 present

the time-dependent values and time-averaged values of the fractional wall coverage for each

of the six runs. The time-averaged results are also summarized in Table 4.2.
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Table 42: Visual Experiment Results

Run Bed Size Matched Variable Average Cross-
Sectional Solid

Fraction (%)

Dense Cases

1 Large (3") --- 69
4 Small (2") Solid Fraction 39
5 Small (2") Solids Recycle Rate 24

Lean Cases

2 Large (3") --- 9.1

3 Small (2") Solid Fraction 8.4
6 Small (2") Solids Recycle Rate 6.6

Figures 4.9 through 4.14 compare the distribution of instantaneous measurements in each
case with a representative Poisson distribution. The open circles represent measurements
and the solid circles represent theoretical distributions. This implies the arrival of clusters at
a given area of the wall is a Poisson process wherein the wall coverage can be described and
characterized by a steady arrival of clusters in which each arrival event and the number of
clusters arriving in each event is independent of the other events. In this analysis, the steady
arrival rate, represented by lambda, should be the same as the fractional wall coverage. As
shown in Table 4.3, the value of lambda that best fits the data for each case is close in value

to the measured fractional wall coverage.
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Figure 4.3: Fractional Wall Coverage vs. Time -Run 1
Fractional Wall Coverage vs. Time - Run 1
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Figure 4.4: Fractional Wall Coverage vs. Time -Run 2
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Figure 4.5: Fractional Wall Coverage vs. Time - Run 3
Fractional Wall Coverage vs. Time - Run 3
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Figure 4.6: Fractional Wall Coverage vs. Time - Run 4
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Figure 4.7: Fractional Wall Coverage vs. Time - Run 5
Fractional Wall Coverage vs. Time - Run 5
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Figure 4.8: Fractional Wall Coverage vs. Time - Run 6
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Figure 4.9: Fractional Wall Coverage Probability Density Function-Run 1
Fractional Wall Coverage PDF - Run 1
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Figure 4.10: Fractional Wall Coverage Probability Density Function-Run 2
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Figure 4.11: Fractional Wall Coverage Probability Density Function-Run 3
Fractional Wall Coverage PDF - Run 3
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Figure 4.12: Fractional Wall Coverage Probability Density Function-Run 4
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Figure 4.13: Fractional Wall Coverage Probability Density Function-Run 5
Fractional Wall Coverage PDF - Run 5

Fractional Wall Coverage (-)

Figure 4.14: Fractional Wall Coverage Probability Density Function-Run 6
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Fractional Wall Coverage (-)

975

A 0% C

'U
,0
0
1-

A 0
'.

0.

'0.

0.

0.

0.

-··r .· .-.,·~.r·,~..· r-·r~·i· I1 !



Table 43: Visual Experiment Results

Run Bed Size Matched Variable Best Fit X Average Cross-
Sectional Solid

Fraction (%)

Dense Cases

1 Large (3") --- 79 69

4 Small (2") Solid Fraction 36 39

5 Small (2") Solids Recycle Rate 18.5 24

Lean Cases

2 Large (3") --- 9 9.1

3 Small (2") Solid Fraction 9 8.4

6 Small (2") Solids Recycle Rate 8 6.6

The major uncertainty in the interpretation of the visual data is in defining a cluster within

the image analysis software. With white particles on a black background, a density

threshold can be set for a particular grey-scale value in regions on the image (with 256 grey-

scale levels, values range from 0 for black to 255 for white). Above this density threshold,

particles are assumed close enough together to be defined as a cluster, below the density

threshold, the space is either empty or the particle concentration is dilute enough to not

contribute significantly to the particle-convective heat transfer. Setting the proper density

threshold requires sampling some of the images to see what threshold best defines the

transition between the dense phase and the dilute phase. A density threshold of 30 was

used to identify clusters; this values was used for all cases since all were run with the same

materials under the same lighting conditions. Although this method adds uncertainty to the

data, analysis of each of the cases indicates that the trends observed in the data do not

change with the selected density threshold. Figure 4.15 and 4.16 show that even as the

density threshold varies, the various cases compare similarly. In other words, regardless of

the uncertainty in this part of the analysis, the average fractional wall coverage is always

higher in the larger bed for a given set of operating conditions.
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Figure 4.15: Sensitivity to Cluster Definition - Dense Cases
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Figure 4.16: Sensitivity to Cluster Definition - Lean Cases
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5.0 CONCLUSIONS

There is clearly a relationship between bed diameter, average solids concentration, and

fractional wall coverage by clusters of particles. Between two beds which only differed in
diameter, there was a consistent trend of wall coverage increasing with bed diameter. The

trend was more pronounced at higher levels of particle concentration. Using the heat
transfer model described in Chapter 4, the convective heat transfer coefficient (neglecting
radiation) increased from 30 to 60 percent for a 50 percent increase in bed diameter at the
same local cross-sectionally averaged solids concentration.

It is interesting to note that in the cases for which the particle concentration was leaner
(Runs 2, 3, and 6), the trend of increasing f with D is not as pronounced; in fact, based on
the subsequent statistical analysis, there appears to be a dependence only on average cross-
sectional solid concentration. Runs 2 and 3 are the ones for which the hydrodynamic
conditions were matched and they have roughly the same fractional wall coverage, while
Run 6, which has slightly lower average cross-sectional solid concentration (but the same
solids flux rate as Run 2), has a slightly lower value for f or X. The apparently different

trend in f vs. D for the leaner cases may be indicative of a different mechanism governing
the wall coverage under lean conditions, however, more research would be required before
such a statement could be made confidently.
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