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ABSTRACT

Aquifer heterogeneity and temporally variable hydrologic forcing combine to produce
field-scale spreading of dissolved groundwater contamination. Stochastic analysis of the
groundwater flow and transport processes yields effective parameters (e.g.
macrodispersivity) that are useful for the modeling and analysis of contaminant plumes.
The development here follows similar studies by Gelhar and Axness [1983] and Rehfeldt
and Gelhar [1990}, but differs by retaining an extra term in the Darcy perturbation
equation. This term is important when both geologic and hydrologic variability are
significant.

The resulting expression for macrodispersivity is a sum of three terms. The first term
was derived by Gelhar and Axness [1983] and depends on the spatial structure of aquifer
hydraulic conductivity. The second term was added by Rehfeldt and Gelhar [1990] to
show the effect of small temporal perturbations in the hydraulic gradient. The third term
is new with this thesis, and depends on both geological variability and variable
hydrologic forcing.

Numerical flow modeling demonstrates a procedure for relating hydraulic gradient
variability to measurements of boundary conditions (namely, hydraulic head). Two
examples are studied at a hypothetical site: one representing an aquifer-connected lake,
and one showing the effects of variable inflow from an upgradient recharge zone.

Seasonal periodicity in the hydrologic forcing, manifested in high-frequency energy of
the hydraulic gradient spectrum, is shown to have a significant effect on the transverse
and off-diagonal components of the macrodispersivity tensor. For a nominal case, with
typical physical parameters, the transverse horizontal macrodispersivity prediction made
here is significantly higher than in the previous studies, and is roughly one order of
magnitude less than the longitudinal dispersivity. This ratio of transverse to longitudinal
dispersivity is in agreement with field values obtained from concentration measurements.
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1. INTRODUCTION AND BACKGROUND

Groundwater is an important natural resource. The subsurface environment
stores and transports much of the earth’s water taking infiltration to plants, lakes, and
oceans. Humans dig wells to tap this resource for irrigation and personal consumption.
Contamination from surficial and buried sources can leach into the groundwater and move
along with it, often threatening water supply wells or other environmental receptors. The
movement of contaminants underground is difficult to predict, partly because of the high
variability in aquifer material.

Since the early 1980s researchers have used stochastic analysis to help understand
the effects of aquifer heterogeneity on groundwater flow and dissolved contaminant
transport. The methods have a probabilistic base and lead to statistical answers, often an
expected, or mean, behavior, and a measure of the degree of uncertainty. For the
transport problem, it is important to understand the rate and direction of bulk movement
and the degree of spreading of the contaminant plume. At the scale of most contaminant
plumes, the groundwater flow field is highly variable from point to point and from time to
time. This flow variability leads to a spreading of contamination known as
“macrodispersion”. Specifically, different parts of the contamination mass move at
different velocities and end up farther apart.

The velocity variability that leads to macrodispersion results not only from
heterogeneity, but also from variable inflow and outflow patterns determined by regional
hydrologic conditions. For instance, as a lake rises in response to increased streamflow,
groundwater flowing in a connected aquifer changes direction to flow away from the
lake. Such hydrologic forcing conditions exhibit variability and randomness and can also
be treated in a stochastic framework.

Engineers develop models and collect data to predict what will happen or what has
happened to contaminant plumes. Frequently, they model transport by assuming that the
dispersion process is Fickian—that is, mass moves from high concentration areas to low
concentration areas. In analyzing data to determine the rate of dispersion, engineers often
use the method of moments [Aris, 1956] and assume a constant flow velocity for the
center of the contaminant plume. Thus, the advection and dispersion parameters are
usually empirically-derived from data and simple groundwater models. The goal of much



of stochastic analysis (including this thesis) is to estimate the magnitude of these practical
parameters from the underlying geologic and hydrologic conditions.

SPREADING DUE TO HETEROGENEITY IN A STEADY FLOW FIELD

Gelhar and Axness [1983] used stochastic techniques to study plume spreading in
a heterogeneous aquifer. They applied well-established physical laws of flow and
transport at the small (local) scale and averaged with known (or assumed) ensemble
statistics for hydraulic conductivity. Ergodicity was assumed, making the ensemble
averages appropriate measures of large (field) scale behavior. In the analysis, the large
scale average hydraulic gradient and mean flow vectors were assumed to be constant.

Gelhar and Axness based their study on three basic relationships: the advection-
dispersion equation (conservation of solute mass), the continuity equation (conservation
of total mass) and Darcy’s Law (empirical momentum conservation). Applying these
relationships at the local scale and averaging leads to mean flow and transport equations.
The mean equations have the same form as the corresponding local equations, with
additional “closure” terms that depend on correlations between random variables (e.g.
velocity and concentration). Using perturbation analysis, the closure terms are simplified
and effective parameters (e.g. macrodispersivity, effective conductivity) are derived.

By assuming a locally linear mean concentration profile, Gelhar and Axness
arrived at a Fickian type of macrodispersion that is (at large time) proportional to the mean
concentration gradient. Dividing the proportionality constant by the mean velocity yields
the macrodispersivity tensor, A, that is the focus of this work.

Applying their analysis in a three-dimensional isotropic conductivity field, Gelhar
and Axness (equation 37) determined that longitudinal macrodispersivity is proportional
to the correlation length scale of hydraulic conductivity while the two transverse
dispersivities are proportional to the local dispersivities. The difference between the
predictions for longitudinal and transverse macrodispersivity is usually several orders of
magnitude. Since the conductivity correlation length is problem scale-dependent [Gelhar,
1986, Figure 8], the longitudinal dispersivity is predicted to be proportional to the scale
of the study. On the other hand, the transverse dispersivities predicted by the Gelhar and
Axness are independent of problem scale.



Observed horizontal transverse dispersivities are usually only one or two orders
of magnitude smaller than longitudinal dispersivities and are somewhat scale-dependent
[Gelhar et. al, 1992). Gelhar and Axness achieved higher transverse dispersivities by
treating an anisotropic conductivity field oriented at an angle to the hydraulic gradient.

ENHANCED SPREADING IN A VARYING FLOW FIELD

Several researchers [e.g. Naff et. al, 1989, Rehfeldt and Gelhar, 1992,
Kinzelbach and Ackerer, 1986, and Goode and Konikow, 1990] have suggested that
unsteady flow could lead to enhanced plume spreading. This thesis extends the study of
variable flow effects on macrodispersivity following procedures similar to Gelhar and
Axness [1983] and Rehfeldt and Gelhar [1992].

Macrodispersivity Resulting From a Time-Random Hydraulic Gradient

Rehfeldt and Gelhar followed up on the Gelhar and Axness study by including a
temporally variable hydraulic gradient. They represented the gradient of the hydraulic
head by three terms (their equation 16): an ensemble mean hydraulic gradient which is
constant in time and space, a spatially uniform, temporally variable term, and a residual
term that is variable in time and space. A similar, more explicit representation is made in
Section 2 of this thesis.

Rehfeldt and Gelhar considered the temporal forcing in the hydraulic gradient to
be a small perturbation in time about the mean gradient, J, and came up with an extra term
in the macrodispersivity expression. This added term represents the dispersivity due
strictly to gradient fluctuations and is independent of aquifer heterogeneity. The Rehfeldt
and Gelhar macrodispersivity term would apply even for a homogeneous medium.

Interestingly, the Rehfeldt and Gelhar result shows no effect for periodic gradient
forcing. Thus the result shows no contribution to contaminant spreading from seasonal
hydrologic changes. Rehfeldt and Gelhar studied only a Markov type of gradient process
where the auto-correlation decreases monotonically with time lag.

Apparent Dispersivity Due to Deterministic, Periodic Gradient Shifts

Goode and Konikow simulated the effect of a flow vector that changed direction,
discretely, in time. They convolved two solutions for a pulse-source plume to show the



effect of alternating the flow direction from an angle 6 to -0 with the primary axis. This

periodic direction change leads to a plume that is wider than one travelling along a straight
path (see Figure 1.1).

Goode and Konikow showed that the plume resulting from this type of flow cycle
could also be described by a plume travelling along the primary axis at a slower velocity
and with different dispersivities. The velocities and dispersivities needed to fit the actual
plume with the constant-direction plume were termed “apparent” parameters. Goode and
Konikow’s Figures 2 and 3 show how apparent dispersivities relate to the amount of
flow variability, 6, and the actual ratio of transverse to longitudinal dispersivity. The
plots show that the apparent transverse dispersivity can be markedly higher than the actual
transverse dispersivity, while the longitudinal dispersivity changes less. The Goode and
Konikow analysis does not, however, address the possible interplay between geologic
variability and periodic hydraulic forcing.

THESIS SCOPE

The analysis presented here uses stochastic techniques to show how hydraulic
gradient variability and aquifer heterogeneity have a synergistic effect on
macrodispersion. The two terms produced in the Gelhar and Axness and Rehfeldt and
Gelhar studies do not fully characterize macrodispersivity in an unsteady flow field,
especially when there is a significant periodic (seasonal) component to the hydrologic
variability. This thesis expands the Rehfeldt and Gelhar work by keeping an extra term in
the Darcy equation; this term represents the interplay between geologic and hydrologic
variability and can be large if the gradient is highly variable.

Also, this thesis shows how regional hydrologic variability causes variability in
the aquifer hydraulic gradient. A hypothetical site is studied to show how the hydraulic
gradient responds to varying flow boundaries. A numerical flow model relates the
statistics of the gradient to hydraulic head statistics at the regional boundary.

The next section begins with the local flow and transport equations and concludes
with a general expression for macrodispersivity. Section 3 shows the effects of regional
hydrologic changes on the hydraulic gradient, and Section 4 ties the other sections
together, giving macrodispersivity values under different geologic and hydrologic
conditions.

10



Figure 1.1

STEADY

mean flow direction

QUASI STEADY

APPARENT PARAMETERS

“Apparent” dispersion in a quasi-steady flow field, as explained by Goode
and Konikow [1990]. The constant parameters A;, and A,, model the

apparent effect of dispersivities and velocities acting at an angle to the

mean flow direction. The result of the quasi-steady flow field is a wider
plume (given that A is larger than A,).
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2. FORMULATION AND ANALYSIS

This section establishes the framework for the stochastic analysis, lists the major
assumptions, develops solutions to the stochastic differential equations, and concludes
with a general expression for macrodispersivity.

We begin by stating the equations that govern groundwater flow and transport.
Noting that there are two sources of variability, geologic heterogeneity and hydrologic
forcing fluctuations, we take averages over one or both of the random variables to derive
mean and perturbation equations. We solve for the perturbed quantities using stationary
theory and Fourier variable representations. The macrodispersivity is then expressed in
terms of the log-conductivity and hydraulic gradient spectra.

BASIC CONCEPTS AND GOVERNING EQUATIONS

At the local scale, the movement of an ideal, conservative solute is governed by
the advection-dispersion equation:

nac(x,t) _9d E. dc(x,1)

ot ox;| Y ox ;

—c(x,)g;(x,1) 2.1

where c is the solute concentration (M/L3), n is the porosity, E;; is the local dispersion
tensor (L2/T), and ¢; is the specific discharge vector or Darcy velocity (L/T).

The specific discharge is determined from Darcy's Law:

oh(x,t)
ox;

]

gi(x,1) = —K(x) (2.2)

where K is the hydraulic conductivity (L/T) and 4 is the hydraulic head (L). Equation
(2.2) applies for a locally isotropic medium.
Conservation of fluid mass is expressed by the continuity equation:

s, oh(x,t) + dg;(x,1) _ 0 (2.32)
at Bx,-

12



where S is the specific storage of the medium (L-1). To simplify this analysis the aquifer
storage is taken to be negligible (S; = 0). The continuity equation is then

aqi(x’t) -
__ax,- =0 (2.3b)

This corresponds to the quasi-steady condition imposed by Rehfeldt and Gelhar and
Goode and Konikow.

To understand the expected behavior of the solute concentration at the scale of a
contaminant plume, the local-scale equations (2.1), (2.2), and (2.3b) are analyzed in a
stochastic framework with appropriate boundary conditions.

TRANSPORT DESCRIPTION

The local solute concentration and velocity variables are each expressed as an
ensemble (grand) mean and a perturbation:
c(x,2) = c(x,1) +c’(x,1) 2.4
g;(x,1) = g;(x,1) +g{(x,2) (2.5)

Expanding the transport equation (2.1) and the continuity equation (2.3b) in terms of
these means and perturbations gives

n£+na—c=—a— E-~£9-+E;j—a-c;—za-c'q_i—2q{—c'q{ (2.6)

3t 3[ ax,' v axJ 3x1
and
9gi(x,t) . 9gi(x,?)
=0 2.7
x| ox @7

Taking the expected value of (2.7) and subtracting it from the total equation confirms that

9g;(x,1) 9g;(x,t)
29i%.8) _ o, 2950 _ 2.8
3x,~ 0 ax,- ( )

Using these equations and assuming constant local dispersion, the mean transport
equation is

13



dc  —dc dc d (=
— 4 q; —E. = '’
"o ox; Yoxdx;  ox; (c q,)

(2.9)

where the term ¢’q] is the macrodispersive flux of interest in this study. This term
represents the large scale correlation of concentration and velocity perturbations. To
obtain an equation for the concentration perturbation appearing in this term, equation
(2.9) is subtracted from (2.6) to yield

ac’  —adc’ ac’ , dc _

n_._+ ._—E.-——:— .——_G- '- 2_10
ot U ax,- 4 ax,-ax j U ox j U ( )

The concentration gradient, G; = —36/ dx; , is assumed to be approximately constant at

the local scale, where equation (2.10) is applied (this simplification is also made in Gelhar
and Axness and Rehfeldt and Gelhar). In other words, the mean concentration profile is
approximated by a straight line at the scale of concentration perturbations. If this holds,

then the macrodispersive flux, ¢’q}, is later shown to be proportional to the mean
concentration gradient and the closure term in (2.9) has the same form as the local
(Fickian) dispersion term on the left-hand-side of (2.9). Although this approximation can
be quite severe, especially at the edges of a contamination plume, it is practical given that
modelers and analysts almost universally use an equation of the form

n_.’.q'g__—qA-——:O (2.11)

to describe field scale contaminant spreading (g is the Darcy velocity magnitude). Using
a constant local concentration gradient facilitates the derivation of an expression for Aj;.

The concentration perturbation equation (2.10) can be solved once expressions for
g:(x,t) and g}(x,t) are obtained, for that purpose, we turn to a stochastic description of

groundwater flow.

FLOW DESCRIPTION

Head Equations

The flow problem can be completely described by combining the continuity
equation (2.3b) with the Darcy equation (2.2) and imposing boundary conditions. For a

14



case where the head is specified everywhere along the boundary (dD), the flow equations
are:

[K( y2hix.1) ’)] eD (2.12a)

l

h(x,f)=H(x,t) €aD (2.12b)

Here, the spatial domain D corresponds to the regional scale, with the temporally variable
boundary head given by H. Note that this analysis could be extended without great
difficulty to include specified flux conditions; confining the present discussion to
prescribed head boundaries illustrates the major points more simply. It is assumed that
the region of interest (i.e. the location of the contaminant plume) is located far from the
boundaries.

Expanding equation (2.12a) and simplifying yields

F(x) (1) Phxt) o _p .
o om omox | © (2.132)

h(x,t)=H(x,t) €dD (2.13b)

with the log-conductivity, f, defined by

f(x) =In(K(x)/Kp) (2.14)

(K, is a constant usually taken to be unity). Equations (2.13) show that A is a function
of two independent variables: the log-conductivity and the boundary head.

The log-conductivity is assumed to be a spatially stationary stochastic random
variable (i.e. its statistical moments are translation invariant) and can be written in terms
of its constant mean and local perturbation:

f(x)=F+f(x) (2.15)

To isolate the effect of the time-varying boundary conditions, we would like to
take the expected value of (2.13) with respect to the random variable f only. Defining the
f-expectation of the aquifer head as shown in Table 2.1 leads to the following
decomposition:

15



Table 2.1  Expectations and Perturbations

Notation Definition/Terminology

Pr ensemble probability density function of the
random log-conductivity, f

Db ensemble probability density function of the
random boundary head, H

Ef[h(x,1)] jh(x,t| f,H) ps(F)df  fexpectation of head

h(x,t) or Ep[h(x,1)]

Jh(x,tlf,ﬁ)pf(f)pb(ﬁ)dfdﬁ ; grand mean

K (x,1) h(x,t) — h(x,1); total perturbation
hy(x,1) h(x,t)- Ef [A(x,1)]; f-perturbation
hy(x,1) E f[h(x,t)] —h(x,1)
~E; [é@a(_xﬁ] J;(1); hydraulic gradient
Xi

_oh(x.1) J; ; mean hydraulic gradient

ax,-
- ____ahba (x.7) J;i(1); temporal gradient fluctuation

Xi
Useful Identities

Ef(x)=f E/[H(x.)]= H(x.1)

E/[£()]=0

E [h(x,1)]=0

h=h+(h- E/[h])+(E[n]-})

=h+h;+h
oHxt) _ ~J; = J5i(1)+
ox;

1

oM} (x,1)

W (x,t) = hf(x,1) + hy(x,1)

Ji(r)=J; + J4:(8)

i

16



h(x,t) = E¢[h(x,t)]+ 7 (x,t) (2.16)

Thus, the expected value of (2.13) with respect to f only is

d’E [#] _ 3’ Ih
! i

o -E [ o 3x,] eD (2.17a)
E/n]=H(x,t) edD (2.17b)

(note that f is spatially uniform). Since the imposed head boundaries are independent of
the conductivity field, the f~expectation of 4 is exactly H on the boundary. It is assumed
(and later verified) that the second-order perturbation term on the right hand side of
(2.17a) is zero, leading to a Laplacian expression for the f-expectation of head:

2
IEV o ep; Em=n <op (2.18)
ox; 0x;

In general, the solution for this boundary-value problem can be written in terms of the
Green’s Function of the Laplacian, G, and the boundary conditions.

Ef[h(x,t)]=J a(;’g) H(E.1)dE 2.19)
aD

(n; is the unit vector normal to dD). In this form, it is shown that the f-expectation of
head at every location depends on the head imposed at every point along the boundary.

Subtracting (2.17) from (2.13) and ignoring products of perturbed terms gives the
following first-order perturbation (in f) equations of flow:

a2hl &"
—L _j==0 €D 2.20
ox;dx; ' ox; € (2.202)
K;=0 edD (2.20b)

with the f~expected head gradient (hereafter referred to simply as the “hydraulic
gradient”), J;, defined by

Ji(x,0) = —Ef[ah;:")] 2.21)

17



Differentiation of equation (2.19) shows that J; depends on the boundary condition H,

which is variable (and random) in time.

Equation (2.20a) can be evaluated using stationary theory if the hydraulic gradient
is spatially uniform over the plume region (a function of time only: J;(¢)). We assume

that the boundary condition is far enough from the region of interest to give such a effect.
The hydraulic gradient, J;(¢), is therefore considered to be a statistically homogeneous

stochastic random variable in time (independent of fand the exact location of the
boundaries). Referring to Table 1.2, the hydraulic gradient is written as:

Ji(8)=T; + Jy(t) (2.22)

where J; and Jj,;(t) are defined as:

T, = - 2hx1) (2.23)
ax,-
J;,i(z)=—i’i§(7’fﬁ @.24)

and we have used the identity E f[h}(x,t)] =0

Far from the boundaries, equations (2.20) are not sensitive to the boundary
conditions (2.20b) [Ababou, 1988; Naff and Vecchia, 1986}, and the f-perturbation of
head is described by:

azh}(x,t) T @t'(x

. ()
ax,- ax,- ! ax,-

)—Jéi(t)—ér

=0 (2.25)

This differs from Rehfeldt and Gelhar (equation 24) because only the expected

value with respect to f has been taken (they use the total mean). In cases where the
variability of J;(t) is large, equation (2.25) proves to be a more useful expression.

Velocity Equations

To obtain expressions for the mean and local velocity, we return to the Darcy
equation (2.2). Using (2.14) and assuming f’ << 1, the hydraulic conductivity is

approximated by a second-order Taylor series:

18



K(x)=Kge' =K [1+ f'(x) (f ( ) J (2.26)

where K, = Koe! is the geometric mean of K. Using (2.26) and (2.21), the Darcy

velocity is represented in terms of f-expectations and perturbations by:

ohy(x, t))

o, (2.27)

)2
, X T ’
)= Kg[l + )+ L J(J - T4
The mean equation with respect to fis thus (to second order):

Ef[q,(x t)] K { (1+%)+Jb,(t)(l+%fzi]_ ['( )ahf( ’)]} (2.28)

Taking the expectation of this equation with respect to the random boundary conditions,
the grand mean is:

2
a<x,t>=E,b[q.-(x,r)]=Kg{T.-[1+%i) ARG )]} 2.9

(note that Ep[J;;(£)] =0).

Subtracting (2.29) from (2.27) gives the second-order velocity perturbation

equation:
’2
q;= [ [ o32,]+J,;,-(1+f’+iz—)
(2.30)
ohy oh; oh
—f _ Ly il
ox; i ox; Eﬂ’[f ox; H

In the Taylor expansion of f”, it was assumed that log-conductivity variations were
small. This approximation has proven useful even in cases where the hydraulic

conductivity varies over an order of magnitude. Keeping this fact in mind, terms in
(2.30) that are second order in f’ are ignored (also, the last two terms in (2.30) are

assumed to approximately cancel each other). But in certain field situations it is expected

19



that the time perturbation of the hydraulic gradient (J;;) will not be small compared to its

mean. Therefore, the simplified mean-removed Darcy equation is

ah}(x,t))

o, (2.31)

qi(x.1) = K, (T:f (%) + Jpi(8) + Jpi(0) £ (x) -

Equation (2.31) is the same as in Rehfeldt and Gelhar (equation 19) but with the
Jp:f’ term retained. The term J; f’ is kept because 1) its contribution is expected to be
significant in cases where the field gradient varies significantly, 2) it quantifies the
synergistic effect of random conductivity and random hydraulic forcing, and 3) its
evaluation requires only a slight modification of first-order solution techniques.

VARIABLE REPRESENTATION

The two sources of uncertainty, f’(x) and J;;(¢) are now expressed in a manner

that facilitates the solution of the perturbation equations. The first independent stochastic
random variable, the time invariant log-conductivity fluctuation f’(x), is written in terms

of a Fourier series of random increments in the wave number domain [Papoulis, 1984, p.
306]:

£r(x) = [Wp(k)e™ ™ dic = [Wr(k)e ¥ dk (2.32)

where k is the wave number vector (L-1), i =+/~1, and W fi is the random Fourier

amplitude of f’, with its complex conjugate denoted by W;. The properties of W are:

We(k) = (27)" | f(x)e %" dx (2.33a)
E[W (k)| = 2m)" [E[f'(x)}e ™ dx =0 (2.33b)
E[W,(k)W;(K')] = 54(k)5(k - K) (2.33¢c)

where N is the spatial dimensionality of the problem (1, 2, or 3) and S is the log-
conductivity spectrum. Because f” is independent of time, it can also be represented by

£/(x)= [[W, (k) 8(02)’*** ) dk do> (2.34)
with angular frequency @ (radians/T).
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The other independent stochastic random variable, the spatially invariant hydraulic
gradient fluctuation Jj;(t), is represented by

J(1) = [Wy,(@) €% do = [ W), (0)5k)e' **+ ™) dk doo (2.35)

The form of the perturbation equations yields dependent variables that are space-time
stationary random variables. They are represented with random amplitudes that can
depend on wave number and frequency:

hp(x,8) = [[W, (k,0) € dkdo (2.36)
gi(x.1)=[[W,, (k @) ¥+ dk doy 2.37)
¢(x,1) = [[W(k 0) & ** ) gk do (2.38)

(note that for & we are interested in the perturbation with only its f-expectation removed).
Using these variable representations in equations (2.10), (2.25), and (2.31) gives
expressions for the dependent variable perturbations in terms of the independent variable

perturbations. Spectral representation is then invoked to give expressions for mean
parameters such as g; and the quantity of interest, ¢q;.

MACRODISPERSIVE FLUX

Recalling the transport perturbation equation, (2.10), and using the variable
representations in (2.37) and (2.38) leads to

H pilkx+an) {,,,-a, W, (k,0) +ikiq; W, (k,0) + kk,E;W, (k, @) (2.39)
~G; W,, (k,0)|dkdo =0

which is non-trivial only if the sum in braces is zero. Thus the random amplitudes of
concentration are related to those of the velocity by

Gj ij (k, w)

W (k,0)=———==
no+ lkiqi + klkJE‘l]

(2.40)
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The mean macrodispersive flux term ¢’q/ is evaluated using spectral

representation:

g = B[ W, (k@) )ak do[| W, (', ")e < x+ 0)gi dof|  412)

G: "
c'qi = = W, (k,o)W, (K',0')dkdodk’de’ (2.41b)
ma)+lk,~q,~+k,-kjEij j i

— Sq.q; (K, @)
c'qi =G; —L dkdw (2.41¢)
nio+ lki q;+ k,k]E,j

which is consistent with Rehfeldt and Gelhar’s macrodispersive flux development
(equations 13 and 14).

VELOCITY SPECTRUM

The velocity spectrum in (2.41c) is derived from the spectra of the log-
conductivity and the hydraulic gradient via the head and velocity perturbation equations.
Substituting (2.34), (2.35), and (2.36) into (2.25) gives

ﬂei(k.xm) {_ KW, (k,0) =ik, W, (K)8(0)-ik; W, ()W, () Jdk do
=0

(2.42)

which leads to the relationship:

W, (k o) = -;i;zwf(k)a(w) - ;iziwf(k)w 1, (®) (2.43)

where k2 = k2 + k3 + k? in three dimensions.

Substituting the Fourier variable representations into the Darcy perturbation
equation, (2.31), yields

[[e'txrolw, (kw)- K, [TW £ (6)8(02) + W, ()5 (k)

(2.44)
W, (@)W (K) - ik Wi (k, 0)]| |k doo = 0
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Using (2.43), the velocity amplitudes are expressed in terms of the amplitudes of the
independent variables, f’ and J;:

W, (k. 0) = K [TW (K)5(0) + W, (@)8(K) + W, (@)W (K) - ik; Wy (k,0)]

= Kg[T,S(w)(a,-, - %L)Wf(k) + W, (0)5(k) (2.45)

+(5,. -%)w,,(w)wf(k)]

The term W, W;j needed in (2.41b) is found by applying spectral representation
to (2.45), taking the independence of W, and W, into account:

W, (k )Wy, (K, 0")

o —— kik; kjkm , ,
= K3| T 70| 61—~ | Sjm — 5 [8(0)8(0)S 5 )60 ~K)

, , (2.46)
+ 5([()5(]( )S‘li"j ((0)5(0) - w)
k;k; kjkm , ,
+ 8” - 72— 5],,, —k—2 SJlJm (w)Sﬁc(k)E(k - k)5(w - 0))
Thus the velocity spectrum in (2.41¢) is
Y p— k;k, kjkm
Sqiqj (k’w) = Kg JiIm 61'1 -—ki_ 6jm —_;i'— 5((0)Sﬂr(k)
(2.47)

Kk, ik
+85., (0)d(k)+ 5,‘1‘?‘ O jm — 2

]SJ,J,,, (@)Sg (k)}

which differs from Rehfeldt and Gelhar (equation 29). In (2.47) the term that contains
the product of the gradient and log-conductivity spectra can be important for a
heterogeneous aquifer with significant gradient variability.

GENERAL EXPRESSION FOR MACRODISPERSIVITY

Searching for a Fickian type of macrodispersivity Aj;; which satisfies

c’q; = gA;G; (2.48)
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(where q is the magnitude of the mean discharge) equation (2.41c) is rewritten as:

Sgia; (&
A.'j=l” a9 4 o (2.49)

q niw+ikiq_,-+ klk}El]

which is equivalent to the macrodispersivity expression in Rehfeldt and Gelhar (equation
14).

Substituting the derived velocity spectrum, (2.47), into this macrodispersivity
expression results in

K2 T7 k;k k:k
Al] = -—g __L"IJL-— 8,'[ “"—21 8]m - J 2m Sﬁ'(k)dk
q lkiqi + k‘k]Ey k k

K2 S, (o
+fj—l'—:};;)dw (2.50a)

K? k:k k:k S )
+—£ 6,-,——'2-1- Ojm — sz - ,J'Jé.( ) do (8 5 (k)dk
q k k nio+ lkiqi + klk]Ey

The first of the three terms in (2.50) is the macrodispersivity due only to the heterogeneity
of the aquifer material. That term is independent of the amount of gradient variability and
is equivalent to the macrodispersivity derived in Gelhar and Axness (equation 62). The
second term is equivalent to the transient macrodispersivity in Rehfeldt and Gelhar
(equation 34) which is independent of the amount of heterogeneity. The last term is
dependent on the variability (spectra) of both the log-conductivity and the hydraulic
gradient. It arises because of the extra term ( J;f” )retained in the Darcy perturbation
equation. The three terms of (2.50) will be referenced as follows (with superscript s for
dependence on spatial variability and ¢ for dependence on temporal variability):

Ay(x.1)= AP (x) + A (1) + AS) (x,1) (2.50b)

The results of Gelhar and Axness and Rehfeldt and Gelhar apply for the first two terms,
respectively. The third term, A,(j" ) is the focus of this work.
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EFFECTIVE CONDUCTIVITY AND FLOW CLOSURE TERM

The mean velocity appearing in (2.50) (as g and g; ) depends on the effective

conductivity tensor:

A

g = K;J; (2.51)
To determine the value of K,J ,
velocity equation, (2.28), is evaluated using the Fourier variable representations along
with the head amplitude solution, (2.43):

the second-order perturbation term appearing in the mean

E I: 8hf] E [ z(kx)W (k)dk”lk' —i(k’ x+(ot)Wh( ) )dk’da)]
ox

=7 f L85 (k)dk + ” LSy (K)e™" W) () dkdey  (2.52)

=7, J LS (k) dk

which is similar to equation 4.1.49 in Gelhar [1993]. Thus the effective conductivity is
not altered by gradient variability. In an isotropic, three-dimensional medium, Gelhar
states that

— (kik; _o?
, _79r
Jjj oSk =T;=L3, (2.53)

and the effective conductivity is thus
K =6;Key; v=1 - (2.54)

where 7yis called the flow factor.

Since J; and IA(ij are constants, the mean velocity, g;, is also a constant in the

mean transport equation and the expression for macrodispersivity. This constant velocity
is consistent with the use of standard method-of-moments analyses to predict dispersivity
from concentration data.

The second-order closure term in the flow equation is similarly evaluated:
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2
[—zf?%’%]———'[k 4 —L 8 (k) dk — jj—'—’-sﬁr(k)W, (@)e " dkdo’

(2.55)
= —_J—Lsﬂr(k)dk 0

(note that the log-conductivity spectrum is even for all k;), confirming our earlier
assumption.

APPROXIMATION OF A{*") FOR AN ISOTROPIC MEDIUM

An analytical expression is obtained for A,g-”) in an isotropic medium by ignoring
local dispersion. The term of interest, defined in (2.50) is

K2 kkl k;k
AP = _qiﬂs,., -ﬁ- im — 2 = ){le}sﬁ(k)dk (2.56)
with
S w)do
P = | ——00a () 2.57)
nio +ik;q; + k,kJEy

-—00

For an isotropic case, the mean hydraulic gradient will be in the same direction as
the mean flow, which defines the x; plume axis. Note that the log-conductivity spectrum
is a function only of the magnitude of the wave number vector and the magnitude of the
mean velocity is given by

9=4 (2.58)

The P, integral is solved for the limit as E goes to zero using a method similar to
Rehfeldt and Gelhar [1992, equations 36-40]. The result is (from Appendix B)
Py = ESJ,JM (ﬁg) (2.59)

n

Substitution of (2.59) into (2.56) gives a simplified expression for A,(" );
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Kzﬂ' kikl kjk k q
t — J ——
Ais's ) _%J(sil __I_Z__J(s, _T)SJIJ»:( :l )Sﬁ(k)dk (2.60)

which can be evaluated analytically or numerically if the statistics of J and f are known.
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3. REGIONAL HYDROLOGY AND GRADIENT
VARIABILITY

The macrodispersivity expression (2.50) assumes that the gradient spectrum and
mean flow magnitude are known. In this section, we examine how the gradient statistics
(mean and spectra) needed in equation (2.50) and the effective velocity expression,
(2.51), can be calculated from measurements of the boundary conditions.

The horizontal components of the hydraulic gradient at a field site can be estimated
from a minimum of three well water levels (four measurements are necessary for a full
three-dimensional characterization). Figures 2, 5 and 6 in Rehfeldt and Gelhar [1992],
Figure 8 in Garabedian et al. [1991], and Figure 2 in Linderfelt and Wilson [1994] all
show that the hydraulic gradient can vary significantly with time. Two of these plots are
reproduced here as Figure 3.1.

The underlying cause of the gradient variability, as discussed in section 2, is
variability in the regional boundary conditions. Therefore, it should be possible to
estimate the variability in J;(¢) from measurements of the boundary heads H(x,z). In the
case of an aquifer-connected lake, the boundary head is easy to measure and such
measurements are generally reliable. For the purposes of this discussion, a hypothetical
site is constructed with reasonable geometry and physical parameters. Figure 3.2 shows

the physical attributes of the site, including the location of three imposed constant head
boundaries. A lake boundary, dDj, has been added to up-gradient and down-gradient

head conditions, dD,and dD,. A no flux condition is imposed on the remainder of the

boundary. Also shown in Figure 3.2 are nominal values for the three constant head
boundaries. The ocean is assumed to be located at x; =10 km, where the head is fixed at

Z€rO0.

EXAMPLE 1: VARIABLE LAKE LEVEL

For the first example the upstream and downstream head boundaries are held
constant while the lake level is allowed to vary. The lake rises and falls in time, possibly
in response to surface runoff or stream inflow. It is assumed that the time series of lake
level is known.
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(a) From Rehfeldt and Gelhar [1992,Figure 2]. Cape Cod tracer test site.
Note the seasonal periodicity, which the authors remove from the data.
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(b) From Linderfelt and Wilson [1994, Figure 2]. Site in Ontario, Canada.

Figure 3.1 Gradient direction time series measured at two groundwater study sites.

Angles given in degrees.
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Figure 3.2 Site layout for Examples 1 and 2. The boundary head values correspond
to the mean condition of Example 1. Hydraulic gradient components are
recorded and averaged at the locations marked by an asterisk (*).

Because the lake is hydraulically connected to the aquifer (it is merely an
expression of the water table), when its head is relatively low, water flows more toward
the lake. In periods of high lake levels, water in the aquifer is pushed away from the
lake. Thus, the gradient direction fluctuates in response to lake level changes.

To quantify this effect, a two-dimensional numerical flow model of the
hypothetical site is used. The input conductivity field is uniform (representing the
effective conductivity) and the nominal heads are imposed at the boundaries dD,, dD,,
and dD;. The simulated heads for this case are shown in Figure 3.3(a). The head in the
lake is represented by H;. For this example, it is assumed that the nominal head of 11.25
meters represents the long term average of the lake level, H;. Several flow simulations
are conducted to model the effect of a range of lake levels around H,. For each

simulation run, the output head field is stored for analysis (see Figure 3.3(b) and (c)).

For each modeled H;, the head field is analyzed in the region marked “plume

region” in Figure 3.1. Note that the plume region is far from the boundaries, satisfying
the assumption made in Section 2. For a given Hj, the gradient doesn’t vary much in the

plume region (coefficient of variation generally under 15%), and a spatial average yields
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Figure 3.3 Head contours for Example 1. H, =15m, H; =7.5m. (a) Mean
condition: H; =11.25 m. (b) High lake level: H; =13.5 m. (c) Low lake
level: H; =9.0 m.
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J; for any time when the lake level is H, (recall that aquifer storage is assumed to be

negligible). Plots of J; and J, (Figure 3.4) reveal that each component is a linear
function of H; (thanks to our simple geometry and assumed isotropy) and can be written:

J(e)=c, +mH(t); J5(t)=c, + myH(t) (3.1)

with means and perturbations given by:
Ji=c+mH; L=c,+mH (3.2)
Jp1(8) = mHj(t); Jpa(2) = myH(2) (3.3)

For this special case (with the mean lake level equal to the average of the imposed

upstream and downstream heads, and with the lake and plume region centered at
x; =2.5km), m; , Jj;, and J, are zero, and the mean gradient is in the x, direction:

Ji=c=J (3.4)

taking the slope of Figure 3.4(b) for m,, the transverse gradient auto-covariance is
represented by

Ry, (1 —1)= T5o(8)I5a(r2) = (ma)* Hi(0)Hi(ry) = (my) Ryp(n-1) (3.5)

and Fourier transforming the covariance functions gives the gradient spectrum in terms of
the lake level spectrum:

S1,1, (@)= (m) Sy, (@) (3.6)

In this case the Jp; auto-spectrum and the gradient cross-spectra are zero.

EXAMPLE 2: VARIABLE UPGRADIENT RECHARGE

To model the effect of variable inflow from an upgradient recharge zone, the lake
level is held constant while upstream and downstream heads are varied. Since, for the
hypothetical site, the ocean is located at x; =10 km, the downgradient head is always
prescribed to be half of the upstream head (this assumes that the aquifer material is similar
downgradient of the site). Neglecting flow in and out of the lake, the upgradient recharge
rate, Q [L3/T], is roughly described by
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(b) Transverse gradient as a function of lake level.

Figure 3.4 Gradient components as a function of lake level for Example 1.
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0= kﬁf—(wd) < H, 3.7)

where K is the effective conductivity, AH is the difference between upgradient and
downgradient heads, /, w, and d are the regional site dimensions, and H,, is the

prescribed upgradient head. For this example, the mean value of H, is taken to be 15 m,
and the lake level is fixed at 10 m. Flow simulations are conducted for H,, values

ranging from 10 to 20 meters (with downstream heads ranging from 5 to 10 m), and a
spatially averaged J; is determined for the plume region. Figure 3.5 shows some

contour plots of the head data for this example.

As in Example 1, the plots of J; versus the boundary head (in this case H,) are
linear (see Figure 3.6) and equations (3.2) and (3.3) apply. However, the unique
symmetry of Example 1 does not apply in this case because at the mean condition the lake
level is less than the average of the two boundary heads and the gradient is angled slightly
from horizontal. In this case, my , J{, and J, are all non-zero. To aid analysis, the
coordinate system is rotated by an angle 6 to the regional axes, where

0 =tan"'(7,/7)) (3.8)

so that in the rotated coordinate system (see Figure 3.7) the mean gradient is in the x;
direction. In rotated coordinates hydraulic gradient, as a function of upgradient head, is

JR=cR+mfH,; IR=cR+mfH, (3.9)
with rotations performed in the usual way:

cf =c¢ cos0+c,sin@; mf =m;cosO+mysin (3.10)
cX =cycos0—c sin@; mf =mycos@—mysin@

With this coordinate rotation, it can be confirmed that
JR(H,)= N2+t =1 (3.11)
and
X (H,)=0 (3.10)

34



Bl below 8.3 ;
B 83 t09.2 .
B 9.2 10 10.0 :
100 t0 10.8 1
B 108 t011.7 ;
B11.7 w0125 157

125 1013.3 ]
13.3 to 14.2
[ ] above 14.2

(@)

0.0

Bl below 10.0 R

Bl 100 to11.0
B 110 10120
Bl 120 10 13.0
B 13.0 10140 ;
B 140 10150 1.5 7

15.0 to 16.0 3

Aottt

: 16.0 to 17.0
[ ] above 17.0

(b)

Bl below 6.7 ‘
BlG.7 to7.3 ;
7.3 t08.0 ]

EEE 8.0 1087

- 8.7 t09.3 ]
-9.3 to 10.0 1.5 ‘

10.0 to 10.7
10.7 to 11.3
[ ] abovell.3

© 0.0 1
0.0 2.5 5.0

Figure 3.5 Head contours for Example 2. H; =7.5m, H; =10 m. (a) Mean
condition: H, =15 m. (b) High upgradient head: H, =18 m. (c) Low
upgradient head: H, =12 m.
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Figure 3.7 Mean gradient rotation.

Using the rotated coordinates and slope parameters, but dropping the R
superscripts, the following spectral relationships hold:

S1,s, (@)= (m) Sy (@) (3.11a)
$1,0, (@) =(m, )’ Sy 4 (@) (3.11b)
10, (@) =Sy, (@) = mm,Sy 5 (0) (3.11¢)

Note that if the recharge, Q, had been used throughout as the measure of boundary
variability, expressions similar to (3.11) would result with SH,H, (@) replaced by

Spo(®).

DISCUSSION

This section suggests a logical procedure for determining the macrodispersivity
and modeling a real contamination plume, based solely on information about the hydraulic
conductivity and regional flow boundaries. Namely, the following steps would be taken:

* Sample the site for hydraulic conductivity; estimate the log-conductivity mean and
variance as well as the correlation structure. (Alternatively, infer the conductivity
statistics from measurements at geologically similar sites.)
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* Collect information on regional hydraulic controls of the aquifer (e.g. lake levels,
recharge rates).

* Model groundwater flow at the regional scale.

* Following the procedure described in Examples 1 and 2 above, estimate the
direction of mean flow, the magnitude of the mean gradient, and the gradient
sensitivity parameters, m;.

» Estimate the effective conductivity and mean velocity from (2.54) and (2.51).

* Perform a spectral analysis of the regional boundary data (see example in
Appendix C).

» Using the estimated boundary spectral density functions and the slope parameters,
m;, compute Sj,;. (w) at discrete frequencies.

* Numerically integrate (2.60) with the estimated spectra to obtain values for A,-(js') .

* Use Gelhar and Axness [1983] and Rehfeldt and Gelhar [1992] to determine A,g-’)
and A{.

» Use the total macrodispersivity to model the large-time behavior of a conservative
solute, according to (2.11).

This exercise could theoretically be applied in the field to produce estimates for
macrodispersivity. The estimates could be verified using concentration data at a study
site. However, this thesis stops short of applying the theory at a field site. Instead, in
the next section we use a model boundary head spectrum and physically realistic
parameters to study when the effect of the new term, A,g-“) , is important in the prediction

of total macrodispersivity. In order to apply the methods described above in the field, it
is necessary to have a good understanding of the regional flow controls and a long time
record of boundary conditions (e.g. lake levels, see Appendix C).
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4. APPLICATION

The stochastic development in Section 2 leads to a macrodispersivity expression
(2.50) that can be written as the sum of three terms:

1) AL, the Gelhar and Axness [1983] macrodispersivity due to aquifer
heterogeneity;

2) A,-(-' ), the Rehfeldt and Gelhar [1992] macrodispersivity due to a variable hydraulic

gradient; and

3) A,-(-s ), a new term that represents the additional, combined effect of aquifer

heterogeneity and gradient variability.

In this section we examine the relative importance of these terms, and how the
magnitude of each changes under different geologic and hydrologic conditions. Sections
2 and 3 show that the total macrodispersivity will depend on the spatial statistics of
hydraulic conductivity at the site, the temporal statistics of the flow boundaries, and the
sensitivity of the plume-area gradient to fluctuations in the boundary conditions. To
quantify the approximate macrodispersivity and to get a feel for when the third term,

A,.(-s '), becomes important, we examine a nominal case, with given physical parameters,

and observe how the results change for different parameter values.

NOMINAL CASE

We begin our examination by considering nominal, physically plausible aquifer
conditions that are within the range typically observed at field sites. After listing the
nominal inputs, we calculate the macrodispersivity using the theories of Gelhar and
Axness [1983), Rehfeldt and Gelhar [1992], and this thesis.

Inputs for the Nominal Case

The parameter values chosen for the nominal case are listed in Table 4.1. These
values are reasonable for a heterogeneous site where the gradient is highly variable. This
type of site is common, and illustrates the usefulness of the A,-(j") term.
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Table 4.1 Nominal Parameters

Parameter Value
K, 4.1 m/day
oy 1.0
Ag 3.0m
n 0.30
J 0.01
q 0.03 m/day*
v 0.1 m/day*
ay 0.5m
@y 0.0172 rad/day
oy 0.2m
Ay 30 days
my 0.01 m-!
m, 0.01 m-!

*derived from the other parameters

For this study, consider a variable aquifer-connected lake like the one in
Example 1 of Section 3. This lake controls the direction and magnitude of the hydraulic
gradient at a distant plume region (note that the symmetry of Example 1 is not assumed
here). The lake responds to storm events and varies as the climate undergoes seasonal
changes. The level of the lake on a given day is expected to be well-correlated with the
lake level on the previous day, and also somewhat correlated with the lake level one year
beforehand. Thus the spectrum of the lake level will have a significant peak at a
frequency corresponding to the 1-year cycle (see Appendix C). The third term in the
macrodispersivity expression (2.50) is believed to be significant when there is high-
frequency energy in the spectrum.

To determine when high-frequency variations become significant, a generic
boundary head spectrum is introduced. This model spectrum has the following form:
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Oprn__, % 5

SHH(w)=W 4 (ot ) (4.1)

and is depicted graphically in Figure 4.1. The first term in this spectrum is that for a
Markov process with variance 6% and correlation time scale A g+ In a Markov process,
the correlation between two head measurements decreases exponentially as the
measurement spacing increases. Superimposed on this spectrum is a delta function,
representing a perfect harmonic process with amplitude aj and frequency @,. For the
nominal case, the periodic component of the lake fluctuates with a period of one year
(characteristic frequency, @y, of 0.0172 radians per day) and an amplitude, ay, of 0.5
meters. The Markovian component has a standard deviation, oy, of 0.2 meters and a
correlation scale, A, of 30 days.

The log-conductivity, f, is assumed to be isotropic and well-described by an
exponential covariance. Thus the log-conductivity spectrum is

213
Sglk)=—-~LL— (4.2)
o n2(1+/1}k2)2
SHH
U%AH ~— A
n

Figure 4.1 Shape of the model boundary head spectrum.
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For the nominal case, the log-conductivity length scale, 4 5 is taken to be 3.0 meters, and
the standard deviation, o is 1.0. The geometric mean hydraulic conductivity, K, g 18

taken to be 4.1 meters per day, and the porosity is 30%.

The boundary-determined mean hydraulic gradient, J, has a value of 0.01 for this
study, giving a mean specific discharge, ¢, of 0.03 meters per day, and a pore velocity,
v, of 0.1 meters per day.

The sensitivities of the gradient components to the boundary head fluctuations are
given by the modeled slope parameters, m; and m,. In the nominal case, each of these
parameters is assigned a value of 0.01 per meter. So in the nominal case, if the lake level
is 0.1 meter above its average, then the gradient components are 0.011 and 0.001
respectively (the gradient is at an angle of 5.2° from its mean direction). Note that in our
nominal case, the gradient variability is large. If the peak lake level is approximately 0.7
meters (amplitude plus one standard deviation) above its mean, then the maximum
longitudinal and transverse gradient components are (0.017 and 0.007 respectively.

Since we are looking for macrodispersivity values that are much larger than local
dispersivity (which is usually on the order of millimeters), we assume that the local
dispersivity is zero.

Macrodispersivity From Heterogeneity Only

Gelhar and Axness presented results for macrodispersivity in a three-dimensional
isotropic medium with a steady gradient. Their results (equations 33 and 37) are restated
here:

AP =0; i#j 4.3)

2
A E%Z&f- (4.4)
A, AL o< local dispersivity = 0 (4.5)

The Gelhar and Axness expression for steady longitudinal dispersivity (4.4) is accepted
as a good order-of-magnitude approximator. However, observed horizontal transverse
dispersivities are often at least an order of magnitude higher than the Gelhar and Axness
transverse dispersivity prediction.
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For our nominal case, the steady longitudinal dispersivity is 2.2 meters. This
value increases as the conductivity length scale and the log-conductivity variance increase.

Macrodispersivity From Gradient Variability Only

Rehfeldt and Gelhar extended the steady analysis to include the first-order effect
of a random gradient. Their total macrodispersivity was the sum of A,g-s) and A,-(j'). The

solution for A.§-" was shown to be proportional to the power of the gradient spectrum at
zero frequency and independent of aquifer heterogeneity. Thus, periodicity in the

gradient had no effect on dispersivity in the Rehfeldt and Gelhar analysis. Their result for
a Markov J process in isotropic media is given by

0%,
A =%—J’7’—AJ (4.6)

where the gradient variance is the boundary induced variability, equivalent to the gradient
spectrum responses derived in Section 3:

OFa; =mm; OF; Ay =Ay @.7)
For the nominal case, the A,-S-’ ) components are:

A = Al = AW = AY) =0.089 m

(4.8)
all other A{) =0

Note that this term will not add much to the longitudinal macrodispersivity, but it is much
larger than local dispersivity, and so it will be important for the transverse and off-
diagonal (plume-rotation) terms. When the boundary process has no periodicity, we
expect this term to dominate the transverse dispersivity expression. For our nominal
case, ALY is about 4% of A{®). This estimate is sensitive to the Markovian boundary
variance and correlation time. The predicted value of A,-(j') increases linearly with

groundwater velocity. This term does not depend on the aquifer heterogeneity (except,
possibly in a minor way via the flow factor, 9).
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Macrodispersivity From the Combination of Gradient Variability and Heterogeneity

The last macrodispersivity term, A'S,S‘), is new with this thesis, and includes the

effect of heterogeneity and gradient variability. The evaluation of the integral expression
(2.60) for harmonic, Markov, and combined spectra is carried out in Appendix D. The
results are complicated functions of many variables and can best be shown graphically.
We are especially interested in situations when any component of the A,-(j“) tensor adds a

significant amount to the total macrodispersivity, A,-j.

Using the nominal conditions and the equations in Appendix D, the third
macrodispersivity term has components:
A =018 m
A =014 m
A =0.037m (4.9)
A =AM =013 m
AP =) = A = A =0

which gives total macrodispersivities of:

A;=24Tm
Ay =0.23m
A;3=0.037 m (4.10)
A,=4Ay=02m
Ay =43 = Ay =45 =0
The off-diagonal terms A;, and A,; cause plume rotation. In the x; coordinate
system that is aligned with the mean flow direction, the non-zero off-diagonal terms

imply that a mean concentration gradient in the longitudinal direction creates a dispersive

flux in the transverse, and vice-versa. Following Bear [1972, p.139-140], rotating to a
coordinate system x; by an angle 7 given by

n= ltan—l( A )
2 \An-4y @4.11)



results in a diagonalized matrix with components

_AptAy, Ay -A

Al > > 2 cos2n+ Ky, sin2n
A =21 ;A” e ;A’—? cos2n — Ky, sin27 (4.12)
Afy =Ay =0

(the other terms are unaffected). For the nominal case, the plume is rotated by a small
angle, 17 =2.9°, and the diagonalized longitudinal and transverse components are not

much different from the original ones:

Al’l =2.49m

4.13
A, =022m @.13)

The nominal case shows that the third term in the total dispersivity equation can
have a significant effect on the transverse dispersivity estimates. The nominal case results
agree with the rule of thumb that the field dispersivities are roughly in the ratio:

A33:A22 :All =1:10:100 (414)

Of course, the magnitude of A,g-") and the total dispersivities would be different if other

parameters were used in the expressions; this case just points out that the A,-(j“) term can

be large for a particular, physically reasonable, set of parameters.

OTHER AQUIFER CONDITIONS

We now generalize our study, examining the conditions when each of the
incrementally different theories (Gelhar and Axness, Rehfeldt and Gelhar, and this thesis)
are appropriate. We begin by studying the sensitivity of the three theoretical estimates to
departures from the nominal case, and then draw conclusions about the applicability of
each of the theories to any given site.

Departures from the Nominal Case

To see how the values of A,-(j“) and the total dispersivity change when the site

parameters are different, we examine departures from the nominal case, one variable at a
time. Figures 4.2-4.7 (included at the end of this section) each show the
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macrodispersivity value as a function of one of the site parameters (the other parameters
are held at the nominal values). Each figure has four plots, one for each diagonal
component of the macrodispersivity tensor and one for the horizontal rotation
components. Each of the four plots contains three lines, corresponding to the total
dispersivity predicted in 1) Gelhar and Axness [1983], 2) Rehfeldt and Gelhar [1992],
and 3) this thesis.

Figure 4.2 points out the importance of the periodic component of the spectrum.
If the lake amplitude is large (causing a large periodic change in the gradient), then the
total dispersivities are increased significantly, and the A,-S-" ) terms are important. If there

is no periodicity in the lake level, and the Markov process dominates, then the Rehfeld:
and Gelhar approximations are good. Figure 4.3 shows that the third term is a marginal
improvement to the Rehfeldt and Gelhar approximation when the Markovian component
of the boundary spectrum is large compared to the periodic component.

Figures 4.4 and 4.5 demonstrate the importance of the parameters m; and mj,,
which measure the sensitivity of the gradient components to the boundary fluctuations.
When m, is large, the A,; term is most affected, and when mj is large, A,, is most
affected. In each case, when m; is high (indicating greater gradient variability compared
to the mean), the A,g") terms are important. Figure 4.6 demonstrates a similar effect: as

the mean gradient magnitude increases, the effect of the variations becomes less
important, and the Gelhar and Axness approximations become sufficient.

Finally, Figure 4.7 shows the effect of the geometric mean conductivity on the
macrodispersivity. Highly conductive aquifers with gradient variability will exhibit
greater macrodispersivities. The Rehfeldt and Gelhar approximations become more
satisfactory at high conductivity.

In all of Figures 4.2-4.7, the off-diagonal term A, can be significant for certain
parameter values. Thus, it is possible for the plume to be at a significant angle to the flow
axis, and the diagonalized dispersivity values could differ significantly from the non-
rotated dispersivities.
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General Applicability of the Different Macrodispersivity Estimates

It is difficult to show with precision which theory is sufficient under general
aquifer conditions. However, the sensitivity analysis of the nominal case and the
mathematical expressions of Section 2 have important implications.

In all of the Figures 4.2-4.7, the A\") term is significant when the variability of

flow is large compared to the mean. Note also that the nominal case uses a standard
deviation of one order of magnitude for the hydraulic conductivity. Large variability in
the log-conductivity and hydraulic gradient lead to high energy spectra, and the product of
the two spectra, appearing in the definition of A,-(j”) , (2.50), is significant. Recall that this

term arises because the product of the hydraulic gradient fluctuations and log-conductivity
fluctuations is retained in the Darcy perturbation equation (2.31).

In cases where the gradient is highly variable, mean groundwater velocities are
modest, and heterogeneity is significant, the third macrodispersivity term, A,-(j" ) should be

used to get a more accurate estimate of macrodispersivity. This term also incorporates the
macrodispersive effects from a periodically varying gradient. If the gradient is not
varying much, the Gelhar and Axness steady approximations are sufficient. For highly
conductive aquifers with only modest periodicity in the gradient, the Rehfeldt and Gelhar
theory provides a good approximation.
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Figure 4.2 Macrodispersivity as a function of the boundary lake amplitude (ay).
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5. CONCLUSIONS

For a given field site, the observed horizontal transverse dispersivity is generally
around one order of magnitude smaller than the longitudinal dispersivity (with vertical
dispersivity generally another order of magnitude smaller). The Gelhar and Axness
[1983] approximation has proven to be an accurate estimate of the field longitudinal
dispersivity, but the theory tends to underestimate the horizontal transverse dispersivity
(at least when isotropy is assumed). With the Rehfeldt and Gelhar [1992] term added
(and a gradient spectrum postulated), transverse macrodispersivity estimates come closer
to those measured with moment analyses of tracer tests. Still, the approximations in
Rehfeldt and Gelhar are consistently lower than field estimates. The Rehfeldt and Gelhar
term depends on the power of the gradient spectrum only at zero frequency. They imply
that higher frequency energy (e.g. periodicity) produces no real mixing. We hypothesize
that by ignoring periodicity (and in fact removing it from their data), Rehfeldt and Gelhar
did not account for a potentially important mixing effect; one that had been previously
documented by Goode and Konikow [1990]. Rehfeldt and Gelhar contend that
periodicity can be accounted for in the mean flow equations. This implies that the mean
velocity, and as a result, the macrodispersivity would also exhibit periodicity. Yet the
dispersivity values Rehfeldt and Gelhar use to compare with their approximation were
obtained by assuming a constant flow velocity, and are estimates for a constant (large
time) macrodispersivity.

A different approach to quantifying macrodispersivity in a variable flow field was
taken by Goode and Konikow [1990]. They studied the effect of a periodic, discretely
varying flow direction on plume spreading. They assumed that the “true” dispersivities
were constant well-defined aquifer properties (equivalent to the steady macrodispersivities
predicted by stochastic theory) and that an alternating flow direction resulted in “apparent”
dispersivities. They related the “apparent” dispersivities to the “true” dispersivities,
without addressing the possible effects of geologic variability. The approach taken in this
thesis explicitly recognizes the importance of heterogeneity, and shows that both geologic
and hydrologic variability are important for determining macrodispersivity values.

Like in Rehfeldt and Gelhar, the approach taken here relates the macrodispersivity
to two fundamental, random quantities: hydraulic conductivity and hydrologic controls
(manifested in the hydraulic gradient). Since macrodispersivity is more of a practical
measure than a fundamental property, we are interested, like Goode and Konikow, in
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making the measure applicable to standard moment analysis and transport modeling
techniques. Accordingly, we treat periodicity in hydrologic controls as a deviation from
the long-term mean. The constant, long term mean gradient is used in the effective
conductivity relationship to produce a constant mean velocity. The computed
macrodispersivity values are then independent of time and are practical for comparison
with moment analyses.

However, we must remember that the quantities of interest: concentration,
velocity, head, and conductivity, are represented by ensemble statistics in our stochastic
development. We have implied that ergodicity holds, so that the ensemble statistics are
appropriate for describing aquifer processes of considerable spatial and temporal extent.
With this ergodic hypothesis in mind, one would not expect seasonal flow variations to
affect a plume over a short time period. Only after the plume has experienced many
realizations of the underlying random processes will its characteristics be adequately
described by the effective velocity and macrodispersivity predicted by stochastic theory.
When seasonal periodicity is viewed as random (as it is here), rather than as
deterministic, then we expect the stochastic results to be most applicable after a travel time
of several years.

In order to use the theory presented here, information on the gradient statistics
must be obtained. Section 3 of this thesis shows how such statistics can be estimated
with measurements of the flow boundary conditions and a numerical flow model. The
macrodispersive process is thus related to the most fundamental quantities that describe an
aquifer (from a hydrogeologist’s point of view): the hydraulic conductivity field and the
hydrologic controls.

Section 4 shows that for a case where geologic and hydrologic variability are
large, the transverse and off-diagonal macrodispersivities predicted by (2.50) are
significantly larger than those of Rehfeldt and Gelhar or Gelhar and Axness. However,
in many field situations (e.g. low flow variability, high conductivity), the earlier theories
provide a reasonable approximation of the total macrodispersivity.
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The mathematical development of this thesis builds on the earlier works of Gelhar
and Axness and Rehfeldt and Gelhar, with similar assumptions and stochastic methods.
Like in Rehfeldt and Gelhar [1992, equation 16] the gradient of head is decomposed into
three terms:

_a’l__(§_’t_)= —Z—Jéi(t)-l—
ox

i i

o) (x,1)

(5.1)

with each term being more explicitly defined here (see Table 2.1). The major
modification to Rehfeldt and Gelhar is the inclusion of the term J;;f in the Darcy

perturbation equation to handle gradient fluctuations that are large compared to the mean
gradient. The resulting macrodispersivity expression (2.50) has a third term, A,-(-’ ), that

depends on the log-conductivity and hydraulic gradient statistics. This third term can be
important at heterogeneous sites with a highly variable gradient—a rather common
scenario.
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APPENDIX A. NOTATION

(Note: Also refer to Table 2.1)

DEFINITIONS

ith component of a vector z

magnitude of z;

i,jth component of the tensor B

(Kronecker delta) equal to 1 if i = j; O otherwise
(Dirac delta function) [ 8(x - y) f(x)dx = f(y)

V1

spectrum of components z; and zj
Fourier amplitude associated with z;

complex conjugate of W,

VARIABLES
amplitude for the harmonic part of the H process (L)

(total) macrodispersivity tensor (L2/T)
macrodispersivity from spatial heterogeneity only (L2/T)
macrodispersivity from temporal gradient variability only (L2/T)

macrodispersivity from interaction between spatial and temporal
variations (L2/T)
solute concentration (M/L3)

local bulk dispersion tensor (L2/T)
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m > Sw \Q

~

=

mean concentration gradient (M/L2), equal to —dc /0x; (M/L4%)

log-conductivity
hydraulic head (L)
boundary head (L)

hydraulic gradient
hydraulic conductivity (L/T)

geometric mean of hydraulic conductivity (L/T)

effective conductivity tensor (L/T)

correlation scale of log-conductivity (L)

correlation time scale for a Markov H process (T)
sensitivity of the gradient to boundary fluctuations (L-1)
aquifer porosity

specific discharge or Darcy velocity vector (L/T)

log-conductivity variance

variance of a Markov H process (L2)
specific storage (L-1)
mean pore velocity (L/T), equal to g/n

characteristic angular frequency for a harmonic H process

(radians/T)
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APPENDIX B. SIMPLIFICATION OF THE
MACRODISPERSIVITY INTEGRAL

From (2.56), the general expression for macrodispersivity in an isotropic medium
is

K2 k;k; k:k
AP = - J [&z s O %){sz 1S (k) (B.1)
with
S w)do
Pp=|— "_’A(:) (B.2)
no + lkiq; + k,kJE,J

For convenience the local dispersion (later taken to zero) is assumed to be
isotropic. Thus

E; = E5; (B.3)

and

P = SJ’JM(H))dw
m= ) niw+ikq +k°E

-00

(B.4)

We solve for Py, following a method similar to Rehfeldt and Gelhar [1992,
equations 36-40] assuming negligible local dispersion. Multiplying the numerator and
denominator of (B.4) by the complex conjugate of the denominator yields

(]

p Si1, (w)dw[—niw —ikg + k2E] B5)
" (no + kig)* + k*E? '
Dividing the top and bottom of this expression by ¥*E2 and letting
na+kgq
V= ——= B.6
k’E (B.6)
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leads to

n

1 K2 Ev—kig ) 1-iv
P,=—1S 1 dv
b nf J’J"'( )v2+1

Taking the local dispersion to zero gives
1 kg\1l-iv
P = | S0, (22 )
fm nf J’J'”( n Jv?+1

-—0

(B.7)

(B.8)

Considering the case where the gradient is characterized by auto- and cross-spectra that

are even in @ yields
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APPENDIX C. SPECTRAL ANALYSIS OF A LAKE LEVEL
TIME SERIES

To quantify the degree of gradient variability at a site, Section 3 proposes the use
of a flow model and measurements of the boundary conditions (e.g. H;, H,). Here, we
look at how the boundary heads are analyzed. Specifically, we are interested in the
approximate shape of a head spectrum influenced by both seasonal hydrologic patterns
and short duration hydrologic events.

As an example where data are plentiful, consider Ashumet Pond, located near
Falmouth, Massachusetts. The United States Geological Survey recorded water levels at
the 0.8 square kilometer lake over a 21 year period from December 1972 to January 1994
with successive samples less than 20 days apart on average. The time series of this data
is plotted in Figure C.1. The mean lake level for this period was 13.55 meters.

The data were analyzed using the Signal Processing Toolbox of the Matlab
numerical computation package. The irregularly spaced data of Figure C.1 were
interpolated at every 20th day and the resulting record was used for spectral analysis.
Using Matlab, the data were sent through a Fast Fourier Transform algorithm, then using
a Hanning window, the spectral density function was approximated at discrete
frequencies. This approximation is shown in Figure C.2. The procedure is described
more thoroughly in the software documentation.

The spectrum of Figure C.2 generally decreases with increasing frequency, with
the exception of an increased area of spectral power at around 0.017 radians/day. This
frequency corresponds to a one year cycle, confirming our intuition that lake levels are
influenced by the seasonal periodicity of natural hydrology, and inspiring our choice of
the model spectrum (4.1).

This exercise serves as an example of a particular procedure, and is not meant to
apply directly to the hypothetical site of Section 3 or the nominal case of Section 4.

T Matlab, Version 4.1, The MathWorks, Inc., 1984-1994.
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Figure C.1 Record of lake levels at Ashumet Pond (from the United States Geological
Survey).
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Figure C.2 Estimated spectral density function for the lake level at Ashumet Pond.
The dotted line is for a Markov process with a standard deviation of
0.16 m and a correlation scale of 1 year.
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APPENDIX D. EVALUATION OF THE
MACRODISPERSIVITY INTEGRAL

DIAGONAL TERMS

Recall equations (2.60) and (3.11), and note that if [ # m, A,-(,-s' ) is given by
K? k;k
A =£J(Si -75) a2 )5, () (©.1)
nq

with isotropy and negligible local dispersion assumed.

For a log-conductivity field with an isotropic, exponential covariance structure,
the spectrum of fis written

o7,
n*(1+ %42
It is convenient to make the following substitutions:
u; =k,lf; u2 =u12+u§+u32 (D3)
where A/ is the conductivity integral scale. This leads to
A,(”)— 5 —ru i 2mm S ‘1 S| = |du (D.4)
and
2,3
u o} f}' f
ﬁ{lf ) 122(1 + u2)2

In this appendix analytical expressions are derived and discussed for Markov and
harmonic types of boundary spectra Sy. First, the spectra are analyzed separately, then
the results for each type are added to represent the result of an input boundary spectra of
the form (4.1). A Markov process is defined by its standard deviation ( o) and time
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scale (A ) while a harmonic process is defined by an amplitude ( ay) and a characteristic
frequency (@,). Their spectra are given by:

oHA
SHH(w)=W2—) (D.6)
and
2
Syn(®) =a—j’-6(w—wo); 020 D.7)
respectively.

To aid matters further, we will study scenarios when only one slope parameter,
my is non-zero. Thus, the gradient is assumed to be varying in one component only. In

the end, effects on each macrodispersivity component will be summed to arrive at a value
for AL,
Markov 1

Consider a Markov input for H, (D.6), with only the x; component of the
gradient affected.

Making the substitution
A A
fn Ve H
in (D.6) leads to
hq O%{A'H
Suu| == |= (D.9)
HH(*f"J {1 +p%})

and

Now let
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Ko} o2 02A
Ay=m? 2252} =m}=4 il

(where g; = YK, J;) so that

2
()= 4 P 5 Wil 1 du du,du,
Au N 752 JJJ( il u2 1+P2u12 (1+u2)2

The longitudinal and horizontal components are then

Al(st) - ANL 1- -li]2_+ﬁ 1 dul du2 du3
n? ut ut )1+ pud (1 +u2)2
r
(ufg% ) 12 du, du, d;t3
ut 1+ p%uf (1 + u2)

Converting to spherical coordinates with the following transformation:

A(st) =A i
22 N ”2

.

U =ucos¢; uy =usinpcos8; u; =usin @sin 6

and taking advantage of symmetry gives
(st) 8p 37, 2 44\
A=Ay = ”(1 —2cos” ¢ +cos ¢)sm o[Q)do d6
00

3

- cos® ¢sin® pcos? 0)[Q] de¢do

—
© T/ein

8p 2
Ag) = AN_I; I
0

with
[-.-]

Q___J u? du
(1 +p2 cos? ¢u2)(1 + u2)2

0
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(D.16)
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With the help of the symbolic math software Maplet, Q is evaluated to

n

=— D.19
4(1+ pcosg)’ ©-19)

Substituting this value for Q and performing the 8 integration gives

Aﬁ') _ J sing — 2cos? ¢sing + cos* ¢sin ¢) do (D.20)

(1+pcose)’

AL = BJ cos” gsin’ ¢ (D.21)
N2 )+ pcos¢)
0

These integrals are evaluated using another symbolic math program,
Mathematicat, to yield

—E&n2 _ond 12t _ 2
A AN[IZp 6p> -8p%+3p 31;4111(1+p)+12p ln(1+p)] .22

AL = A = [-6P+3p +p +6;t;(1+P) 3p ln(1+P)] (D.23)

where it is noted that the two transverse components are equal.

Markov 2

The same process is followed when only J, varies, with

K20'2 63 o322
Ay=m} =L %A, =m} 21’2’ *;zf (D.24)

and

T Maple V, Release 3, Waterloo Maple Software, 1981-1994.

¥ Mathematica, Version 2.2 for the X Window System, Wolfram Research, Inc., Champaign, 111, 1993.
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2
(st) A _& 5o — Uiy 1 dul du2 du3 D.25
Au N ”2 JJJ( i u2 1+p2u12 (1+u2)2 ( )

In spherical coordinates, the three components of macrodispersivity are

cos? sin® pcos® 6)[Q]dp 4o (D.26)

© //win

8 2
A =AN—g' I
0
73
() = ANS_p j j (1 +2sin? gpcos? @ +sin® pcos* 6)sin ¢[Q]ldedo  (D.27)
0
. i
Aé;') = Ay _’; ”( sin> @sin? @cos? 0)[Q]d¢d9 (D.28)
0

with Q defined in (D.18) and (D.19).

Once @ integration is performed, the ¢ integrals are solved with the help of

Mathematica to give
2, 3 _an2
A{;,)=AN[—6p+3p +p +61n(i+p) 3p ln(1+p)] (D.29)
3p
(st) _ p  =2p+p*+2In(1+p)
Ay = AN T 5T 3
p p
- (D.30)
. 12p - 6p — 8p> +3p* —12In(1+ p) +12p? In(1 + p)
8p* |
62 _ond 1 and 2 ]
A§;,)=[12p 6p> —8p> +3p 121n(1+p)+12p In(1+ p) D31
24p |
Harmonic 1

Now consider a harmonic input (D.7) with only J; being affected. The following
substitutions are made in the integral expression (D.4):
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w':.%li; p= A’q :l; vc=24f0)0 (D.32)
M nAr@y Ve

’2 2
u?= (LJ +r% r?= u% + u32 (D.33)
Py

(note that p is defined differently in the Markov and harmonic cases) These substitutions

give

G ) So-)
- o’ duy dus (D.34)
JJ( ('/pey) +r? (1+(co’/pa)(,)2+r2)2 s

00
2
AP = a2 ( "2,(w p) ZJ (o “’2) sdo’ duydu;  (D.35)
0 (0'/pay)+r (1+(w'/pa)0) +r2)
000
with
K2a%0%A 2 g2)
Aszlz_s“_Hz_f_L=ml2£% 127 (D.36)
q JO oy
Making the substitutions

Uy =rcosf; uz=rsinf (D.37)

and integrating over @’ and 6 leads to the following forms:

oo

-2 ~
A = Ay || 1-22 2 rdr (D.38)
p-+r (p‘2+r2) (1+p‘2+r2)
0
A “2r2cos? 0 d
Ag)=TN (P = izr — (D.39)
p-tr (l+p +r)
0

These are integrated with Mathematica, leading to the following results:
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20% + p* - 2In(1+ p2)-2p% In{1 + p?
Afi”=A~[ P +p" -2 p4) phinfi+p?) (D.40)
2p
—2p% +21n(1+p?)+ p*In(1 + p?

Harmonic 2

The procedure for handling the harmonic spectrum affecting only J, is quite
similar to the developments in (D.32) through (D.41). This time
K 20% 0'}}» f

o7A
Ay=m} 17T - 2“" L1 (D.42)
q A

and the integrands differ slightly.

The resulting expressions for AL™) are

A < N[ ~2p% +2In(1+ p24)+ pPIn(1+ pz):l D43
4
) _ AN[6p2 +p* +3p% - 6In(1+ pzl— 4p* 21n(1 +p?)+2p*In(1+ p2)] 044
16p*(1+p%)
A AN[zpz +p*-21n(1 1+6 ;;j) ~2p?In(1+ pz)} 045

General AL

Using the results above, but noting that Ay is defined differently in the scenarios,
the total AL™ is now written as:

Ai(is') 0;3- [52(2,.

2 4%

2
aH (2 2*
m Ay M2)+ J? (m‘ Aiil gy

+mj Ay

i H2 )] (D-46)

where Ay is the term in brackets in (D.22), A{‘ll is the bracketed term in (D.29),

etc. Thus the general A( *) is a function of O, ay, J, m, my, v, A, 0y, 7, and @y.
The function given by (D.46) is used in Figures 4.2-4.7.
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OFF-DIAGONAL TERMS

We now consider the possibility of non-zero off-diagonal terms resulting from
variability in both components of the hydraulic conductivity. Considering cases when
i# j,and m; and m, are non-zero, the integral (D.4) can be reduced (with even/odd

arguments) to
K n 2 2 22 u u
A(st)_ (st) — __u_l____2_+ 1u2S 19 S| — |
A3 =mmy }_3 N AL N o Py T 2s “(D- 47)
AL = AL = AL = AL = 0
Markov

The Markov spectrum result can be evaluated by making the substitution (D.8),
and converting to spherical coordinates. The result is:

A=
: Y (D.48)
Ay ,;_p f f (1 —cos? ¢ —sin® pcos® 6+ cos? ¢sin? pcos e)Sin ¢[Q)dpd6
00
with
"H ﬂfi
Ay = m1mz 5 (D.49)

and Q given in (D.18) and (D.19).

Using Mathematica, the resulting expression for the off-diagonal term is:

A 4| P _2p+p*-2In(1+p)-2pIn(1+p)
12° AN )
I+p p(1+p)

-2p+p? +2In(1+p)
- D.
2 (D.50)
. 2(~6p+3p? +p* +6In(1+p) - 3p*In(1+p))
3p*
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Harmonic

Following procedures similar to (D.32) through (D.41), the off-diagonal term
resulting from a harmonic head input is

2 2\, A2 2) .2 2
A = 4, p> P +In(1+p%)+p?In(1+p )_p ~In(1+p?)
M2+2p? 2p%(1+p?) 4p?
(D.51)
=2p* +21n(1+p*)+p*In(1+p?)
with
q
= D.52
p=- 209 (D.52)
and
az 022.
Ay = m1m2 12 (D.53)
General Off-Diagonal Terms

The Markov and Harmonic results are combined to represent the spectrum of
(4.1), with the general off-diagonal terms given by:

A=A = ”‘1’"2( Lapl,+ ) (D.54)

where the starred terms are the bracketed sums in (D.50) and (D.51), respectively (with
the respective definitions for p).
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