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ABSTRACT

This study is devoted to the development of a theory which fits
the nature of transportation operations management. A dual-system
paradigm is postulated. Following that paradigm, a transportation
operating system is conceived of as a control system which
consists of two complementary parts: 1) the controlling sub-system
- the organizational aspects of the system which possesses the
controlling capacity, and 2) the sub-system being controlled - the
technological aspects of the system which defines the tasks to be
controlled and their interrelationships. The performance of the
total system is then determined by how well the controlling
capacity of the organization wunits is matched with the
characteristics of the tasks to be controlled stemmed from the
underlying technological processes.

The key theme of this study is the development of theories and
operational techniques which collectively enable us to 1)
understand and describe the nature of both the controlling and
controlled systems 1in the context of transportation operations
management, 2) diagnose and analyze the strengths and weaknesses,
and problems of total system, and 3) identify the desired
directions of change and develop alternative change plans for
improving the total system's performance.

To test the theories and methodologies, the management of the
operations of railroad motive power - locomotive - is adopted as
an empirical case. The data are collected from three major U. S.
Railroads.

Thesis Supervisor: Dr. Marvin Lee Manheim
Title: Professor of Civil Engineering Department
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Chapter 1

INTRODUCTION

l.1 Motivation

The history of science is the history of a human endeavor to
describe the world in more precise terms and to improve it in a
systematic way. Due to the fact that a coherent theory for the
‘management ofl service operations in general and transportation
operations in spécific has not yet been developed, the need to conduct
some substantive research in this field has emerged for a 1long time.
This study is devoted to the development of a theory which fits the

particular nature of transportation operations management.

l.1.1 Traditional Approach to Operations Management and Its Limitations

Until quite recently, operations / production management had been
associated almost exclusively with ménufaéturing processes. Exhibit
1-1-1 summarizes some typical contents covered in most of production /
operations management textbooks today. Briefly, in those books the
subjects are basically structured along either of the following three
key dimensions (or some combination of them):

1) decision categories — usually divided into three categories: input
(human resource, materials, etc.), transform systems (process,
facilities and equipment, etc.) and output (products), for instance,
Starr [1972], Garrett and Silver [1973], Marshall, et al [1975], and
Fitzsimmons and Sullivan [1982].

2) phases of decision. process - 1including planning and design,

operating control, and performance evaluations, for instance, Riggs



Exhibit 1-1-1 TRADITIONAL CONTENTS OF PRODUCTION/OPERATIONS MANAGEMENT

Tagsk Phases
Methodologies
Decision Categories

PLANNING,
DESIGN

OPERATING
CONTROL

PERFORMANCE
EVALUATION

QUTPUT

Product:
Product Portfolio
Demand Analysis
Product Specification
Engineering Design
Product Logistics
Life-cycle Management

METHODOLOGIES AND TECHNIQUES:

Schematic Models:
Flow Chart, Assmebly Diagram,

TRANSFORM SYSTEMS

Process:

Technology Planning:
Method Analysis
Job Design

Performance Standards:
Work Measurement
Cost Standard

Quality Management:
Quality Control
Quality Assurance

Resource Scheduling

& Dispatching:
Manpower, Material
Cost Responsibility

Routine Sequence Diagram,
Gantt Chart, CPM,
Organization Chart,
Block Diagram, etc.

Statistics & Probability:
Statistic Testing, Sampling,
Industrial Experiment,
Regression Analysis,
Reliability Theory, etc.

Systems Analysis:
Simulation Model,
Analytical Models (LP, DP,
Sequencing Model, Queuing),
Inventory Control Theory,
Decision Analysis (Expected

Facility & Equipment:
Plant & Equipment Investment
Location of Plant
Layout of Facility
Utilization & Cost Comtrol
Maintenance & Reliability
Information Systems

Value, Utility,
Probability Assessmet),
Control Theory (Standards,
Feedback, Corrective
Actions), etc.

Financial & Economic Analysis:
Portfolio Planning,

INPUT

Human Resource:

Manpower Level

Ability and Training

Labor Standard

Human Factor in Job Design:
Labor Performance
& Work Condition

Payment System & Job Evaluation

Employee Relation

Capital Bugeting,

Cash Flow Management,
Make-Buy-Lease Analysis,
Break-Even Analysis,
Value Analysis,

Spatial Economics, etc.

Information-Processing
Technology:
Information Systems Theory,
CAD, CAM, etc.

Material:
Requirement Forecasting
Logistic Systems
Procument
Inventory Control
Material Handling




(1970], and Buffer [1980].

3) methodology and techniques - various decision-aid fools which
include schematic models, statistic and probability techniques, systems
analysis, financial and economic analysis, and information technology,
for instance, Bowman and Fetter [1967], Starr ([1972), Groff and Muth
[1972], and Constable and New [1976].

However, no matter which of the above frameworks was adopted, the
prevailing emphasis was on ‘techniques of analysis. Starr [1964])
defended that "the study of production management is mainly concerned
with questions of how to employ methodology to operate and administer
v [p;oduction] transformation systems with effectiveness." He even further
argued that much of the uniqueness of the diverse domains of production
endeavor '"resides in their technology, suprisingly little in their
methodology." Nontheless, the above arguement becomes  highly
questionable beyond the domain of manufacturing oriented processes,

e.g., the service operations.

A. Transferability of Traditional Approach

The first critical problem encountered in the application of the
traditional approach of operations management to the transportation
context is the problem of transferability. Since the traditional
approach 1is primarily manufacturing process oriented in substance, many
issues which are both unique and essential to the transportation

process, 'such as vehicle (or resources) cycling:and geographically
dispersed but interconnected opérations, cannot be properly addressed ‘by
such an approach. 1In other words, the ttansferabiiity of the :héories
and techniques from one context to another is 1limited; therefore, to
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satisfy the specific requirements of transportation operations
management, we must develop a set of dedicated theories to deal with
them. To elaborate on the above argument, in the outset of Chapter 2 of
this study we present a synthesis of the general features of the service

operations as well as specific characteristics of transportation

operations.

B. Methodological Drawbacks of the Traditional Approach

The second problem with the traditional approach is methodological.
As exemplified in Exhibit 1-1-1, the typical treatment of current
operations management study bears technocratic bias, i.e., focusing
chiefly on the modelling of the physical or technological processes but
paying little attention to the organizational factors which in fact
embody the performance of the physical systems. Moreover along such a
line of thought, one usually tends to have a predisposition to fragment
most problems into particular fields which are characterized by certain
specific quantitative solution techniques, e.g., facility 1location,
inventory control, project management, mathematical programming, etc.
Processes such as description and diagnosis of problems receive 1little
formal treatment. In effect, the constraints of the quantiﬁative media
usually force unfortunate compromises upon the models to oversimplify
comp}ex situations and reduce their ability to provide sufficient
insights. Moreover, because of the solution's technique-oriented

attitude, there is always a danger of solving wrong problems for such an

. approach.



1.1.2 Technology Determinism Approach and Its Limitations

Methodologically, an alternative to the above approach is the so
called technology determinism found in the literature of organization
study (e.g., Woodward [1965]), which emphasizes the dimportance of
relating the organization structure to the underlying technology of the
system. However, in this approach the nature of the technology is
usually defined too generally and abstractly to have any practical
meaning to transportaion operating managers. To amplify, technology
often means different things to different people; for instance, the
concept of technology has been operationalized in terms of the extent of
task interdependence [Hickson, et al, 1969]), automation of equipments
[Blau and Schoenherr, 1971], uniformity or complexity of materials used
[Mohr, 1971), the degree of uncertainty in the task environment
[Lawrence and Lorch, 1967], and degree of routineness of work [Hage and
Aiken, 1969; Hickson, Pugh and Pheysey, 1969; Perrow, 1970], to name a
few. Exhibit 1-1-2 is a summary of some researches in this school
[Steers, 1977, pp.80-8l]. The 1list can be expanded to include more
recent studies, e.g., Poole [1977], Tushman [1979], Kiggundu [1981], and
Randolph [1981].

) The major drawback of this approach is that it is trapped in an
attempt to find correlations between two sets of aggregated and
oversimplified typologies: one concerns the nature of organization (in
terms of centralization, decentralization and the likes) and the other
concerns the nature of technology. In consequence: 1) due to the lack
of unified definition of terms, the empirical findings are sometimes
confusion [Reimam and Inzerilli, 1981, p.266], and 2) the opportunity to
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Exhibit 1-1-2 Studies Relating Structure Variables to Technology
Source: Steers [1977, pp. 80-81]

Dependent Variable(s)
fnvesugator(s) Maeassure of Technology under Study Findings
Woodward (1958. Fums clastilied nto small Structurat vanables (span of (nmuqu&moorwamum
1965) baich (una). mass procuchon, conirol, levels of authorty,
100 Bretish Of CONUOUS ProCcess, rabo of managers |0 other cnmucuy (2) labor cous decressed wan
manulactunng firms CCOMing 10 production personnel). efleciiveness : complexdy: (3) span of control
process. measure (genaral leve! of was relaled 10 lechnoiogical complexdy as an
orgamzatonal performance [VE! L (4) fums tenced
and success -see text for 10 Clusier al he MIPOMIS ON VaNOUS Structural
detais). (eg.spanol 0l), less ']
firms clusiered at Ihe end pounts on Such
contnua. In short. 1 1§ drgued N3t eifective
fums employ siructures that contorm 1o thes
technologes.
Lawrence & Lorsch Techmcai rate of change, Amount of cdferentabon & Results nterpreted as supporing a slvonq
(1967) informakon uncentanty. & ntegrauon between relahon Q)
10 industnal fems Wmespan. departments.
Harvey (1968) Firms placed on of M of intemal Orgamizahons weh more siabie (1 @ . less
43 ndustnal ems : Q! it * ": (1) degree ot Q0 g) Qg gher
(number of i g on all four
number of products _{(2)centrakizaton; (3) span of . variables. F-w held with orgamization size
produced). “¢ontrok & (4) program and other vanabies heid constant.
- speciication.
Meyer (1968) infroduchon of automated of levels in chy of led 1o
State & local equioment. span of controt. increasad number of levels & span of control.
Jepartments of tinance
Hage & Aden (1969) Routineness of task. Structurst vansbles of degree Signdicant negatve b routng
16 social weltare of participation it decsion lechnology & perticiPabon in decSon making;
agences making, amount of autonomy, Posive relation between routnieness and
ol affect & N0 reigton between routNeness
4 and other siructural variebles. -
subordinaies, & Sonmalzation
Hickson ot al. Automaton of equepment. Structural vanabies of span of Weak qy and
(1969) ngiaty of workfiow conirol, ratio of managers lo- struchure lound. Data sugoest that
48 service & SequUENces. nierdependence 1018 personnel, SPECISAZANON, may afftect siructure & effectveness n smal
manutactunng firms of worktiow segmaents, & of pr g n 13rge fums, technological -
speciicity of evaiuaton. tormaization. centrakzation. will De solely 1o
unis & shouid not affect oiher unis.
Fultan (1870) Firms classided »nto craft. Amount of percened worker Workers n y tett
3 Canagan trms mass production. & integration (i.e., Co-worker & hughest degree of wofur \ntegration, fotlowed
(pnniing, auta, & oil): continuous process (after SUPEMISOry relations; Dy craft workers; mass production workers felt
N = 149 subjects. Woodwara, 1958). Iabor-management harmony: least integraton.
company dentiicahon).

Zwerman (1970)
§5 U S. manutactunng
fums

Firms classied into smak
batch. mass produchon, or
contnuous process (after
Woodward, 1958).

Span of controi, ieveis o
authonty, size & other
structwral vanables. Fyms
classiied according to
SUCCesS levels.

(1) No smpie c
success: (2) rephcaled Woodward's !w\anngs
g relabon ol yé

charactensics, excent found NG reiation

between lecnnoioqy & span of control (in
oW ) General

that proguction locmotogv closely reiated 10

structural charactensics

Monr (1971)

144 work groups n
13 local heaith
departments

Uniforauty. complexty. &
analyzabity of tasks

Siructural vanabie (Oegree of

relaton foung tasx

work wiw!)

L * and Da However
| 15 3rguea basea on tne 'inaings that no
refanon exisis between the degree al
congruence detween tecnnoogy & siructure &
resulting eitectiveness

Hraonuik ( 1974)

210 subiects  vanous
1epartments of 3 Maor
nospial

JODS Classdied according 1o
operatons & materiais
technoiogy (Hickson et 3
1969). task predcladwtly, 1ask
niergependence. & lask
manageauty

Structural vanables {00
autonomy. paricipaton.
closeness o supervison,
formaizaton, undy of control)
& supervisory bahavior

No clear rmuon between technowgy &
certain

vanabnies were Oound o oe sqmlv.amw reaied

10 S0ME SITUCIUIal VANADIES WNeN SLUDETVISOrY

Dbehavor was heid constant

Manronay & Frost
1D

< argn 2 wonau
“ls a1 Susnes:,
hrrvg

Uruls classdied nto
long-iinked mediabng. &
‘AIENSIvG 18CHNOIOGHES 1 JNer
Thompson 1967

14 lacats of effectiveness
(ag.

NO QW eCt refatonsnip Detween 1ECNNOGY &

rehaDility. COOraNahon
deveopment. eiC 0@ lest
for aetads:

eSS However req: anases

H Gies aere retaled g
Qiterent tarels of attectveness Aulhors
sSuggest -hlterent magers of cttec! veness based
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establish more delicate 1linkages between the detailed technological
processes and the profound organizational and human behavioral theories

is lost.

l.1.3 Three Propositions

In reéponse to the 1limitations of transferability and the
methodological drawbacks of the traditional approaches, this study is
aimed at the integration of both the tchnological and orgnizational
perspectives and the development of a coherent theoretical construct
which can be used in the conceptualization, diagnosis and performance
improvement of transportation operations management. Specifically, this
study adopts the following three general propositions: 1) production
technology of a system can and should be studied in a more detailed and
practical way than that conducted by the followers of the tchnology
determinism school of method mentioned above, 2) organizational and
human variables should be an inherent partiof the theories of operations
management, and 3) explicit linkages between the technological system
and organizational system can be established and should be more delicate
than a set of correlative relationships between two families of

typologies.



1.2 Research Paradigm and Methodological Framework

Kuhn [1963] argues that science proceeds with a governing set of
assumptions on the basis of which theories and models are developed; he
uses the word 'paradigm" to refer to these assumptions collectively. 1In
response to the emerging‘research needs addressed above, the first step

-

is to adopt a new paradigm to govern our conduct of inquiry.

1.2.1 Dual-System Control Paradigm

This study postulates that an organization is a goal-seeking
mechanism which develops instrumental ends and means to pursue a certain
tangible or intangible rationality of the organization. Using a
two-subsystem notion, Simon [1981, p.l41] explained the nature of a
goal-directed total system as below:

Ability to attain goals depends on building up associations ...
between particular changes in states of the world ([system] and
particular actions that will bring these changes about. ...
goal—-directed action depends on building this kind of bridge
between the afferent [i.e., controlling] and efferent [i.e.,
controlled] worlds [systems]. [remarks added]

The rationale which wunderlies the above statement 1is the control
cybernatics; therefore, what Simon was suggesting is a dual-system

control paradigm. In such a paradigm, a control system is conceived of

as being constituted of two complementary parts: 1) the controlling

sub-system - organizational aspect of the system which possesses the

controlling capacity, and 2) the sub-system being controlled -

technological aspect of the system which defines the tasks to be
controlled and their interrelationships. Tﬁe pefformance of the éotal
system then is determined by how well the controlling capacity is
matched with the characteristics of the underlying controlled tasks.

8



The notion of control also suggests that we seek two-way linkages -
action and feedback - between the elements of the controlling and the
controlled sub-systems (or, in short, systems) (Exhibit 1-2-1) [*].
Compared with the traditional- paradigms, the dual-system control
framework provides us with the desired analytical instrumentality.
Specifically, it indicates the specific focus of inquiry in order that
we can understand the nature of the total system, i.e., to explicate the
relationships between the controlling action and the state of the
controlled system. Moreover, it is also flexible in accommodating the
above inquiry at various 1levels of details - system-wide level,
sub-system level and individual level, and allows us to integrate a
variety of control-relevant theories (organizational, individual

behavioral and system analysis) into a cohenrent construct[**].

1.2.2 Organizational Intervention Framewofk

The analysis of the transportation operations management system
ﬁwhich consists of both the controlling and the controlled systems) in
this study is aimed at improving the performance of the total system.

The endeavor of improving both the organizational and technological
systems' performance can be put into an organization intervention

framework which, according to Philip [1980, pp. 20-21], consists of

%: Also after M. L. Manheim, "Lecture Notes for the Seminar on
Transportation Systems and Management", Taipei, Taiwan, Republic of
- China, January, 1982.

%*k: The notion of control here does not necessarily imply that the
system under study is a closed system. Details see Chapter 2.



Exhibit 1-2~1 A DUAL-SYSTEM PERSPECTIVE OF OPERATIONS MANAGEMENT

Controlling sttem
(SOURCE OF CONTROLLING

CAPACITY)
Individual
Organization /
Unit
l Linkase

=== | (ALLOCATE capacITY
T0 TASK)"

Individual
Work Unit < > System Being Controlled
‘ (ORIGIN OF THE

| CONTROL TASK)¥*

/
|
l
|
|
|
l
!
|
|
|
I
|
|

Total Operations Management System

*: The structure of the decision tasks in principle is
also in hierarchical form; for simplification reason,.-
it is represented as one dimensional,
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three major intervention steps: 1) diagnosis and problem definition (a
diagnosis stage), 2) unfreezing existing relationships, setting change
objectives, and developing change plans (a prescription stage), and 3)
impiementation and institutionalization of change (an action stage).
. However to be more precise, Philip's framework can be further divided
into two sets of interrelated activities [Exhibit 1-2-2] - one concerned
with the substance of change or the technical dimension of intervention
(defining the problems encountered and designing solutions, i.e., the
tasks of 1, T=2 through T~7, and 8 in Exhibit 1-2-2), and the other the
procedures of change or the behavioral dimension of intervention
(identifying resistance of change, and designing and implementing
strategies to overcome the resistance, i.e., the tasks of 1, B-2 through
B-7, and 8 in the Exhibit). Successful organizational intervention must
proceed back and forth between the _above two sets of activities -
substantive and procedural[*]. This study emphasizes mainly on the
intervention activities regarding change substance [**], or more
specifically, on the diagnosis and prescription stages and on the

technical dimension's activities.

A. Key Themes of the Study

To accomplish a diagnosis and presription task, Simon [1981, p.
110] argued that two sets of knowledge are required: a large body

substantive knowledge and a few general processes - "the knowledge as

*: The potential feedback relationships among the activities shown in
the Exhibit are omitted to simplify the representation. However, 1in
practice feedback and iterations do exist.

*%: Philip's major focus was on the change procedures (i.e., the
management of change process).
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DIAGNDSI% :

STAGE

PRESCRIP-~

TION

STAGE

ACTION'
STAGE -

-

ﬁ

Exhibit 1-2-2
GENERAL ORGANIZATION INTERVENTION FRAMEWORK
(Refined #rom Philip, 1980, pp. 20-21)

. Substantive Activities
({Technical Dimensian):

.

Procedural Activities
(Behavioral DimensionY

OREERVATION, DATA ORGANIZATION and DESCRIPTION

1) Observe,

identify and describe technological L]
and organizatinonal factors relevant to problem areas

*

: L

N

el

DIAGNDSIS AND ANALYSIS

DIAGNOSIS AND ANALYSIS

T-4) ldentity the i{deal
directions far change *
T-3) Develop feasible * *

& evolutionary design
specifications

T-6) Develop alternative #*
solutions to problems
detined above :

T-7) Assess ! choose %
alternative substantive

T-2) diagnode strengths and M B-2) jdentity impacted
weaknesses of systems # organization systems #
3 | B-3) assess each B
T-3) Explain causes of * system’'s readiness
symptoms & Define problems &k capacity for change
PRESCRIPTION ~ DESIGN & UNFREEZING EXISTING,
CHOICE FOR SOLUTIONS RELATIONSHIPS, SETTING

CHAGE OBJECTIVES &
DEVELOPING PROCEDURAL

-STRATEGIES

B-4) Develop mechanism to #
communicate diagnosis results

B-S)Create a "+elt" need w/iH
impacted organization systems

B-é6) Determine preliminary #
change priaority and objectives

B-7) Evaluate & choose
alternative procedural
strategies L

-hange plans .

4

IMPLEMEMNTATION and INSTITUTIONALIZATION

8) @dminister both the substantive & procedural change
plans to improve total system's perfarmance L]

treated in this study -
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organized in processes, instructing the expert how to proceed with the
diagnosis.” Following Simon's notion, in this study we first develop
some theories which enable us to put the functions of both the
.controlling and the controlled sygtems into perspective and provide us
with the substantive knowledge (conceptual) frame needed in an
organization intervention process. Secondly, we develop a set of
general procedures associated with certain operational techniques which
can be applied , under the guidance of the conceptual framework, to the
diagnosis of transportation operations management systems. In other
words, the specific objective of this study is the development of

theories and operational methodologies which collectively enable us to

1) understand and des;ribe the nature of both the controlling and the
controlled systems in the context of transportation operations
management, 2) diagnose and analyze the strengths and weaknesses, and
problems of the total system, and 3) identify the desired directions of
change for improving the total system's performance, and de&elop

alternative change plans.

B. Empirical Example

To test the theories and the analytical methods developed in this
study, the management of railroad motive power (i.e., locomotive)
operations is adopted as an empirical case. Three major U. S.
railroads, disgﬁised as Railroads A, B and C, were involved in the
study. Due to the varying degree of details of the data, our :analysis
is primarily based on Railroad A, while Railroads B and C's data are

used for reference purpose or as supplementary information.
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1.3 Qutline of Dissertation

This study consists of eight chapters. Except for Chapter 1, the
relationships among the remaining chapters are as follows. Chapater 2
is devoted to the conceptuallization of the dual systems; the theories
and frameworks constructed in this chapter will govern the inquiry
process in the rest of the study. Chapter 3 contributes to the
developement of operational diagnosis procedures and techniques so as to
operationalize the key notions developed in the previous chapter; it
also serves as a set of organized information collection strategies and
tools which can be used to identify the state of the dual systems, to
highlight their problematic symptoms, as well as to facilitate the
design of improvement plans.

Chapters 4 through 6 are the application of the dual-system
theories and diagnosis methodologies té the context of rail motive power
operations management. These chapters provide background information
about the dual systems in study, as well as pave way to the later
stage's assessment of the systems' strengths and weaknesses.
Specifically, Chapter 4 deals with the diagnosis and analysis of the
task of rail power management as a whole. Chapter 5 concerns with one
major functional area of power management: maintenance; this chapter
also provides us with opportunities to observe the processes of
interfunctional coordination. Chapter 6 focuses on the steering control
of the motive power-related rail transportation function.

Giveﬁ the above three sets of data, Chapter 7 gives the general
assessment regarding the performance of the motive power operations
management of the host railroads and outlines the recommended

14



improvement plans corresponding to some selected symptoms identified at
various levels of the total management system. The methodological and
empirical implications of the study and the areas for further research

are summaried in Chapter 8.
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THEORIES AND METHODOLOGIES

In the following two chapters (2 and 3), based on the dual-system
paradigm as well as the organization intervention framework, theories
(Chapter 2) and methodlogies (Chapter 3) applicable to the analysis,

diagnosis and synthesis of the characteristics of the technological and

organizational components of transportation systems are developed.
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Chapter 2
THE STRUCTURE OF TRANSPORTATION OPERATIONS MANAGEMENT SYSTEMS

In Chaptér 1 we argued that the transportation process, as other
processes in the service industry, are: different in character from the
manufacturing processes, and it is this difference which demands a new
analytical framework for the study of transportation operations
management. In this chapter, we shall elaborate on this argument from

the dual-system perspective.

2.1. The System Being Controlled

2.1.]1 The Characteristics gﬁ_the Transportation Operating Systems

Following the dual-system paradigm, because the nature of the
controlling decisions and the control - tasks is derived from the
characteristics of the underlying physical processes, to start our
analysis we first discuss certain key common features of the service
operations in general, and then proceed to the more specific

characteristics of transportation operations.

A. Some Common Features of the Service Operating Systems

Transportation 1is a service in which the system utilizes its
resources primarily to change the place utility of customers or
‘customers' _belongings (i.e., cargoes). In such a transportation
operation, as in other service processes, the resources used are not
normally substantially changed physically [Morlok, 1976, p.32]. More

specifically, a key aspect which distinguishes a service process from
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the classical manufacturing process is the nature of the input and

output of its productive operatioms.

Service Output. In a service system, the output or the service is

normally characterized by multiple intangible attributes. As suggested
by Manheim [1979, Chapter 2], Fitzsimmqns and Sullivan [1982, p.16], the
service product 1is, in fact, a package of which the attributes are
collectively determined by the supporting facilities (e.g., the vehicle
in transportation service), the facilitating good (tickets, waybills,
meals), the explicit service (e.g., the transit time and reliability of
the intrinsic O-D movement), and the implicit service (the perceived

psychological benefits such as privacy and a sense of status). The

intangibility of the service output usually causes a serious measurement

problem [Sasser, et al, 1978].

Service Input. 1In a service process, the presence of the customer or

customer's belongings is essential. For instance, without the
attendance of the passenger or cargo, a transportation function is
actually not performed. In other words, in addition to the conventional

input of an operator's resource, the service object or the user is also

a necessary input for the accomplishment of a service process. Wild
[1977, p.32] argues that the service process is activated by a user
input (the customer exerts some push on the system), while in
manufacturing, the customer acts directly upon output (he pulls the
system). The presence of the user input further distinguishes service
operations from manufacturing by two characteristics, that is, the

simultaneity of the production and consumption processes and the
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perishability of the product, i.e., the service cannot be inventoried

{Sasser, et al, 1978, p.l7]. There are at least three vital and
interrelated consequences resulted from the above characteristics: 1)
the inability to inventory services brecludes the use of the traditional
manufécturing strategy = in which the output inventory is established to
serve as a buffer to absorb the fluctuation in demand - so as to
maintain the production system at some optimal constant output level
which maximizes the utilization of the capacity, 2) the
uncontrollability of the user-input, incorporated with the perishability
of the product, normally creates a serious capacity management problem
in the service industry, i.e., due to the cyclic pattern of demand, the
system is usually congested during the peaks and idled during the
off-peaks, and 3) the simultaneity causes a difficul in quality control
and this difficulty is wusually further magnified due to the lack of
proper measures of service quality as well as the labor intensive nature

of the operation.

System  Structure. In addition to the distinctive input/output

properties, the structure of the service system is usually dictated by
the location economy, i.e., the service must be produced where
prospective user—input is generated. As a result, a service system is
normally comprised of a large number of geographically dispersed local
stations, and the scale economy through the centralization of production

.facilities ﬁspally cannot be enjoyed by such a system.

B. Specific Features of the Transportation Operating Systems

A key character which further distinguishes the transportation
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operation from other service processes is the circulation of the service
objects and the resources in the system. In other words, the
transportation operating system is a system of circulatory channels in
which customers and/or cargos floﬁ from one point to another, or more

simply, the transportation operating system is a system of flows.

Associated with the flow of resources and service objects in such a

system, a number of outstanding features can be observed.

Cyclicity and Directionality of Demand. Cyclic fluctuation 1is the

common nature of any market. As addressed above, this cyclic pattern of
demand usually cuases great trouble in the management of .a service
system's capacity. However, in a transportation system, the demand is
further characterized by . strong directionality = for instance, the
outward movement of the grains from the agricultural states during the
harvest season, and the morning inbound traffic and evening outbound
traffic of an urban highway - which escalates the difficulties to the
management of system capacity in at least two ways. The first concerns
the utilization of the infrastructure. That is, during the peaks, on
the same route, the co-existence of under-utilization (in one direction)
and the over-saturation (in the other direction) of the infrastructure.
Special operating control devices are usuaully required so as to resolve
this rather ironic situation and to increase the utilization of the
capacity of the infrastructue, e.g., the reversible traffic lanes.
The.second problem concerns the operator's rolling stocks. The
directionality | of demand u;ually creates considerable imbalanced
distribution of transportation vehicles. This effect taking place in
the normally geographically dispersed transportation network results in
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a particular operating control issue in the transportation context -
vehicle backhaul economy. More specifically, the problems involved in
this issue include: 1) How to identify the surplus locations, 2) How to
balénce the vehicle flows, 3) How to minimize the empty mileages, and 4)
How to use the vehicle backhaul movement more productively. The real
challenge  of this issug, in many cases, is that it occurs right during

Ld

the peaks, and must be resolved during the peaks.

Joint Production Operations. In a transportation system, the movement

of a service object between one particular O0-D pair usually involves
multiple facilities (e.g., terminals and roadways) and multiple
processes (e.g., loading, unloading, etc.). Meanwhile, in most
non-individual modes, one vehicle usually carries more than one service
object with different O-Ds; and one facility normally serves more than
one vehicle flow at the same time. Due to the above complicated
operations, several rather unique problems are exhibited in the
transportation sector. First, the system capacity can only be defined
by associating it with a 1level of service quality [Manheim, 1979,
pe271)}, or in economic term [Henderson and Quant, 1971, p.89], the
amount of service objects handled by the system and the quality of the
service are the joint products which can be produced in varying
proportion by a single transportation process. Second, the interactions
among the service objects which flow through the system at the same time
usdally result in .an undesirable externality in service quality; in
other words, in the joint production of service capacity and qualit;,
the relationship of these two products is always an inverse one in a
given transportation system. Third, the multiple facilities involved in
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the process of servicing an O-D movement - which can be categorized as a
typical long-linked éroduction technology defined by Thompson (1967,
p.15] - create a particular control issue, that is, the traditional
responsibility center concept [Anthon§ and Reece, 1979, p.755] based on
clear-cut local cost, revenue or profit responsibilities, is difficult
to apply in the transportation industry, due to its high
mutual-dependence among the 1local operating units. As a result, the
decentralization strategy, which is usually advocated by the management
control theorists, is normally not a practical solution for the
improvement of a large transportation system's performance. This is
also the reason why Drucker [1977, p.515) claimed that 'there are ...
service institutions for which we do not possess an adequate principle
of organization." Fourth, in many transportation systems, due to the
uncontrollability of demand as well as the potential chain-effect of the
network-wide interdependence of operations, there is a general tendency
to yield considerable variances between the planned and the actual
performance. To cope with this largely intrinsic variability and to
prevent chaos, in some transportation systems, the control of the

real-time operations becomes a critical managerial activity.

Work Rules. The need to circulate resources to accomplish service makes

the transportation industry a unique system in which a majority of its

employees are working on a mobile work place (i.e., the vehicles). In
A conéequénce, bécadse the predominanf empldyees are working away from
their supervisor, a complex of special rules not normally involved at
the fixed work place are thus required, such as those concerning vehicle

speed, route, manning, safety and emergencies [Dunlop, 1958, p.36].

24



These work rules represent a set of standard operating procedures which
direct and confine the allowable discretion during the execution of the
first-line operations that cannot be specified by predetermined
operating plans but‘must be taken care of on a contingency basis.

In addition to the supervisory issues resulting from the mobility
of the employees' work place, there is another set of work rules which
imposes constraints on the management's utilization of labor force. Due
to the variable demand and the geographically dispersed network, the
nature of transportation operations is inherently heterogeneous, i.e.,
it is difficult to regularly assign all employees to specific runs or
assignments. Therefore, to prevent personal discrimination and
favoritism from occurring and to bring about a fair distribution of
work, various work rules are developed, particularly in the unionized
systems [Kaufman, 1981].

The problems concerning these work rules are the same as any other
formal regulations: once they are established, certain rigidities
develop. For instance, in the rail industry many obsolete rules
actually become barriers to the improvement of productivity. However,
in this study we are aware of the existence of this issue, but put no

emphasis on it.
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2.1.2 Conceptualization of the Transportation Process

Understanding the characteristics of the transportation operating
system is the first step toward the conceptualization of the underlying
transportation process, which in turn enables us to specify the tasks to
be controlled and their managerial implications. This section (2.1.2)
is devoted to the development of a conceptual framework for the
transportation teéhnological process, and in the next section (2.1.3),
we shall discuss the managerial implications which can be inferred from

the conceptual framework.

A. Emerging Operational Concepts

A key notion in the discussion of the above section (2.1.1) is that
the delivery of transportation service relies primarily on the cycling
of a number of résources (such as vehicles and crew) on some supporting
facilities (e.g., guideways and terminals) [Manheim, 1979]. To
translate the notion of resource cycle into a concept directly useful to
the transportation operations managers, we need to further elaborate on
the above notion and explicitly identify the fundamental elements to be
controlled and their interrelationships in the transportation delivery

process.

Resource Cycling and Flows of Work

A transportation operating system 1is primarily structured in

accordance with the flows of work [Mintzberg, 1979, p.38; Steers, 1977,

p+73], in which any act (operation) can be performed only after a
successful execution of some upstream acts (operations), e.g., before
the completion of car switching and assembling operations, no train can
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be dispatched from the terminal. Following this line of thought, one
operational scheme for analyzing the transportation operating system is,
going one step further from the notion of resource cycle, to identify

and differentiate between the various core operations and their

interface buffers involved in the resource cycles which embody the flow

of work [*]. More specifically, because there are natural orders of

operations, which are dictated by the nature of the technology adop;ed
by a transportation operating system, the resource cycles can usually be
systematically fragmented into distinct status or time phases.
Furthermore, these status or time phases can normally be related either
directly to 1) the activities - core operations - which are essential to
the delivery of transportation service, e.g., the loading, unloading,
linehaul, maintenance, etc., or to 2) a function - interface buffer = of
which the primary purpose is to provide a smooth connection between two
interrelated activities, €ege, the schedule slack between two
consecutive linehaul operations. In short, we argue that, from the
operations management perspective, most transportation processes can be
thought of as the transitions of various phases of resource cycles.
Before going any further, because the notion of interface buffers is
less obvious than that of core operations, we shall elaborate on it as

follows.

[*) The resource cycle concept in fact can serve as a device for
comprehending and specifying the distinct work flows engaged in the
transportation process. Manheim [1979] identified functional components
of vehicle cycle, given the fact that vehicle is one of the key resource
engaged in the transportation processes.
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Buffering Mechanism.

Uncertainty and interdependence are two essential factors which

receive the common concerns of many o;ganization theorists: March and
Simon, 1958; Cyert and March, 1963; Thompson, 1967; Galbraith, 1977, to
name a few. In the transporation context, the consequences of these two
factors are vital. For instance, the times when demand for service
arrive, as well as the volume of the demand per se are normally
uncertain in a transporation system. The wuncertainty of demand
incorporated with the variability of the service-delivery procedures
usually causes performance variation in each componential process.
Moreover, the ultimate effect of performance variations in one process
could be far~reaching across the network due to the chain-effect of
operational interdependence.

In order to 1) cope with (i.e., reduce, absorb or avoid) task
uncertainty and provide an "as if" certainty basis for action [Stout,
1980, p.17], 2) decouple the interdependence among operations so as to
minimize the effort of coordination and the likelihood of conflict
[Pfeffer, 1978, p.157), and 3) localize the chain-effect resulting from
interdependence [Thompson, 1967, p.57], one effective strategy is to
create various buffering mechanisms at the interface of two interacting
processes.

4Iﬁ the context of transportation operation; management, four types
of buffers are of particular interests. The first is the physical
buffer, i.e., the resources inventory created fo absorb the ﬁnc;rtainty
produced from adjacent processes. For instance, stand-by vehicles that
are purposely deployed at certain strategic locations waiting to serve
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unpredictable traffic generated in the neighboring area, represent the
typical physical resources buffer. A key point here is that, although
the transportation operating managers cannot stock their output service,

they do inventory the input resources (empty freight cars, stand=-by

locomotives, extra-board crew) to protect the unpredictable fluctuation
of traffic and to cope with the uncertain supply of resouces due to

operational variation. The second type of buffer is an informational

one, e.g., the schedule slack time built into a transporation operating
schedule. When taking a broad view, we may even conceive of the
operating schedule, as a whole, as an informational buffering mechanism,
because such a schedule provides a common guideline to a series of
interrelated processes; and to a large extent these processes can act
independently within that guideline. The third type may be called the

procedural buffer. A typical example is the practice of the preventive

maintenance. The purpose of such a buffer is to prevent the potential
operating contingence (e.g., vehicle failure) from upsetting the smooth
function of the transportation process [Miles, 1980, p.295]. Indeed,
for certain controlling units, these procedural buffers are their core
operations, such as preventive maintenance to the mechanical personnel.
The fourth type concerns the interface between the organization as a
whole and thg'environment. For instance, if we view the activities
conducted by the operafing dep;rtmént as the core operatiéns, then the

marketing activities becomes a system-environment buffer which is

specialized to deal with the external uncertainty and enables the
operations department to concentrate on the internal operating issues.

In short, the buffering mechanism is a device for coping with task
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ungertainty and interdependence. Among the four types of buffers
specified above, the first two are identifiable by the physical
transportation process, while ;he last two are rather abstract. 1In the
following analysis, we shall concern primarily with the first two types

of buffers - physical and informational.

Elementary System Modules

From the preceding discussion, we can summarize that the delivery
of transporation service relies primarily on the «cycling of various
resources, and these resource cycles can be generally factored into
status or time phases. These cycle components either function as core
operations which directly or supportively contribute to the delivery of
transportation, or serve as buffering mechanism to cope with task
interdependence and uncertainty.

Given the above conception, and following Ray Wild's suggestions
[1977, p.34], we argue that a transportation operating system is
comprised of three elementary types of modules [*] as shown in Exhibit
2-1-1. Each type of module represents a different arrangement of the
core operations and the buffering mechanisms. The first one utilizes a
resource inventory to provide timely service as soon as the service
object arrives. The second one reverses the structure and lets the

service object await the arrival of the resource, while the third

*: Starr [1964] once argued that "there is an underlying pattern [for

the input—-output production system] that is divisible into some kind of
modulaar units. These can be joined in different ways to form varying
configurations of input-out systems."



Exhibit 2-1-1 ELEMENTARY MODULES OF TRANSPORTATION OPERATING SYSTEM
(After Wild, 1977, P.34)

B) R

Q) R == v\

KEYS: —% PHYSICAL FLOW
R RESCURCE-INPUT
‘;;7 RESOURCE BUFFER INVENTORY
s SERVICE OBJECT
}145; SERVICE OBJECT BUFFER INVENTORY
(::) CORE OPERATION
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one combines the above two structures and establishes two buffers in
around of the core operations.

Two points must be noted. First, the service object mentioned
above not only refers to the outside customers but also to resources of
different categories. For instance, when the maintenance crew is viewed
as the resource of concern, the vehicle to be maintained is the
service object. This broader definition is necessary to make the above
notion of elementary structural modules applicable to a more operational
level. Second, a different type of module has inherent implications in
its performance, in terms of the resource consumption and service
quality. For instance, for a given operation, the first type generally
consumes more resources than the second but provides better service
quality, while the third type usually achieves more balanced
pérformance, which is something 1in between the above two types. 1In
short, each type of module may involve distinct technology and is
suitable for certain specific operating contexts with different

managerial emphasis. We shall return to this issue in Section 2.1.3.

Example of Resource Cycle - Vehicle Cycle

To gain more insights into the concept of resource cycle, an
illustration of the application.of this concept should be worthwhile.
In the following, we choose the vehicle, among other resources employed
by transportation carriers, to demonstrate how to construct an analysis
framework based on the resource cycle concept.

The derivation starts from the identification of the types of

cycles in which a vehicle is engaged. By categorizing the time-phases
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involved in the annual activities of a general vehicle, Manheim observed
three types of vehicle cycles - the operating cycle, the service cycle
and the annual cycle [1979, p.220]:

The operating cycle begins and ends at the operational base and
includes positioning time, travel ¢time while loaded and unloaded,
load/unload time, operational servicing time, scheduled slack, and
movement processing time. The service cycle begins and ends at a major
maintenance base and includes one or more operating cycles as well as

positioning time from and to the maintenance base. The annual cycle

includes the service cycle, time spent in periodic maintenance, and time
spent in idle status.

It is important to note that these cycles are hierarchically
interrelated as shown in Exhibit 2-1-2. Several observations can be
made from the above example.

1) The resource cycle can be specified in varying degrees of detail.
However, their fundamental components are either core operation or
operational buffer, or some collection of these two elements.

2) Within any particular level of the hierarchy, the cycle components
specified above satisfy the mutually exclusive and collectively
exhaustive criteria (although some of the components can be further
factored into more detailed elements). In other words, to specify a set
of cycle components which satisfy the above criteria along a particular
resource dimension is not infeasible.

3) The interdependence of the components of a resource cycle can be
specified through the aqalysis of the underlying cycling process.

4) Different cycle components involved in a resource cycle demand
- different analytical methods and measures for assessing the process, and
different management skill and talent are required accordingly. For
instance, the elements under the in-motion category (core operations)
can be appropriately analyzed through the classical engineering approach
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Exhibit 2-1-2 I HICLE CYCLE HIERARCHY
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- vehicle motion mechanics; while the analysis of schedule slack (an
operational buffer) requires another set of knowledge, such as system
operating reliability, trade-off between service level and resource
consumed.

5) Because some of the components of a resource cycle may also be the
common elements of other resource cycles (e.g., schedule slack could be
a common components for both the vehicle cycle and crew cycle when the
crew is assigned to the vehicle), it is possible to augment the scope of
the analytical framework embodied on a elected resource cycle as needed
by associating additional elements to the appropriate components (in the
original cycle) which are a) also the cycle components of other resource
of concern, or b) directly related to some other concerned issues. For
instance, to address energy issues, some fuel consumption elements may
be associated to the elements under the original in-motion category in
Exhibit 2-1-2.

6) To predict the performance for a set of resources, one could predict
the characteristics of the cycles for all resources of concern. Exhibit
2-1-3 depicts such an image - one may notice that the issues of
interdependence among different resources cycles can be addressed
through the analysis of the activities (i.e. blocks in the exhibit)

where they intersect,
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Exhibit 2-1-3 RESOURCE CYCLES AS ANALYSIS FRAMEWORK (RAIL CASE)
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B. Defining the Object to be Controlled

Putting the preceding disscussions into a control perspective, our
" concern is to translate the various conceptions specified above into a
coherent framework which characterizes the control tasks underlying the
system being controlled. In other words, we must define, in the
controlled system, the object to be controlled which is assignable to
some identifiable elements in the controlling system which have or
bshould have the capacity to control the performance of the task. To do
this, we should first examine the general managerial activities involved

in the control of a resource cycle component.

Management Cycle

The management of a resource cycle component encompasses a wide
array of activities which in principle constitute a cyclic process
(Rathe, 1959, Anthony, 1965]. Such a cycle can be called management
cycle which contains the following three distinctive but interrelated
phases.

Planning - determinning objectives as well as media such as

operating goals, work programs and procedures, quality standards,

and the like.

Execution - exercising control over specific tasks within the

framework defined at the planning phase to assure the actions are

carried out properly.

Review ~- measuring and appraising the performace, interpreting the

effects and causes, as well as feeding back distilled conclusions

for further planning. '

One must note that, the management cycle comprised of the above three

elements is not a closed 1loop. Successful implementation of the
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planning and review functions usually involves certain analysis efforts
characterized by 1) to which external information is an essential input
[Anthony and Dearden, 1976, Chapter 1], and 2) of which the activity is
usualiy conducted separately from the regular managerial routines
[Rathe, 1959]. We consider both (above) types of efforts an auxiliary
to the basic management cycle. To amplify, the purpose of this
auxiliary is the feed-in of additional intelligence, i. e.,

1) procuring supplementary information (external or internal)
through surveys, etc.

2) processing existing data by enlisting the potential of
statistical, mathematical and other information-processing
techniques to gain more insights into a problem, and

3) searching for new knowledge which make it possible to crake old
problems, to find new alternative solutions, and to discover
reasons for previous failures.

In this study we call the above function off-line analysis. The notion

of management cycle can than be summarized as shown in Exhibit 2-1-4.

Given the notion of management cycle, we can then define the
fundamental object to be controlled in the transportation system. In
this study such an object is called work units. Because the management
of any resource cycle component involves all three phases of the
management cycle, we argue that each component of a selected resource
cycle will generate three work wunits which represent the planning,
. execution . and reviewb tasks associated with the concerned component,
respectively. Therefore, the work units generated from each cyéle
component of a selected resource collectively define the totality of the
tasks to be controlled associated with the resource. Once the work

units have been specified, they can then be related to the elements in
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Exhibit 2-1-4 The Notion of MANAGEMENT CYCLE
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the controlling system. By this token, organization diagnosis can be
conducted concerning the strengths and weaknesses of the control
function of the total system, according to the characteristics of the
linkage; between the work units and organization units.

Three points are worth noting: 1) The elementary work unit thus
specified may vary in their degree of detail, depending on how detail we
disaggregate the resource cycle; 2) Depending on the issues, analysis
perspectives and the structure of the controlling system, the work unit
actually assigned to the controlling organization unit may consist of
one or more than one elementary units; 3) The work units are
interrelated in two ways - one is the technological interdependence
resulting from the underlying resource cycling process, and the other is

the administrative interdependence resulting from the procedures of

management cycle.

2.1.3 Totality of the Control Tasks

To éonclude our conceptualization of the system being controlled,
in the following sections, we like to put the notion of work unit into
perspective and develop a typology of control tasks which embodies the
nature of the system being controlled. However, before getting into the
key theme, it is appropriate as a premise to first clarify the role of

transportation operations management.

A. The Role of Transportation Operations Management

Conflicting Goals. The performance of a transportation system can be

comprehended through two general perspectives - wuser's and operator's
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(Manheim, 1979, Chapter 5]. From the user's perspectives, one puts the

focus on the service level experienced by each individual 1load from

origin to destination. The importance of understanding the service
level is that it enables the management to predict how customers may
respond to changes in the system performance; whereas, from the

operator's perspective, one needs to care about the resources consumed

and revenues from all services provided by the transportation enterprise
simply because the financial viability of the system is determined by
the costs associated with resources consumed together with the revenues
generated from system users.

However, because higher quality service can normally be achieved
only through 1larger amount of resources consumption, there is an
inherent conflict between the service goal - which prefers higher
quality, and the resource goal - which prefers lower consumption. In
addition, it is not unusual that the goals of several resources may also
conflict due to the potential trade-offs resulting from the complicated
interactions among the resources or due to their inherent substitution

relationships.

Management Roles. The need for transportation operations management

stems from the fact that the operating system must contend with multiple
;bjectives - satifactory service must be delivered simultaneously with
the achievement of efficient operations; either inefficient use of
resources or inadequate service QUality is sufficient to give rise to
?he failure Iof the operating system. Transportation operations
management is concerned with the provision of both satisfactory service
and resources productivity; one must be balanced against the other since
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an improvement in one may cause a deterioration in some aspect of the
other.

Inconsistency among goals - either service vs. resource, or
resource Vs. resource - exists usually because of a lack of clarity
about how behavior in one subsystem affeéts that in others. In a
transportation system, both service levels and resources consumed vary
as the options specifying the system are varied and/or as the volume
using the system is varied. To analyze system performance, one must be
able to trace out how both vary[*]. The transportation delivery process
itself involves not only the application of technology but also the
adequate management of all the variables that can be controlled - these
include the options open to both the controlled system and the
controlling system. In short, the essence of effective operations
management is seeing the interrelationships of all the variables and
viewing the entire transportation delivering process as an integrated

system.

*: 1In other words, the notion of balancing service level with resource
consumed is vital to the design and application of the performance
indices of transportation system. :
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B. A Typology of Control Tasks

As demonstrated by the example of vehicle cycle cited in Section
2.1.2A, the components of a specific resource cycle are normally
hierarchically interrelated. Manheim argues that a hierarchy of
decisions for transportation operations management can wusually be

"specified [1981]. For example, it may begin with the short-range
operations planning and control problem - effective utilization of
vehicles, given fixed facilities and technologies - this includes
service planning, producing an operating plan, determining maintenance
policies, effective utilization of manpower and other resources within
work rules and other constraints, etc.; then is the mid-range options of
vehicle fleet acquisition or divestment; finally follows by the
long-term options of major changes in facilities, including guideways,
terminals, maintenance, and the like.

Putting the notion of work unit into a time perspective as
suggested above and by taking into account the structure of the
controlling system (which will be discussed in part 2 of this Chapter),
we can categqrize the work units (including both of those associated
with the cycling resource and with the fixed resource) into

three levels: steering control task, functional control task, and

meta=-control task [modified from Anthony, 1965; Mesarovic, et al, 1970;

Newman, 1975; Kirkert, 1980]. By integrating these three levels tasks

into one framework, a hierarchy of control tasks is constituted.

Steering Control Tasks. The steering control task, following Newman

[1975], is simply the control of the operating schedule of a variety of

43



resource cycle components at various locations of a transportation
network. The objects to be controlled at this level are 1) the amount
of the physical throughput (e.g., resources, and/or traffic) which flows
through the system, and 2) the timing of occurance for the process.
Referring to the vehicle cycle example, the sterring control task is
mainly concerning with the execution phase of the operating cycle, and
the execution of the core operations or bufferring functions of higher
level cycle (e.g., maintenance operations). Indeed,the discharge of a
steering control task may itself constitute a sub-management cycle and
in this study we call such a cycle steering control cycle [more
discussion see Section 2.2.1].

The nature of the decisions involved at this level's control tasks

is usually routine, repetitive and well-defined. Nevertheless, as

argued earlier, these tasks are not necessarily a straightforward
implementation of some fixed blue-print; continual judgement is
regularly fequired due to the ever changing operating contingencies, and
timing is critical because these tasks are performed on a real-time
basis. Due to the 1long-chained interdependence [Section 2.1.1B],

on—-line communication is essential to perform the task; however, the

final decision is normally reached at the discretion of the individual
who is in charge of the work wunit. In other words, in real-time
context, due to the mutual-dependence with rest of the system, the
discharge of alsingle work unit demands information on a large amount of

variables, and most of these variables are uncontrollables from the work

unit's viewpoint; it is communication which renders the uncontrollable

variables more certain and leaves the controllables at the responsible
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individual's discretion.

Functional Control Tasks. Steering control 1is performed within a

context defined by higher level control tasks. The planning as well as
revieé (which provides information for reélanning) of various operating
schedules in a transportation enterprise are typical control tasks at
this level. Because the physical flow is influenced significantly by
the number of stages as well as the location of buffers involved in a
system, changing the arrangement of operational buffers, in effect, is

changing the arrangement of control points, and it is an effective way

to intervene in the real-time performance. The Work units at this level
at least contain the following two types of tasks: 1) specifying the
timing of arrival/departure of physical flows (resource and/or traffic)
to/from various core operations and operational buffers under some
presumed operating situations; and 2) creating or eliminating
operational buffers or even core operations without 'changing the
infrastructure of the system.

Referring to the vehicle cycle example, the functional control
tasks concern with both the planning and review phases of the operating
cycle, the service cycle and the annual cycle. The work units at this
level together with the steering control tasks complete a functional
control cycle.

Decisions at this . level are made less frequently than that at the
.previous ievel. A much largér array of contréllablés are included in
the task at this level than in any steering confrol task; such an 'aréay
usually contains the elements of a whole resource cycle (e.g., freight

car management), a whole work flow (e.g., rail piggy-back service) or a

-
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particular operating function (equipment maintenance). The
uncontrollables, caused by task interdependence, are not as
well-specified at this level as at the steering-control level. To deal

with them, coordination and some form of collective decision are usually

required so . as to produce mutually consistent operating guidelines for
‘the steering control tasks. The decision problems raised at this level

are normally less well-structured than those encountered in the

real-time context. Off-line analysis is wusually essential to the

successful discharge of this level's tasks.

Meta Control Tasks. According to our definition, both the functional

and steering control tasks are performed in a framework with a given
amount of total resources available, i.e., within the limit of a given
capacity. Therefore, a natural level above the previous two is
system-wide meta control tasks [Kickert, 1980] taking care of the
capacity of the system. A general objective for this level's tasks is
to match the system capacity with long-term demand. From such a
capacity control point of view, the two lower levels' tasks are

complementary, since their objectives are mainly to accommodate

short-term and real-time imbalance between system capacity and demand

volume. Meta control tasks provide both the procedural and structural

operating contexts for the functional and steeering control tasks. Not

only the resources in cycling but also the non-circulatory (fixed)

resourceé, such as termingls, plants, etc., are of concern at this
level. In other words, it is this level's tasks to control the most
appropriate combination of all options available to operations
management in response to the changing environment. With more options
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to explore and greater flexibility in finding a solution, the challenge
is not simply to coordinate or to implement, but to develop in a manner
that supports and enhances the ultimate goal of the system.

In terms of vehicle cycle, at this level the key issue is concerned
with vehicle's life cycle, or more specifically the planning and review
of vehicle life cycle as well as the vehicle fleet size. The work units
at this 1level incorporated with the lower level control cycles form a
meta control cycle.

The decisions involved at this level are generally novel and

ill-structured in nature, and most of the uncontrollables are

external-oriented. The problem concerns not only the technical

uncertainty which can be dealt with through fact finding, but also

political uncertainty which relates to the value consensus on the

system's goals [Brightman, 1982, p.6; Stout, 1980, p.151; Thompson,
1967, p.134]. Because the problems to be dealt with are ill-defined,
the source of information becomes an issue. The use of the conventional
formal management information is usually very 1limited at this level,
informal communication systems become more effective and in many cases
ad-hoc information inquiry effort is required [Soelberg, 1967; Tuggle,
et al, 1975; Mintzberg,et al, 1976]. In other words, off-line analysis
must be conducted extensively and intensively so as to discharge this

level's tasks successfully.
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Hierarchy of the Control Tasks.

In summary, the control tasks derived from the nature of the system
being controlled are hierarchical in character [*], ranging from the
lowest well-programmed stimulus-response type of steering control tasks
geared closely to the process of physical transportation flow, to the
ill-defined system—-wide meta-control tasks dealing with the design and
redesigﬁ of the transportation system in response to the long—-term trend
of the external operating environment, with a level of functional
control tasks in between to mediate the two extremes. The wunderlying
mechanism which integrates these three~level control tasks is the
cause-effect and ends-means interrelationship existing among the
decisions involved at various levels' tasks.

In this study we argue that, in order to specify the
characteristics of the transportation system being controlled, it is
essential to specify the hierarchy of the control tasks, and only in
this manner can the required controlling function - which provides a
solid reference 1line for the diagnosis of the performance of the

controlling system — be identified.

*: We follow Philip's term - hierarchy of control tasks [1980, p. 77],
and further refine it.
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2.2 The Controlling System

The controlling system in this study is primarily defined as the
organization of a transportation emterprise. However, the knowledge of
the static formal organization structure of a transportation enterprise
does not allow us to understand how the organization structure works in
practice. To attack this problem, some organization theorists propose
to take a functional approach which '"would first select appropriate
components or sub-systems (e.g., decision areas), then show how the
characteristics of these components (e.g.,the way decisions are made)
bring about some state of the system" [0'Shaughnessy, 1972, p.121]. As
to the problem of how to specify the system components, there seems to
be no standérdized practice: different analysts may adopt different
specification for different purposes. For instance, in one article
[1973], Simon emphasized the importance of examining the information
system 1in abstraction from the formal organization departmental
structure; whereas after the -review of various schools of thoughts,
Galbraith [1977, p.31] summarized the following five variables as the
key to the design of an organization: task, structure, information and
decision processes, reward systems, and people. In a recent study on
several transportation organizations' performance, Philip ([1980]
advocated the concept of seeking congruence among three elements -
organization structure, information systems, and decision process - so
as to appropriately support the transportation activities.

In this Study, a comparison with Galbraith's framework, the task
variable has been elaborated and expanded into the system being

controlled as discussed in the preceding part of this chapter, and as a
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first approximation, both the reward systems and people are considered
as an integral part of the organization decision mechanism. Given these
two premises, we are allowed to reduce our focus chiefly on the three
dimensions as suggested by Philip in the study of the transportation
cdntrolling system. In fact, this reduced construct is consistent with
Simon's proposal in which the key theme is arguing the importance of
designing an organization in accordance with its underlying information
processing structure - the essence of such a structure is determined by
organization structure, decision process and information systems. To
further operationalize the above concept, this study adopts a
hierarchical analysis approach, i.e., the behaviors of a transportation
controlling system are probed alone the following three dimensions:
1) How the system as a whole behaves in response to an
organization-wide problem?
2) How a group of organization units works together as a team to
carry out a decision-making process?
3) How an individual behaves when he encounters a decision
problem?
Our hypothesis is that, through such a segmented analysis[*], the
results can collectively provide us with a sufficiently rich descriptive
and analytical data to enable us to put the function of the controlling

system into perspective, to conduct insightful diagnosis

[*¥]: The three levels of diagnosis, in practice, could ‘be a
multi-faceted iterative process with a variety of depth in each level.
Detailed discussions see Chapter 3.
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concerning the actual system performance, as well as to develop norms
for organization change if needed. The following is the summary of our
conceptualization of a transportation controlling system regarding 1)
the macro-function of the organization structure as a whole, 2) the
gréup decision-making process, and 3) the individual decision-making

behavior.

2.2.1 Organization Sturcture - A Macro Problem~Solving Perspective

Organization is a mechanism developed to solve complex problems
through organized effort to achieve some shared purposes. To put the
function of an organization into perspective, in this study we conceive
of an organization primarily as a problem-solving mechanism. In the
following, we first elaborate on the above notion from two distinct
viewpoints, i.e., mechanistic and open system (or organic) [Burns,

1963]), and then integrate both viewpoints into a broader frame.

A. Mechanistic View

Means—ends Hierarchy and Work Division

March and Simon {1958, p.169] argued that the basic features of an
organization structure and function are derived from the characteristics
of human problem-solving processes. it is observed that when faced with
a complicated issue, managers usually attempt to simplify the issue by
decomposing one decision into many smaller sub-decisions and by trying
to use standardizeq programs to deal with each problem [Alexander and
Manheim, 1965]. The principai way to decompse a problem is té.conduct

a means—ends analysis [March and Simon, p.152]. Manheim [1966] has
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illustrated how to solve a complicated problem by specifying a solution
progressively from the level of very general plans down to determining
the very detailed step-by-step execution tasks.

The decomposition of a large task into parts, according to March
and Simon [1958, p.152], can be more elaborate for an organization than
for an individual person, because in an organization context the means
specified in the problem-decomposition process become subgoals which may
be assigned to lower level organization units. In March and Simon's

view the division of work can be explained by the cognitive limit of the

huﬁan mind (an individual can attend to only a limited number of things
at a time) [also see Section 2.2.3 of this study]; therefore, various
aspects of the whole complex problem are being handled by different
individuals and different groups of individuals in an organization, so
that each organization unit only needs to take care of a manageable part
of the whole problem and omits the others ([March and Simon, 1958,

p.151]; the resulting departmentation can be mapped to a means-ends

hierarchy which relates the individual tasks to the organization purpose
[ibid, p.3l). Along the same line of thought, Williamson [1979,
pp.27-31] even specified a formula which equates the number of

organization levels to a function of control span.

Mechanistic Bureaucracy

The image of the organization as a means-ends hierarchy allows us
to gain insights into the classical bureaucracy, which is characterized
by vertical and horizontal job specification, a proliferation of rules
and regﬁlations, formalized communication through the organization, as

well as by the decision-making process following the formal chain of
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authority [Mintzberg, 1979, Chapter 18]. 1In the context of operations
management, when the operative end of an organization is to produce
certain fixed outputs, such an end can wusually be systematically
factored into a family of simple, repetitive tasks - which stands for a
‘set of empirically proven means to the intended operative end - and the
mechanistic bureaucracy becomes a rational organization structure that
maximizes production efficiency through the precise execution of various
standard operating procedures (SOPs) associated with the individual
tasks specified above. In other words, a classical mechanistic
organization 1is an instrument or tool for achieving a given end through
the functiqning of the built-in hierarchical means-ends mechanism.

It is clear that the premise which determines the validity of a
bureaucratic machine is the validity of the ultimate operative end - in
terms of some effectiveness measures, such as the long-term survival of
the organization. This argument highlights a major issue [*] faced by
business bureaucracy, that is, an efficient instrument is not
necessarily always effective in all situations and for all problems. In
a stable and deterministic environment, a fixed operative end may remain
valid and effective, as does the end-specific bureaucracy; while in an
ever changing external and internal environment, the validity of any
established operative end becomes an issue subject to review from time
to time to the organization, so does the business bureaucracy which

‘embodies the operative end.

[*] Specialization, a key characteristic of the bureaucratic
organization, has recently come under attack by the proponents of job
enlargement. They believe that the concern with task specialization has
dealt only with the cognitive but not the motivational aspects of work.
However, this is not the major emphasis of this study.
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However, the need for organizational change should not make an
organization as vulnerable if the signal of change from both internal
and external environments can be well received by the organization. The
key source of trouble stems maily from the inward-oriented management
éttitude associated with the mechanigtic organization. As argued by
Mintzberg [1979, p.321): "the managers at the strategic apex of these
organizations are concerned in large part with the fine tuning of their
bureaucratic machines ... just keeping the structure together in the
face of its conflicts [usually] consumes a good deal of the energy of
top management." As a result, they become insensitive to the change of

environment and fail to respond to it in an entrepreneurial way.

B. Open-System View

Environmental Determinism

The mechanistic organization can only be trouble-free in a closed
system with a highly predictable environment. However, the market and
the internal constituencies of any business are normally in a constant
state of flux; in response to this reality, there is a school of
thought, i.e., environmental determinism [Steers, 1977, p.90], which
argues that organizational rationality never conforms to close-system
logic but demands the logic of an open-system, or more specifically,
most effective organization design is determined as a function of
eiternal factors. For instance, Lawrence and Lorch [1967] emphasized
the need for an organization to understand its environment and to

structure itself accordingly. They concluded from their study that
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environment does play an important role in the relation between
structuring activities and organizational success. Moreover, Alfred
Chandler suggested that there 1is a relationship among environment,
strategy, organizaﬁion structure and its success: ''strategic growth
resulted from an awareness of the opportunities and needs to employ
existing or expanding resources m&re ﬁrofitablly. A new strategy
required a new or at least refashioned structure if the enterprise was
to be operated effectively" [1962, pp.18-19]. In short, environment
determinism advocates that an effective qrganiiation must be structured
organically with high flexibility and adaptability in response to

environmental changes.

Structural Dilemma

The preceding discussion uncovers a structural dilemma faced by the
operations management: on the one hand, to gain production efficiency,
the organization should be maintained as a stable closed system and
structured principally by following the chosen production technology; on
the other hand, to cope with environmental uncertainty and to achieve

system effectiveness, the organization structure must remain flexible

and adaptive. The key issue is whether it is possible to design a
single organization to satisfy both seemingly conflicting criteria.
T;ompson [1967, p.20] attacked this problem explicitly. He argued
that:

Since the technological activities are embedded in and
interdependent with activities which are open to the
environment, the closed system can never be attained for the
technological component...[yet] the technical core must be
able to operate as if the market will absorb the product at a
continuous rate and as if inputs flowed continuously at a
steady rate and with specific quality. ... organizations
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reveal a variety of devices for approximating these "as if"
assumptions, with input and output components meeting
fluctuating environments and converting them into steady
conditions for the technological core.

Vertical Qualitative Differentiation and Three-level Concept

In other words, in order to operate smoothly without interruption,
the technical 1level cannot tolerate much wuncertainty, therefore a
necessary buffer must be provided to separate the technical core from
direct exposure to the external unpredictable environment. Steers
[1977, Chapter 5] emphasizes the need to set aside and invest some
resources in activities that will enhance the net worth of the

organization in the future, because without such renewal efforts,

organizational survival is easily threatened by short-term shifts in
demands, resources and so on. Following Parsons' [1960] three-level
system notion, Thompson suggested that such an organizational renewal
effért is best accomplished by the senior management: "If the
closed-system aspects of organizations are seen most clearly at the

technical level (i.e., the bottom level of an organization), and the

open-system qualities appear most vividly at institutional level [i.e.,

the top level of an organization]"[l967, p.12]. The remaining issue is
how to mediate between the above two extremes. Thompson went on
suggesting [ibid]: "If the organization must approach certainty at the
technical level to satisfy its rationality criteria, but must remain
flexible and adaptive to satisfy environment requirements, we might

eipect the managerial level to mediate between them, ironing out some

irregularities stemming from external sources, but also pressing the

technical core for modifications as conditions alter."
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In summary, to appropriately balance the efficiency and
effectiveness criteria, the controlling organization of an operating
system should function like a three-level system[*], each level dealing

with tasks which are qualitatively different - the low-level for

physical process, the top-level for system-wide adaptation, and the
middlé-level for mediation and codrdination. In other words, in the
conventional business bureaucracy, the hierarchy of the organizaiton 1is
primarily a result of work division = the managerial energy at all
levels is oriented toward the same instrumental (operative) end, i.e.,
looking into the procedures and processes of a given production
technology. However, a properly functioning organization demands a
qualitative break along the vertical dimension of hierarchy in terms of
the orientation of managerial attention, particularly for the top level:
its attention should focus not only on the achievement of the
instrumental end but also on the validity of the instrumental end with

respect to some effectiveness measures of the organization.

*: Parsons and Thompson's three-level notion is derived from a
conception of an organization's structure and its function. Anthony's
three-=level notion, the notions of management cycle, as well as of the
hierarchy of control tasks (Sections 2.1.2 and 2.1.3) are derived to
conceptualize the characteristics of general management activities.
The relationships between these two group of typologies are discussed
in the next subsection (2.2.1C).
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C. Meta-Control View

To * conclude the above discussion, the mechanistic system embodied
in a specific means-ends hierarchy is an efficient structure for
acﬁieving production efficiency; however, it suffers from the drawback
that, in time of change, the underlying operative end may no longer
serve the goal of the organization, nor will the organizational
structure; whereas the organic (open) system is effective in response to
the environmental change, but has trouble in providing a stable
operating context demanded by production efficiency. To resolve the
above structural dilemma, a qualitative differentiation of the
organization hierarchy is required, and in effect this 1leads to the
notion of a three-level organization system as cited in the foregoing
section. In the following, we shall illustrate the relationships
between the three-level system and the organizational problem=-solving
processes, and then put them into a unified framework  which

characterizes the function of the organization structure as a whole.

Organization Problem-Solving Cycle

Generally speaking, problem-solving is a conversion process which

transfers an open problem with unspecified ends and means into a closed

problem with specific step-by-step action procudures (solution) which
lead to a given end [Poan, 1969; Lang, et al, 1978]. Associating this
problem—-conversion notion with the Parsons and Thompson's three-level
system concept, we argue that, in an organizational context, the general
responsibility of top management is to define and re-define
organizational problems through the specification of either their ends

or means; for first-line management, is to execute the solutions, while
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for middle management, is to transfer the semi-open problems with
unspecified means or ends into closed problems [see Exhibit 2-2-1].

.Comparing the above three-level organizational problem-conversion
system with the means—ends hierarchy implied by the classic mechanistic
organization, one finds that the latter is only a partial structure of
the former as indicated in Exhibit 2-2-1. Specifically, the classical
bureaucratic system constantly defaults the first phase of the
conversion process, 1.e., defining problems; as a result, their
problem—solving machines easily become obsolete when the predefined
problems change.

Nevertheless, imposing a problem-definition element on top of the
classical bureaucratic machine will not necessarily turn the system into
an adaptive one. Although the problem-conversion phases commonly
proceed downward from the open-problem to closed-problem - a process
usually referred to as formalization or institutionalization [Tuggle,
1978, p.42); for an adaptive system, the reverse process is equally
important. That is, in certain situations, the system should be able to
re-open the already institutionalized problem~solving machine - a
process usually referred to as organizational innovation or development
{Lawrence and Lorsch, 1967, p.90]. In other words, problem-conversion
should function in a cyclic fashion, but not as a top-down linear

one~way process.

Meta—Control Structure - Organization as a Problem~Conversion Mechanism

° To conclude, from a functional perspective, an organization can be
viewed as a macro problem-conversion mechanism. By applying such a
notion, the principal roles (in terms of task authority and
accountability [Philip, 1980, pp. 82-85]) of an organization's various
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levels can be characterized by the relationships between the
problem—-conversion cycle and the three major organization levels (see
Exhibit 2-2-2); and such relationships define the operational structure
of an organization in managing a particular task. In this study, we

call such a structure meta-control structure, which explicates the

authority and accountability of all the involved organization units[*].
Briefly, the management of any particular task starts from the
definition of the problem and develépment of planning premises, both of
which are wusually the responsibility of top management at the
institutional 1level; then the problem is reduced to the planning phase:
the middle management, based on the given premises, develops operating
guidelines or action plans (schedules) for first line management at the
technical 1level; and finally, first-line management executes the
well-defined operating tasks, and based on immediate performance
feedback, takes necessary corrective actions to assure the smooth
operation of the controlled system. Moreover, over a certain period of
time (e.g., a week, a month or a season), middle management may review
the average performance of the controlled system and use the evaluation
results as input for replanning of the responsible functional lines;
while top management concerns itself with the performance of the system
as a whole - in terms of overall competitive position, the relative
strengths and weaknesses among various functional.segments and so forth

[Lorange, 1980, p.18]. These éppraisals feedback and direct

{*] In this study, we define authority as the input or effort aspect
roles of individual organization unit in accomplishing a specific task,
while accountability concerns with the output or result aspect of
individual roles.
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the redefinition of the problem or the refinement of the total system
‘(both the controlling system and the controlled system)[*].
Therefore, in a properly functioning organization at 1least three

generic control cycles can be identified, which correspond exactly to

the levels of control task hierarcHy associated with the system to be
controlled. To amplify, the first line manager is responsible for the

steering control cycle which streamlines the physical operations. The

middle management is responsible for the functional control cycle which

guides the technical level's operations, provides necessary buffers to
insulate the technical operations in a closed system, and exercises
incremental adjustments within certain bounded limits imposed by the top
level to enable the technical level operations to accommodate short-run

fluctuations. The top management is responsible for the meta-control

cycle which provides the ultimate buffer between the organization and
the external environment and controls the systemic structure of the
organization. It is the meta-control cycle which allows the organizaton
to behave as an open (organic) system and to pursue effectiveness. In
other words, the organization levels defined above are the most
aggregated organization units which can be identified to be responsible
for the performance of certain specific categories of work units in the

underlying technological system.

*: In fact, the notion of +the problem-conversion cyecle 1is, by and
large, compatible with and complementary to that of the classical
management cycle, i.e., plan-execution-review cycle [section 2.1.3].
The problem-conversion notion underscores that an essential step in any
updating of a present managerial practice is the re—examination of the
planning premises - concerning problem definition and redefinition
[Newman, 1975, p.113], while the management cycle notion highlights the
cybernetic feature of the controlling mechanism - performance feedback
is specified as a key information source for re-planning - which
explicitly indicates that problem—conversion is a cyclic process.
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2.2.2 Organizational Process - A Team Decision-Making Perspective

The conceptualization of the general function of an organization as
a whole is a necessary step for diagnosing an organization's macroscopic
controlling function. However, to gain more operational insights into
the underlying causality of an organizaton's performance and to
associate the work unit with the organization unit at more microscopic
1é§e1, we should further probe into the group 1level's and individual

level's behavior. In this section, we first focus on the group- (or

team—) based organization decision-making processes.

A. Organizational Decision Environment

From the preceding section's discussion, it is clear that, even in
a highly mechanistic organization, not all decisions are made at the
top; decision authority is generally distributed throughout the
organization [Simon, 1976, chapter 11]. More specifically, in an
organization as complex as a transportation enterprise, decision-making
is not an individualistic behavior but a process which usually involves

more than one participant[*].

[*]: Most of the research on decision has mainly focused on single
individual choice events, and is considered largely in isolation from
the organizational environment. Conolly [1977] cited that "a similar
isolation may be found in the literature on organizational
communication. A ... review of the, topic [Porter and Roberts, 1972])
lists only one source (out of more than 150 references) in whose title
the word 'decision' appears." The above assessment is generally agreed
with the author's own observation. In other words, the decision-making
process in a organizational context 1s currently a less than
well-developed research subject.
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The consequence of a decision to an individual decision-maker [*]
depends upon both his own choice and the choices of others.
Organizational relationships primarily grow out of the division of work
ang the delegation of responsibility and authority. The interdependence
among the decision-makers in an organization stems from the
interdependence of the underlying work units upon which the
decision-makers exercise their controlling authority. Therefore, in an
organization (such as a transportation enterprise) decision-making is
characterized as a highly diffused process [Connolly, 1977, p.208] along
various dimensions - multipersons, nontrivial physical distances,

multi-organizational levels, and multi-time periods.

Interdependence of Decisions and Indirect Decision Makers

When taking a close look at the interrelations among the
controlling decisions, one may find at least the following two
categories of interactions [Neuberger and Duffy, 1976, p.57]:

1) Two decisions are interrelated in action, if a) the choice of a

certain action in decision A eliminates the choice of some actions in
decision B, or b) some action in decision A must occur for an act in
decision B to be possible. The former type can commonly (but not only)
be observed along the vertical line authority as a result of formal dr
informal regulation, while the latter one occurs commonly (but not only)
lalong the horizontal dimension due to the sequential nature of work

flow.

*: The term decision-maker here refers to individual person or a group
of persons which can be viewed as a sigle unit to perform the decision
making function of concern.
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2) Two decisions are interrelated in consequences if the act chosen by

one decision maker influences . the consequences of another
decision-maker's potential acts, either due to 1) the externality effect
(e.g., line congestion), or 2) the built-in trade-offs (e.g, resource
inventory cost and service quality), or 3) the effect of incentive
systems (e.g., certain type of behavior is rewarded formally or
informally).

From an individual decision perspective, the ultimate choice of a
decision is not only determined by the decision-maker who directly makes

the decision, but also influenced by some of indirect decision makers

(along both horizoantal and vertical dimensions of the organization
hierarchy) who control the interdependent (upstream or downstream)
activities or processes (e.g., the uncontrollables from the direct
decision-maker's point of view) and the outcomes.

The interdependence upon other decisions and the existence of

indirect decision-makers characterizes the decision environment of any

organizational decision-making process. This decision environment
constrains the search space of aternative solutions and manipulates the
evaluation process as well as the choice behavior. Exhibit 2-2-3

illustrates such a notion.

B.  Decision Base and Decision Net

The notion of decision environment summarizes the general features
of organizational decision-making. Further insights can be obtained
through the observation of 1) How a group of interrelated organization

units are evoked to deal with a particular decision problem? and 2) What
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Exhibit 2-2-3

- DECISION-MAKING IN AN ORGANIZATIONAL CONTEXT*
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is the actual process which leads to a final actionable decision?

Decision Base

To answer the above two questions, we may start from the analysis
of the information required by a decision unit (organizational unit
evoked to play a decision maker role) in a decision process which is
presented as the blocks lined-up vertically at the middle of Exhibit
2-2-3. In this study, we call this set of information the decision
base: information required for making a decision including that related
to goals, alternative actions and potential consequences of the actions.
We argue that any decision unit in an organization must have a decision
base of its own, and part of the information contained in the base is a

result of organization design and is routinely received by the unit

through formal information channels [Exhibit 2-2-4]. However, to
accomplish a decision, the routinely received information 1is wusually
insufficient and more information must be furnished into the decision
base of a decision unit. There are primarily two approaches to acquire
the additional information needed in a decision. The first is through
interpersonal communication, e.g., by way of decision-maker's active
search via various communication channels (forma or informal), or his
passive receival of information from other initiative (or advocative)
actors. The second is through decision-maker's intrapersonal mental
process‘(operations of his decision heuristics) to generate the needed
information. In other words, in an organizaeional context, a key to
understanding the decision-making process is to focus on the
input/output operations involved 1in the concerned decision bases. In

the following, we shall further elaborate on the characters of the
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Exhibit 2-2-4

INPUT/OUTPUT RELATIONS OF A DECISION BASE
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interpersonal approach, and leave the intrapersonal approach to the next

section (2.2.3).

Decision Net: Paticipants and Role Set

" An organization unit engaged in a team decision-making process can
be distinguished by its role or contribution to the accomplishment of
the decision task. Due to the functional departmentation, an
organization wunit may either have prescribed official task role(s) in a
formal or well=-structured decision net (e.g., train-dispatching
process), or have variable roles in a less formal or unstructured
decision net (e.g., ad hoc problem-solving meeting). In order to
understand the task responsibility and pérformance accountability
involved in the decision-net, in the analysis of task roles, we focus
our attention on a) who initiates the process, b) who 1is being
consulted, c) who is kept informed, d) who is authorized to make the
choice, e) who supervises the process, and f) who implements the
decision.

To accomplish a decision in an organizational context, a

decision-net [*] that links the following units together can usually be

identified:

1) direct decision-maker(s) = in case of collective decisions, the

direct decision-maker could be more than one party,

2) indirect decision-makers - particularly the units which are either

controlling the immediate upstream/downstream -decisions (in terms of

work flow) or performing an immediate supervisory function,

[*]): Connolly [1977, p.209] used a term '"decision-specific
communication net" to stress two roles involved in a net: decisional and
informational. Other typology can be found in, for instance, Barker, et
al (1979, p. 164], and Merrell [1981].
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3) information units which provide information (due to the fact that

they have access to certain information that forms in part the decision

-base of some decision units) but, in principle, perform no

decision-making function, and

4) action units which perform the decision-taker's role and implement

the decision when the outcome of the process is an actionable decision.

In short, the decision-net is a decision-specific team structure -
embedded in the mutual-dependence of the underlying work units as well
as the organization of the controlling system - which integrates several
individual-based microscopic decision-making processes into a team—-based

macroscopic decision-making process.

Decison Net:Characters, Context and Integration Media

The nature of the decision net - in terms of the media which
actually 1link the‘individual units into an integral net as well as the
specific participants evoked in the macro-process - 1is basically
characterized by the nature of the decision problem.

As mentioned in the previous section (2.2.1), the decision problems
arising in an organization vary widely in nature, e.g., open problem,

semi-open problem, and closed problem. The procedural strategy which is

most appropriate for solving each of those problems also varies
accordingly. For instance, for problems with a principal consensus on
values (e.g., .cOncetning - the objectivs, ériteria, or- outcome
preference), the primary decision-making strategy either follows certain
structured solution procedures (e.g., routine and repetitive tasks); or

through professional judgement based on some prediction data (e.g.,
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longer range factually uncertain planning tasks); while for the problem
' wi;hout agreement on the valuational premises, the solution must be
reached through negotiation and compromise [Thompson and Tuden, 1959,
Tuggle, 1978, p.78]. Another important dimension concerning the nature

of a decision problem is the extent of time-pressure, i.e., whether it

is a crisis problem awaiting an immediate response, or a routine
operating problem able to be solved at a regular pace, or an opportunity
exploring problem with no specific deadline [Brightman, 1982].

By and large, for the routine, repetitive operating problem, the
participants involved in a decision-net are normally standardized, and

formal information channels are developed as the integration media.

Specifically, for real-time tasks, telephone calls (for geographically
dispersed operations) and face-to-face conferences are essential, and
usually the chronological sequence of the dialogue is also standardized.
For daily routines, the morning report systems and daily operating
conference could be effective [Eilon, 1968]. While for the crisis
problem, conceivably the actors which are evoked in the decision-net
depend on the decision issue encountered, and all available and most
effective media (but not necessarily efficient, Galbraith, 1977, p. 3)
will be employed in the communication process. As to the planning tasks
or negotiation problems, the primary participants to perform the
decision function - are usually problem-specific, - but the secondary
participants - who act 1in a facilitative capacity, i.e., to gain or
provide information, further technical expertise, or serve as a
connector 1linking to other groups = could vary from time to time

depending on the contingencies (Merrell, 1981, pp.297-302]. Effective
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mechanisms for solving this category's problem (planning / negotiation)
could be an interdisciplinary task force {[Bass, 1975}, collective
‘bargaining méeting, etc. Finally, the opportunity-exploring type
problems, in our opinion, basically refer to two kinds of tasks: the
general R&D function, and the function of senior management's supporting
staff who perform as a think-tank performing an off-line analysis
function [section 2.1.3]. The decision-net for this type of problem is
least-restricted, and the major media could be project reports,

seminars, or result briefings.

C. Team Decision-Making Processes at Work

The wutilization of the decision-net, from the individual decision
maker's (individual person or group of persons) standpoint, is as a
vehicle which facilitates its acquisition of information concerning
uncontrollables; while from the organization controlling function's
standpoint, the decision-net is an operational mechanism for achieving

coordination among mutually-dependent decision units, because in

principle through the  functioning of the decision-net, each
decision-maker can determine whether his intended action will enhance
his contribution to the organizational goal, given the intended actions
o; other decision-makers. 1In practice, the process of coordination can
be analyzed through two dimensions, i.e., 1) procedural - concerning the

implementatibn of the process, and 2) substantive - concerning the

rationale of the process. They are discussed in turn as follows.

Coordination: Role Influence

Simon [1976, p. 220] argued that “organizational behavior is a
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complex network of decisional processes, all pointed toward their
influence upon the behaviors of the operatives = those who do the actual
«so work of the organization." March énd Simon [1958, p.181] mentioned
that a key effect of the group on the problem-solving process is the
modificaton in the problem solution produced by direct social influence.
Drucker [1977, chapter 30] pointed ouf that communication is subjective
and perceptual, or more specifically, in the process of communication
not only objective information is being transmitted, but also the
contextual factors such as mutual perceptions between the. communicating
parties. Meyer [1978, p.44] summarized that interpersonal influence can
be exerted through at least five strategies: persuasion, coercion,
reward, personal authority (iegitimate or referent), and expert power.
Emerging from the above arguments 1is the notion that the
decision-making process embodied in a decision-specific communication
net is in part a mutual influence process between the participants.
Each task-role taker exerts, implicitly or explicitly, influence over

others. This notion of role influence [Katz and Kuhn, 1978, Chapter 7;

Barker, et al, 1979, p.166] is particularly important to the analysis of
mutual intervention behavior across responsibility lines. To amplify,
March and Simon [1958, p.179] pointed out that, if a decision-maker
cannot find a feasible solution within the search space under his
control, he tends to intervene in the uncontrollables so as to alter the
solution' constraint vset, tﬁe decision criteria, or tb redefine the
problem itself. In this kind of situations, the basis and strategies
available to the decision unit in question through which he can exert

influence on other actors in the decision-net become vital.
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Coordination: Means Control and Ends Control

As to the rationale of the pfocesé which leads to the effect of
coordination, there are at least two principal alternatives: one is to

exercise influence to limit the feasible set of actions of the decision

unit concerned; the other 1is to exercise influence to alter the

consequences of certain given actions of the decision unit in concern

[Neuberger and Duffy, 1976, p.26; Ouchi and Maguire, 1975; Miler, 1980,

pe39]. The former can be called the means-control approach (relevant to

those tasks interrelated in actions), while the latter can be called the

ends-control approach (relevant to those tasks interrelated in

consequences) [refer to Section 2.2.2A].

Means Control. To elaborate, the means—control approach requires the

knowledge that reliably 1links the controlling activities to the
controlled performance, because without such knowledge, means-control
may fail to achieve the coordination goal. Operational practices in
this category include, for instance, 1) general policies, or regulatory
guidelines, 2) operating plans or schedules, 3) various standard
operation procedures (SOPs), 4) on-line process monitoring, and 5)
specific action orders [Miles, 1980, p.39; Hampton, et al, 1978, Chapter
9; Tuggle, 1978, p.42; Newman, 1975, p.6]. The allowable extent of
discretion implied by the above means—control practices are different -
ranging from relatively broad (e.g., policy guidelines) to virtually
null (e.g., specific action order). A substantial amount of research

and theory suggests that the performance of relatively routine tasks,
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with relatively mechanistic technology, is facilitated by comprehensive
means—control mechanisms that closely regulate the controlling behavior
[Lawrence and Lorsch, 1967, Woodward, 1965, Perrow, 1970]. In a
transportation controlling system, the means-control mechanisms are
usually pervassive and comprehensive: higher level activities are
generally coordinated through policy guidelines, operating plans and
schedules, while lower level activities are closely coordinated through

SOPs, on—-line monitoring and direct action orders.

Ends Control. As to the ends—control approach, it includes at least two

practical strategies: one 1is pre-action oriented, e.g., through the

application of some motivational mechanisms that deliberately affect the
intrinsic -and extrinsic reward conditions of the person to be
coordinated, so as to encourage him to pursue certain ends in common

interest [Hampton, et al, p.539]; the other is post—action oriented,

e.g., through the installation of cybernetic mechanisms that collect and
feed back performance indices, so as to facilitate the self-correction
of the unit to be coordinated in order to accomplish certain
predetermined goals (which are represented in the same measures as the
performance indices used). Formal goal-setting procedures, such as the
MBO system, can be incorporated with this cybernetic mechanism, to
ensure the goal acceptability as well as to inspire the motivation in
achieving the goal [Tuggle, 1978, chapter 5]. In short, ends-control is
most suitable ﬁo the situation”where exceptions and unanticipated events
are frequently encountered in the work process, or when a variety of
means may be used to reach a desired end [Miles, 1980, p.40]}, or when
creativity is critical to the success of the conduct.
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D. Team—-Support Systems - An Emerging Concept

The practical purpose of studying the organizational
decision-making behavior is to improve the organization's controlling
function. Emerging from the above discussion are two fundamental design
issues: 1) how to better structure a task-team, and 2) how to enhance
the process of coordination among the team members to improve the
efficiency of the team decision process as well as the quality of the

interdependent decisions as a whole.

The notion of decision base [Section 2.2.2B] gives us important
clue to the issue, because conceptually the effect of communication can

be measured by the difference between the information required and the

information available (routinely received) in a decision-base. More

spécifically, the conceivable difference between the decision before
communication and the decision after a specific stage of communication
indicates the effect of communication. Given a decision task, to
improve the efficiency of the decision process, one can 1) reduce the
need for communication by increasing the information available
(routinely received information) to the key decision unit to match the
difference defined above, or 2) reduce the information required by
re-arranging the relationships of the underlying work units to eliminate
some » of the above ' differences. By both tokens, the effective
decision-net will become smaller due to the removal of certain
information units or interdependent decision units in the net. However,

the application of the first strategy - increasing the available
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information in a unit's decision base - should be handled with care
because it may involve the issue of information-overload (which is a

subject of the next section 2.2.3).

The Design of Team Support Systems. The second strategy mentioned above

is basically.related to the design of decision net. More specifically,
as discussed in the preceding sections, ﬁhe performance of a decision
net is a function of the following factors: 1) the organizational units
included in the net and the task roles they played, 2) the nature of the
integration media, 3) availability of mutual influence bases and
influence strategies among the team members, and 4) the substance of
information (means-related, ends-related, etc.) transmitted in the
communication channels. The key to the design of a decision net is to
match the performance of the net with the nature of the decision issue
(e.g., routine or novel, operating or strategic, etc.). The systems
with the capability to provide support.for the above four factors so as
to advance the coordination effect of a team-based decision-making

process may be called team-support systems.

The structure of the 1lower level decision-nets is usually
well-defined by the nature of the physical work, and the need to operate
such decision-nets is usually well acknowledged. The issue left to this
class of team-support systems is the efficiency of the communication
media as well as the effectiveness of the interfunctional influence
bases and strategies. However, for high level control tasks, the task
per se is usually not well-defined; in consequence, the structure or

even the existence of the corresponding decision—net may become highly
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questionable, not to mention the decison-net-specific communication
mechanism. Therefore, in the analysis of the high level control tasks,
the real challenge is how to identify the control tasks (work qnits) in
the: first place, and how to specify the decision-making process as well
as the underlying decision-net. Only after these two problems have been
clarified <can we then proceed to deal with issues concerning
team—support systems: the analysis of the participants and their role
sets, the associated communicaiton media, the involved influence basis,

and the information contents to be transmitted.

In conclusion, organizational process, to some extent, can be
characterized by the team-based decision process which is composed of,
but distinct from, the individual decision process. In a paper
discussing the research perspective of the decision support system, Keen
[1980, p.6] pointed out that compared with the personal support system,
the group and organizational support systems ''require a very different
theoretical base which is. so far 1lacking". This study, in part,
represents an endeavor in this direction. 1In this section, we have
analyzed the nature of organization decision-making process - in terms
of its underlying rationale (the notion of decision base), its structure
(decision-net, task roles), its function (mechnaism and process of
coordincation and communication) - as well as synthesize various
notions into a single construct, namely, the team—support systems, which
may serve as an integral concéptual framework to guide the diagnosis and
design of organizational decision~making procésses; In Chapter' 3; we
shall further discuss some operational techniques which can be used, in
association with the framework proposed above, to acquire specific data

for the diagnosis and design of team—based decision support systems.
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2.2.3 Individual Decision-Making

An individual person is an organization's fundamental unit for
making decisions and exercising control over the performance of the
organization. Therefore, an essential element in the diagnosis of the
cbntrolling function of an organization is to understand the individual
decision-making behavior. Because our interest in studying individual
decision behavior is with pragmatic aim of improving performance, the

aﬁﬁroach we take 1is to consider individual manager as a human

information processor and to identify his strengths and weaknesses

through the analysis of the cognitive process involved in his
decision-making behavior. The eventual goal is to specify the
principles necessary to the design of individual-based decison-aid

systems for various decision issues and contexts.

A. Human Information Processing Systems

The notion of human information processor [Newell and Simon, 1972;
Lindsay and Norman, 1977; Mayer, 1981] assumes that all humans come
equipped with the same basic information processing systems. Based on
Mayer's synthesis [1981, p.24], the main components of the human
information processing systems (HIPS) include ( as shown in Exhibit
2-2-5):

Sensor Buffer kSB). Information coming from the outside world

impinges on our sense receptors and is first held (but fades very
rapidly) in its raw physical form in a sensory buffer. :

Short-term Memory (STM). This component may convert the raw
sensory information into another modality (e.g., visually presented
letters into sound, etc.). The holding capacity of STM is limited
to about seven items. Items are lost from STM when they are bumped
out by new imcoming items (overloading) or when they are not
actively rehearsed. STM can be thought of as conscious memory - it
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Exhibit 2-2-3

HUMAN INFORMATION PROCESSING SYSTEMS

(Source: Mayer, 1981)
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holds all that a person can be aware of at one time - and as a

scratch pad on which we perform mental operations such as mental
arithmetic.

Long-term Memory (LTM). If information is held in short-term
memory, there are encoding processes that allow it to be
transferred to long—term memory. LTM {s practically unlimited in
capacity, and does not fade with time. However, items may be lost
because new information blocks the routes for retrieval of
information from LTM. LTM can be thought of as an organized
storehouse of information, in which each item must be found by
following a search path.

Our interest is concentrated on the last two components: LTM ad
STM. In an analogy to the three-component machine information
processing system — memory, processing unit and input/out device - the
function of the STM is very much like the working storage space of the
processing unit, while the LTM is the main memory component [Newell and

Simon, 1972, p.808].

Limited Short-Term Memory

The practical implications associated with the notion of limited
human short-term memory are primarily twofold. One is concerning with
the principle of bounded rationality [Simon, 1955], the other is
relating to the notion of information overload [Miller, 1956; Miller,

1960; Driver and Streufert, 1969].

Bounded Rationality. The principle of bounded rationality suggests that

human is organisms of 1limited cognitive and computational capacity
(basically referring to the nature of STM). In response to these
limitations, simplificaiton (heuristics) is deliberatedly introduced
into the human search and'choice mechanisms. To amplify, dQe to the
restriction imposed by the capacity of short-term memory, we cannot
generate all the admissible alternatives of a decision problem and

compare their relative merits within practical computational limits; and
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because we cannot see all of the potential choices, there is no way for
us to recognize the best alternative. In effect, optimizing is replaced
by satisficing - we satisfice by-lodking for alternatives in such a way
that an acceptable solution can generally be found after moderate search

effort [*].

Information Overload. George Miller [1956] pointed out that the amount

of information which a human can hold in short-term memory and process
effectively has a common limit of seven chunks. James Miller [1960]
indicated that, in case of overload of information input, many forms of
dysfunctional behavior may occur, such as 1) omission - failing to
process some of the information whose inputs are difficult to process
but are really critical, 2) error - processing informaiton incorrectly
due to misinterpretation and inappropriate selective perception, 3)
queueing or delaying the processing of information to ease the operation
of the individual receiver, or 4) escaping from the task. Driver and
Streufert [1969]) observed that the relationship between the amount of
information input and the amount of information actually used is an
inverse U shape curve, i.e., beyond some maximum load point, the more
information is received by the decision-maker, the less information is
actually wused in the decision [Exhibit 2-2-6]. Moreover, in an

overloading condition, decision-makers will usually use not only

[*]: M. L. Manheim [1966] argued that "optimal process" is not equal
to optimal action.
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Information Actually Used

Exhibit 2-2-6
INFORMATION OVERLOAD PHENOMENON

(Source: Driver & Streufert, 1969)
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less informaton, but will also lose their normal decision speed.
Ironically, Driver and Mock [1975, p. 492] cited that '"users invariably
prefer more data éven past the pofnt of.maximum level of information
processing and conceptual abstract. Thus users' capacity and preference
for information do not seem to coincide." Simon [1973, p.270] concluded
that, in an information-rich environment, '"the scarce resource is not
information; it 1is processing capacity to attend to information.”

Strategies to Break Through the Bottleneck. To summarize, we should

nevertheless clarify a point: The notions of bounded rationality and
satisficing behavior do not negate the desire to pursue a higher level
of quality in human decision; nor does the notion of information
overload preclude the possibility of using more complete information in
a given decision so as to improve its quality. The key question is: Do
we have any effective strategy to break through the bottleneck of human
.information-processing imposed by the 1limited capacity of human
cognition? Fortunately, the answer is yes. There are at 1least three
strategies which can overcome the limits: 1) use of organized human
information-processing capacity through deliberate organization design
to breakthrough the individual limitation 2) exploitation of the
capacity and flexibility of human long-term memory, and 3) wutilization
of external aids [Lindsay and Norman, 1977]. The first strategy has
been discussed. in precededing sections [Sections 2.2.1 and 2.2.2]. The
seéond and the. third strategies will be elaborated on in the rest of

this section.
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Long=-Term Memory: Structure and Function

Although there is an overload point of information input in the
human decision process, the amount of information actually used in a
given decision differs from individual to individual [Driver and
Streufert, 1969; Driver and Mock, 1975; Libby, 1981]. More
specifically, if seven chunks [Miller, 1956] are the maximum amount of
information which can be accommodated by human STM, then the detailed
contents (e.g., in terms of the most fundamental information wunit -
bite) in each chunk are different from person to person, i.e., some
individuals can use the limited STM more skillfully and efficiently than
others do. A key factor which causes the above difference_is the degree
of sophistication of human LTM with respect to the decision problem in
question; in other words, this is the occasion where experience and
knowledge come into play [Libby, 1981, chapter 4}. Two notions are
essential to the understanding of the function and the role of LTM in
the human cognitive process: one concerns with the theory of knowledge

strucutre, and the other the process of cognition.

Knowledge Representation Frame. Minsky [1974] proposed a frame theory

for the representation of knowledge, or more specifically, for the
conceptualization of the general structure of LTM and its function in
human cognition process. He suggested:

"When one encounters a new situation ..., one selects from
memory a structure called a frame. A frame is a data-structure
for representing a stereotyped situation ... [A]ttached to each
frame are several kinds of information. Some of this
information is about how to use the frame. Some is about what
one can expect to happen next. Some is about what to do if
these expectations are not confirmed." [see Winston, 1977,
p.180]
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Simon [1981, p.104] reinterpreted the same concept as follows:
"We can think of the memory as a large encyclopedia or library,
the information stored by topics (nodes), liberally
cross-referenced (association 1links), and with an elaborate
index (recognition capability) that gives a direct access
through multiple entries to the topics."

The praétical utility of the frame theory is that it sheds light on
the mental process of an expert, e.g., an experienced manager. Our
interest 1is concerning with how he integrates his substantive knowledge
with a few general procedures to move the decision process from the
search for symptoms to the choice of alternative courses of action
[Simon, 1981, p.110; Miller, 1975, p.64]. To elaborate this point, we
can put the general knowledge—oriented frame theory into a managerial

context to examine an experienced manager's decision-specific cognitive

process, i.e., his decision heuristics.

Cognition Process. In this study, we conceive of decision heuristics as

a decision-maker's pattern of organizing information contained in his
decision base [Section 2.2.2B] and his process of transforming this
information into a decision. Given the notion of the knowledge

representation frame, we are allowed to investigate the intermediate

stages of the decision process. Experiments in many different
disciplinary areas [Gorry, 1967; Simon, 1981; Libby, 1981]‘suggest that

the hypothesis-driven information search 1is a key " characteristic of

expert cognitive procesé. Based on Libby's synthesis [1981, Chapter 4],
the decision strategy of an expert usually bears the following general
characteristics:

1) He initiates the information search activities based on
some standard lists of questions which lead to the development
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of a general overall picture of the problem.

2) Through training and experience, he has developed a large
complex associative memory (a well-developed frame of
substance-specific knowledge) which relates symptoms and
evidences (e.g., concerning sufficient or necessary
conditions) to prototype problems - these relationship may
take the form of models of causality between events and
consequences.

3) A small number (usually less than seven) of hypothetical
solutions = which most correspond to the prototypes formed
during the standard "work-up" - are retrieved from memory.

4) These hypothetical solutions drive further information
search which is aimed primarily at supporting and modifying
the more likely applicable solution and eliminating the less
likely ones. Such a hypothesis—directed search and adjustment

process will continue until a satisfactory solution is
reached.

In short, an expert's decision heuristics make complex tasks
cognitively tractable; more specifically, well-developed decision
heuristics enable the decision maker to reduce the information input as
the decision process proceeds as well as to restrict the information
seeking to promising areas. Both are essential characteristics of
efficient decision-making, because they utilize the limited STM more
productively and cope with the problem of information overload more
effectively. Inexperienced persons are normally unable to organize the
wide-ranging information into a coherent data structure, e.g., in terms
of predetermined prototypes, and are wusually forced to chunk the
information into small portions which quickly lead to information
overléad and consequently, in most cases, yield poor quality decisions.

Technically speaking, for a given information-processing task
(esge+, a decision), there is never a fixed rule as to what information
must be stored within the memory and what actionsmust be performed by
the processor. In general, there is a trade-off between 1) doing a lot
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of processing and requiring little information to be stored within the
memory, and 2) doing little processing But requiring a lot of informaton
to be stored within the memory [Lindsay and Norman, 1977, p.595]. The
application of the standard check 1list, prototypes and outstanding
hypothetical solution set in an expert's decision process represents a
strategy that uses the retrieval of processed or semi-processed
information from the well-developed knowledge frame of LTM so as to save
the otherwise demanded on-line processing effort as well as the huge
working storage space (in the STM) associated with the processing unit
in human mind. In this regard, Simon [1981, p.l05] has made a comment
on experienced intuition. He argued that most intuitive leaps are acts
of recognition - when a familiar pattern is ‘encountered, the expert
recognizes not only the situation which he is in, but also_the action
which might be appropriate for dealing with it, because according to
Simon's hypothesis, the information associated with familiar patterns
(prototype problems) may include knowledge about what to do about them
(stereotype solutions). In summary, the hypothesis=driven behavior
exhibited in expert's problem—solving process is a strategy of applying
semi-processed information stored in LIM so as to save the real~time

information-processing effort.
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The Limits of the Expert Decision Heuristics

However, an expert's decision heuristics are by no neans
troﬁble—free. One basic principle undeflying an expert's heuristics 1is
the retrieval of relevant patterns (prototype problems and the
corresponding solutions) he encounters in a decision event. A
conceivable problem is concerning the perceived availability of relevant
patterns. Many studies [summarized in Slovic, 1982, p.162] indicate
that intelligent individuals tend to overestimate the likelihood of the
occurance of imaginable and memorable events; in effect, many novel
events may easily be perceived invalidly. Therefore, there is normally
a systematic bias associated with a decision maker's perception of
availability of prototypes and outstanding solutions for the decision

task he is handling. This availability bias could yield retrieval

failure which results in a wrong diagnosis of a situation and
consequently an irrelevant solution to the problem. Conceivably, high
level, innovative—-in-nature, ill-structured strategic problems are
particularly vulnerable to this type of bias.

Furthermore, after the retrieval of the relevant pattern (assuming
it is wvalid to the situation encountered), the search for a final
solution is started from the set of hypothetical solutions anchored to
the retrieved pattern, and this anchor is then adjusted to accommodate
the implications of.additionai information. Aécording to many studies
[summarized in Slovic, 1982, p.163 and Libbf, 1981,pp.65-68], ﬁhere is
typically a tendency for insufficient adjustments, given the

decision-maker's state of knowledge; in effect, an anchoring bias

occurs. Practical 1implications of this type of bias are 1)
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decision-makers usually exhibits regressional behavior [Bowman, 1963}
regarding a given category of decision task, therefore systematic bias
ﬁay be associated with each individual's decision in that particular
category, i.e., constantly overresponse or underresponse as compared
with a certain norm, and 2) it is possible that decision rules
(including both solution's design specifications and consequence's
evaluation criteria) applied by the decision-makers are inflexible to
the contingencies of the individual decision task.

In conclusion, long-term memory is an effective resort for breaking
through the limitatiop of human information processing capacity
restricted by the capacity of short-term memory. Experienced decision
heuristics, which ére characterized by hypothesis-driven information
search and utilization of semi-processed information, are valuable
assets in solving problems. However, to attack a complex decision
problem, the human informaton-processing systems alone = even equiped
with experienced or educated decision heuristics - may still suffer from

various rationality bounds, e.g., the availability bias and anchoring

bias as mentioned before. And in many decision instances, although
trainéd heuristics could reduce HIPS' work load significantly, the
reamining information processing requirements, e.g., complicated
computations pertaining to a rational intelligence, design or choice
behavior - may :still be too much a burden to be handled as a mental
process. Therefore, to furthér breakthrough the retionality bbund, in
the domain of individual decision-making, one effective (but may be not
the 1last) resort is the external aids to the human

information-processing systems [Bailey, 1982].
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B. External Decision Aid Systems

Following the notion of decision base [Section 2.2.2B}, to reach a
decision for any given task, the decision-maker should bridge the gap
between the information requirement [*] and information available. To
do so, he can request more needed information 1) outwardly from other
persons, and/or 2) inwardly through the transformation of the

information available in his own decision base with or without external

information-processing aids. The approaches concerning the
outward-oriented process and the inward-oriented process without
external aids have already been discussed in the foregoing Sections (
2.2.2 and 2.2.3A), respectively. In the following section we shall
examine what external decision-aid systems can specifically do to
support a human to accomplish a decision task.

External aids to the human information-processing systems range
widely from simple tools such as the paper—-and-pencil to a highly
sophisticated machine such as a general or special purpose digital
computer. In the following section, our interest is focused on how to
integrate the power of modern computer-based information technology with
the strengths of human  heuristics to enhance the individual

decision-maker's capability and to advance decision quality.

[*] Many studies, e.g., those summarized in Ungson, et al, [1981],
suggest that human heuristics are specific to the task or problem
encountered. For instance, the less understood the problem is, the more
speculative and wide ranging is the search for clues that might have
some relevance to the problem; while the more the problem is understood,
the more selective 1s the 1informaton search. In other words, the

perceived information requirement varies with the nature of the decision
task.
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Types of the Computer—based Information Systems

A computer-based decision-aid system represents a concept of the
role of computer within the decisioh-ﬁaking process [Keen, 1980, p.l].
To define the share of role a computer can play in a man-machine
collaborated decision process, Mason [1969] suggested a typology. He
first identified five key elements of a total information processsing
system: source, data, prediction and inference, value and choice, and
action, then according to the inclusion or exclusion of the above five
elements, he defined four distinct types of computerized information
systems [Exhibit 2-2-7] as well as their corresponding application
arena:

1) Databank: for ill-defined open problems

2) Predictive System: for problems with known causation but lack
of preference consensus

3) Decision-Making System: for routine, closed problems but with
wide-range variable operating contingencies

4) Decision-Taking System: for routine, standardized problems with
stable operating environment

Although Mason failed to include one essential element of the decision

process -~ the alternative search or solution design phase, his typology

does shed light on two critical issues. First, it indicates the need to

recognize the limits of the computer role in various decision contexts.

These limitations stem primarily from the inherent nature of computer
operations: it cannot toleréte -any ambiguity in ifs operating
instructions nor any unspecified premises needed by the subsequent
operations; therefore, in a decision process, for those phases which are
characterized by insufficient knowledge or controversial preferences (or
both), the human role is indispensible for carrying through the process
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_ Exhibit 2-2-7
COMPUTER ROLES AND MANAGEMENT DECISION CONTEXTS

(Squrce: Mason, 1969)
1) Information Processing Systems’ Design Elements:

PREDICTION, VALUE,
SOURCE DATA INFERENCE CHOICE

ACTION

2) Alternative Designs:

A. DATA BANK

SOURCE _{DATJ REQUEST PREDICTION.L_‘lVALUE,,tCTION

575571 |INFERENCE | ] cHOICE

computer

Decision Context: Ill-defined Open Problems, Strategic Decisions, ...
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computer

‘ human.
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RYSTEM -

computer

Decislon Context; Standardized Jobs with Stable Operating Environment
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[*]. Second, it implies that a different type of decision has its

intrinsically different information-processing requirements and
coasequently demands a different type of information-processing system
(i.e., different share on the roles of cdmputer and human). In other
words, no single type computer—based information system can satisfy the
information processing requirements for the decision tasks at all
organization levels, because, as argued in Section 2.2.1, each
organization level is taking care of qualitatively different decision

tasks.

Decision Support Systems

Specific Utilities of Computer. Mason's typology is useful to

differentiate the roles of human and computer in accordance with their
relative strengths and weaknesses in various decision contexts. As to
the specific function the the computer should perform in computer-based

decision-aid systems = 1i.e., decision support systems (DSS) - Sprague

and Carison [1982, Chapter 4] summarize the following four user-oriented

utilities

[*]: Along a similar line of thought, Keen and Morton [1978, Chapter 4]
argue that the tasks that need to be supported by computer-based
decision-aid systems are those 'semi-structured" in nature. By
semi-structured tasks, they mean those decisions which are
ill-structured in solution procedures as well as those which are
structured in procedures but with a difficult to manage context [p.94].
However, in this study we consider the terms '"structured" and
"semi-stucutred" confusion and observe that, even for a task with
structured procedures as well as with managible context, external
decision support is sometimes still needed - not only due to the volume
of information to be processed but also the variable and uncertain
information contents. Exploring, testing and probing are indispensible
activities to such a decision task. Therefore, we tend to define the
role of computer played in a man-machine collaborated decision system
directly by the underlying characteristics of the decision task to be
supported rather than the notion of '"problem structure'.
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1) Representation: the provision of contexts to facilitate
the conceptualization of the information available and the
communication of the emerging ideas, problems or proposals as
well as to invoke or stimulate further search action.

2) Memory aids: the provision of a) an indexed database of
internal or external information sources, b) working storage
for saving the information in process, and c¢) linking function
for cross-reference of various working storage and databases.

3) Operations (analysis and information manipulation): the
processes concerning intelligence (diagnose and define the
problem), design (specify ends and develop means) and choice
(predict consequences and determine preferences).

4) Control Mechanism (of the decision aid systems): the
mechanism allows the wuser to dictate the operating and
interaction of the above three capabilities of decision
support systems to fit his own decision need, such as style,
skills and knowledge.

Conceivably, the emphasis of these utilities in a system will
differ according to the nature of the decision task to be supported by
the system. For instance, for systems designed to aid the resolution of
ill-defined problems, the memory and representation functions would be
the two most important utilities, which allow the decision-maker to be
exposed to a wide-range of sources of information in various forms and
combinations, so as to stimulate his imagination, bring forth ideas and
help him gain insights into the problem. For systems installed to aid
well-defined routine tasks, all utility components can be designed as
task~specific, e.g., the control mechanism should be geared exactly to
the decision-maker's grand heuristics, the analysis and information
manipulation coﬁponent should be the core of the system to efficiently
enhance the task-specific search—and-choice process of human mind, and
the representation and memory aid components should be tailored

primarily to facilitate and support the core search-and-choice process.
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As to the semi-open problem [Section 2.2.1C], the decision-aid systems
should be equipped with powerful representation and operation (analysis
and maﬁipulation) components to facilitate communication among concerned
organizational units and to provide efficient analytical feedback for

further discussion and refinement of decisions.

Components of Deéision Support Systems. The technological components -
required to support the representation, memory, oberations, and control
functions ; of decision support systems, according to Montgomery and
Urban [1969) and Sprague and Carlson [1982], can be categorized into the
following three parts.

1) Data Base and Data Base Management Systems: A set of data

(historical, user generated, or model generated) felevant to
the decision task; and a battery of computer programs used to
a) create, maintain, access and update the data base, b)
subset, combine and aggregate data, c¢) support the meméry

requirements regarding the operations of the system.

2) Model Base and Model Base Management Systems: A collection

of modelling subroutines (cut-and-dried, ad hoc, user-built,
operational / tactical / strategic modles, etc.); and a
calling mechanism for invoking the model base which allows the
user to develop a solution process composed of a sequence of

primitive modles (modules).

3) Dialog Interface and Dialog Management Systems: A system of

representation and control mechanisms which enables the user
to communicate with data and model and supports the
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interactive médeling by which decision maker analytically

explore, test, and probe the nature of a problem and its

solution; and systems which are able to generate and modify

the dialog interface.

Ideally, the dialog component should be designed operationally
flexible to support a variety of hypothesis-directed search processes
involved in and facilitate the preparation of standard lists of
questions for various decision environments. The model component should
enable the user to formulate and test hypothetical solutions
efficiently, to interrupt the modelling operations to examine the
intermediate results of the computer operations, run model segments in a
variety of sequences to suit the nature of the decision problem, and
change parameters (factual and valuational) to accommodate subjective
judgement as the user's perception about the problem changes. The data
base should be designed in accordance with the notion of decision-base,
and its management systems should enable the user to examine and
manipulate conveniently both information contained in the decision base
so as to link symptoms and evidences to prototype problems or to gain
new insights into the relationships among data through data formating

and display operations.
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C. Integrating Human Information Processign Systems with Computer

Decision support systems are computer based external aids to the
human information processing systems (HIPS). The foregoing discussion
indicates that DSS may support HIPS in a decision making process in
following ways: 1) augmenting the limited capacity of the human STM
(mainly through the computer's memory aids, operations and
representation capacities), 2) enhancing the utilization of LTM and
supporting the intermediate stages of a decision process (mainly through
the representation, control and operations -capacities of computef), 3)
saving human effort in the mechanical calculation and representation
activities (e.g., graphing) and allowing the decision-maker to
manipulate both processes (calculation and representation) more
accurately and efficiently (through computer's operations,
representation and control capacities), as well as 4) indexing and
cross-relating the information both in-process and in—memory more
systematically and precisely (through the memory aids capacities).

Tiie above four major functions collectively enable decision-maker
to be released, to a large extent, from the original bound of human
decision rationality, and allow him to 1) have more time spending on
the creative part of decision process - exploring more alternatives, 2)
consider more subtle interactions and trade-offs among alternatives and
consequences, and 3) cummulate the understanding of fragments of a Qhole
problem by embedding these fragments in a more comprehensive and better
structured conceptual frame.

To effectively integrate the power of computer technology with the
strengths of human mind to match different information processing needs
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involved in various decision contexts, the design of DSS must begin with
an analysis of the decision-maker and of the decision-making process
that the DSS is to support. Idealy, DSS should also be designed to
avoid or minimize the potential bias of human heuristics (e.g., the
availability bias and anchoring bias) through the functioning of certain
built-in bias detection (prevention) elements which are able to flag
pitfalls for the decision-maker during the decision-making process. For
instance, if a first-line manager is diagnosed as having a tendency to
overlook a particular consequence in his decision (e.g.,
work-in-process inventory cost), then higher level management may refine
the choice module (which supports the evaluation of solution's
consequences) of the first-line manager's DSS which will highlight
automatically the performance indicators of that overlooked area. As a
result, the first-line manager is forced to consider the usually
neglected consequences in such a the computer supported decision-making
environment and the quality of the resultant decision is hopefully to be
improved.

In conclusion, decisions can only be as good as 1) the quality of
information on which decisions are based, and 2) the quality of the
decision heuristics applied in the decision-making process. The
function of decision support systems is to enhance the capability of the
human information-processing syétems so as to improve the quality of the
above two determinants as well as ultimately the quaiity of decisiéns in

a variety of decision contexts [Exhibit 2-2-8].
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Exhibit 2-2-8

DECISION SUPPORT SYSTEMS AND MAN-MACHINE DECISION SYSTEMS

~ STIMULUS
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STM * M DECISION
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DSS DIALOG COMPONENT: Representation

& Control Functions

VAN

MODEL COMPONENT: DATA COMPONENT:
Operatlon Function Memory Aid Funetion
R —

* LTM: Long-term Memory
STM: Short-term Memory
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2.3 Summary of Chapter 2

The purpose qf this chapter 1is to conceptualize both the
controlling system and the system being controlled to provide us with
the needed substantive knowledge frame for the diagnosis as well as the
subsequent presentation of the performance of transportation systems.

Following the dual-system notion and the organization intervention
framework, a key function of the theory of the system being controlled
is to define a set of control objects which, on the one hand,
characterize the underlying technological nature of the controlled
system; on the other hand, can be explicitly assigned = in terms of
decision responsibilities and performance accountabilities - to some

identifiable organization units of the controlling system. These

organization units comprise of individual ﬁersons or groups of persons
which have or should have the capacity to control the performance of the
control objects. In this study such control objects are called work
units. In other words, in the conduct of transportation performance
diagnosis, the work units and the organization units as well as their
relationships (both between the two sets of units and within the same

set of units) are our focal points.

2.3.1 The System being Controlled

The delivery of transportation service relies primarily on' the
cycling of a number of resources (e.g., vehicles and crew) on some
supporting facilities (e.g., gdideways and terminals). This notion of

resource cycling can be further elaborated into a series of concepts

which will eventually allow us to specify the work wunits, as well as

their interrelationships and managerial implications.

Resource (Cycle, Core Operations and Interface Buffer. A transportation
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operating system is primarily structured in accordance with the flows of
3955, in which any operation can be performed only after a successful
execution of some upstream operations. More specifically, because there
aée natural orders of operations, which are dictated by the nature of
the technology adopted by a transportation operating system, the

resource cycles {(which embody the flows of work) can usually be

systematically fragmented into distinct status or time phases.
Furthermore, these status or time phases can normally be related either
directly to the activities which are essential to the delivery of
transportation service, or to a function of which the primary purpose is
to provide a smooth connection between two interrelated activities. In

this study, the former set of activities is called core operations, and

the latter one is called interface buffers. Thus, from operations

management perspective, most trasportation processes can be thought of
as the transition of various phases of resource cycles which consist of
core operations and interface buffers. The notion of resource cycle
possesses the following features:

1) The resource cycle can be specified in varying degrees of detail;
however, their fundamental elements are either core operation or
operational buffer, or some collection of the above two elements.

2) The interdependence of the cycle componets derived from a resource
cycle can‘ be specified through the analysis of the underlying cycling
process. '

3) Different componets involved in a resource cycle demand different

analytical methods and measures for assessing the process, and different

management skill and talent are required accordingly.
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4) Issues concerniﬁg other resources can be addressed by adding
~ appropriate components to the original resource frame so as to broaden
the analysis scbpe if needed.

The resource cycle framework highlights the cyclic nature of
transportation work flows and the systemic mutual-dependence among
various core operations and operational buffers. Such a framework
provides not only the analysis with perspective, but also effective
heuristics in deriving the hierarchy of performace areas along a
particular resource dimension as well as the control issues concerning

other interacting resources cycles.

Work Unit. To translate the resource cycle components into work units,

we introduce a new term - management cycle, which is comprised of three

distinctive but interrelated phases of activities - planning, execution

and performance review. We argue that the control of individual

resource cycle component involves all three phases of the management
cycle. Therefore, to specify the work units involved in the management
of a selected resource, we can construct a work unit matrix with
resource cycle as the vertical axis and management cycle as the
horizontal axis. The entries of the matrix represent the elementary
work wunits which collectively define the totality of the tasks to be
controlled concerning a particular resource.

The notion of work unit poésesses the following characters: 1) The
elementary work units thus specified may vary in their degree of detail,
depending on how detail we fragment the resource cycle; 2) Depending on
the issues, analysis perspectives and the structure of the controlling
system, the work unit actually assigned to the controlling
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organizational uniﬁ may consist of one or many elemetary units; 3) The
work units are interrelated in two ways - one is the technological
interdependence resulting from the Qnderlfing resource cycling process,
and the other is the administrative interdependence resulting from the

procedures of management cycle.

Control Task Hierarchy.

Putting the notion of work unit into a time perspective, and by
taking into account the structure of controlling system, we can
categorize the work units identified above into a three-level hierarchy
of control tasks: 1) steering control tasks concerning with the
execution of the cycle components, 2) functional control tasks
concerning with the planning and review of resource cycles (other than
the 1life cycle of resource), and 3) meta-control tasks concerning with
the planning and review of resource's 1life cycle as well as 1issues
relating to the non-circulatory (fixed) resources. After the hierarchy
of control tasks has been specified, the required contrlling functions -
for controlling very disaggregated work units to aggregated macro level

control tasks = can then be identified.

~2.3.2 The Controlling System

The work unit's counterpart in thecontrolling system 1is the
organization unit. Individual person is indeed the most fundamental
ﬁnit in an orgénization. However, té understand the behavior of a
controlling system, in some instance, it 1is required to study the
performance of more aggregated object than individual person.

Therefore, in this study, we analyze the controlling system through
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three different but interrelated perspectives with gradual
disaggregation, i.e., organization as a whole, work team and individuul
person. Three sets of questions are intended to answer: 1) How the
system as a whole behaves in response to an organization-wide problem?
2) How a group of organization units works together as a team to carry
out a decision-making process? 3) How an individual behaves when he
encounters a decision problem? Our hypothesis is that, through such a
segmented analysis, the results can collectively provide us with a
sufficiently rich descriptive and analytical data to enable us to put
the function of the controlling system into perspective, to conduct
insightful diagnosis concerning the actual system performance, as well

as to develop norms for organization change if needed.

Macro Organization Structure. The first perspective views the system as

a- whole. According to March and Simon [1958], the basic features of an
organization strucuture and function are derived from organization's
problem-solving process, and tﬁe departmentation of an organization can
be mapped to a means—ends hierarchy which relates the individual tasks
to the organization purpose. Incorporating the above concepts with
Thompson's [1967] three-level notion of organizational function, this

study considers an organization as a three-level problem-conversion

mechanism which performs three major types of controlling functions

(control cycles) respectively: 1) steering control - at the lowest
level, which streamlines the physical operations and pursues production

efficiency, 2) functional control - at the middle, which guides and

provides necessary buffers to 1insulate the low level operations in a
closed system and exercises incremental adjustments (within the bounds
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imposed by the top level) to enable the lower level operations to

accomodate short-run fluctuations, and 3) meta-control - at the top,

which provides the ultimate buffer between the organization and the
external environment and controls the overall systemic structure of the
organization. It is this control cycle which the organization to behave
as an open system and to pursue the effectiveness of the total system.
Failure in the above control cycles indicates malfﬁnction of the

controlling system.

Organizational Team Process. The second perspective empahsizes the

organizational decision-making process. Due to the interdependence of
the transportation process, individual organization unit can rarely have
direct access to all the information needed or control of all the
factors involved in a concerned decision. As a consequence,
decision-making in such a context is not an individualistic behavior but

a team process. To accomplish a decision in a transportation

organization, a decision—net that links the following units together can

usually be identified: 1) the direct decision-maker: the organization

unit which executes decision-making function that directly determines
the performance of the underlying work wunit; 2) the indirect

decision-makers: those units which are either controlling the immediate

upstream/downstream decisions (in terms of work flow) or performing an

immediate supervisory function; 3) the information units: those units.

which provide information to support the direct decision-maker's
decision, but 1in principle perform no decision-making function; and 4)

the action units: those units which perform the decision-taker's role

and implement the decision when it is actionable.
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The performance of a decision net is a function of the following
factors: 1) the organization units included in the net ad the task roles
they played, 2) the nature of the communication and coordination media,
3) avaialability of mutual influence bases and influence strategies
- among the team members, and 4) the substance of information transmitted
in the communication channels. The systems with the capability to
provide support to the above factors so as to advance the coordination
effect of a team-based decision making process 1is called team-support

systems.

Individual Decision-Making Behavior. The third perspective concerns

individual decision-making behavior. The notion of human

information—-processing systems is applied. The key theme here is to

identify the strengths and weaknesses of an individual decision-maker

through the analysis of the cognitive process involved in his

decision-making behavior. Two issues of particular interest are 1) the
problems associated with the 1limited human cognitive capacity -

specifically, the major concern are two phenomena: information-overload

and bounded rationality, and 2) potential biases of individual decision

heuristics.

Computer based decision-support systems (DSS) can provide four
primary functions to support decision-maker: representation, memory
aids, operations and conirol mechanism. A properly designed DSS should
be able to effectively integrate the strength of human information
processing systems with the power of computer technology, and enable the
decision-maker to: 1) expand his cognitive limits and the rationality
bounds, 2) detect and offset the potential biases of his decision
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heuristics, 3) save his effort in mechnical computation and allow him to
spend more time on creative part of decision process, e.g., exploring
more alternatives, and 4) consider more subtle trade-offs among

alternatives and consequences.
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Chapter 3
INTERVENTION PROCEDURES AND TECHNIQUES

The conceptual framework developed in Chapter 2 for both the
controlling system and the system being controlled provides us with the
needed substantive knowledge frame to govern the organization
intervention process. To complete the development of a diagnostic
system, following Simon's two-components notion (knowledge vs.
procedures) [1981, p. 110}, the next task is to specify a set of
general procedures which can be applied, under the guidance of the
conceptual framework, to the diagnosis and analysis of transportation

operations management systems.

3.0 General Framework

In an analogy to the medical diagnosis [Gorry, 1967}, the
organizational diagnosis is an information search and a judgement
process in which the search for relevant information, the structuring of
the information into a useful frame, and the association of particular

symptoms with possible system states are vital. To do so, a set of

systematic procedures which outline the step-by-step sub-tasks to be

undertaken in the organizational diagnosis process 1is essential.
Moreover, because it is difficult to establish and maintain an
appropriate structure for all ﬁhe information relevant to the diégnosis
task, certain tools = analytical techniques — are demanded to facilitate
the documentation of the diagnostic information, to highlight the

symptoms and the potential causes of problems, and to enhance the
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generation of the subsequent alternative solutions to problems. This
chapter, as a complement to Chapter 2, is devoted to the development of
méthodologies, i.e., the procedues and related techniques for supporting

the diagnosis process.

General Procedures. Organization intervention which aims at improvement

of the organization's performance can be carried out through individual-
or/and organizational- oriented approaches [Michael, et al, 1981), and
along any (or some combination) of the following dimensions:

1) structural - e.g., creating or eliminating an organization

unit, or redefining the role of a unit,

2) procedural - e.g., refining the process of decision-making or
~control,

3) informational - e.g., changing the information flow pattern or
media of communication,

4) behavioral - e.g., modifying the decision-maker's attitude,
5) technical context - e.g., providing delicate decision-support
devices, and

6) substantive context - e.g., changing the underlying technology
of the system to be controlled.
Due to the complicated dynamics involved in the organizational process,
effective intervention usually demands multi-dimensional strategies that
are capable of creating the desired momentum to bring about an
organization change [Huse, 1980].
In the transportation operations management context, following the
dual-system notion and given the knowledge about the two systems, we

propose a dual-system organization intervention process as shown in

Exhibit  3-1-1 [*]. To amplify, due to the distinguishing

*: This exhibit is an elaboration on the substantive part of activities
of Exhibit 1-2-2; procedural activities are included.
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Prepara-
tion ot
theories
and
method-
ologies

Diagnosis
Stage

Prescrip-
tion
Stage

Action
Stage

Exhibit 3-1-1

DUAL-SYSTEM ORGANIZATION INTERVENTION FRAMEWORK ¥

CONTROLLED SYSTEM CONTROLLING SYSTEM
Development of conceptual Development of coneptual
$ramework and theories framework and theories

r $or the technology being for the controlling
control led organization
-
Develoﬁmont of analytical Development of analytical
and descriptive and descriptive
( methodologies methodologies
Procedures & techniques Procedures & techniques
Description Phase Description Phase
Investigation focus: ¥¥ . Investigation focus: ¥#
>Control Task Hierarchy *%ﬁy)neta-Control Structure
>Functional Dependence >Functional Team Process
>Causality of Individual >Individual Decision
Task Heuristics
—l -

i)

Analysis Phase - Analyze & Assess Systems' Performance

Assess Strengths & Weaknesses
Identify Symptoms .(

N
vV vV

Interprete Causes
Define Problems

Identification of ideal directions for change and
potential intervention dimensions, as well as

&"a Development of Alternative Change Plans &-J

e.9., > Overall Task Meta-Control  #¥¥
> Functional Team-Support
> Individual Decision-Support

)

thsessment and Choice of Alternative Change Plans ]

Implementation

Substantive activities only, procedural ones not included
~ See Exhibit 1-2-2.

lIdeal diagnosis covers organization, team, and individual
three levels' performance.

Ideal improvement plans wmay cover organization, team, and
individual three levels’ activities. R
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characteristics of the controlling system and the system being
controlled, as indicated in the exhibit, the diagosis will be carried
out along two parallel but interactive lines, and consequently two sets
of methodologies are required.

Due to the hierarchical nature of the control tasks pertaining to
transportation systems, as well as to keeping the process manageable and
systematic, a three-level - organization, team and individual -
intervention strategy 1is proposed. Each level implies a different but
interrelated approach to improve the organization performance, namely,
1) refining or improving the macro task management structure, 2)
enhancing or improving the integrating mechanism for multi-functional
team processes, and 3) inétalling or improving the support systems for
individual decision. In ideal situation, the diagnosis in either system
may be carried out progressively from general to specific. That is, in
both systems, we first intend to sketch a macro picture concerning the
whole system; then we proceed to examine some more detailed
interdependence among functional activities and the interactions among
organizational units; and finally, we get into micro analysis on the
causality of individual decision tasks and the behaviors of individual
decision-maker.

However, the three levels of intervention, in practice, could be a
a multi-faceted iterative proéess (rather than a simple linear
sequential process without feedback or iterations), in which all three
foci - organization, team and individual - are first examined in a
preliminary way, then all three or part of them are examined in more

detail. The actual emphasis of intervention will depend on the
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following factors:

1)the characteristics of the organization problems in study - a typical
scenario might be: there 1is a- symptom which brings us into the
situation; we first 1look quickly at all levels around the symptom; we
then redefine the problem, or maybe focus on different individuals and
different team processes when we shift to more detail.

2)the nature of the intervention process, e.g., the entry point (level
of organization hierarchy and functional area), the organization's
capacity to change, the intervenor's resource constraints (time,
knowledge, skill, etc.).

3)the strategies of intervention, e.g., whether a pilot project is
necessary to establish the intervenor's credibility through the quick

feedback effect of the project.

Techniques. Since the information search at each diagnosis stage varies
in 1its scope and degree of details, to serve the wide-ranging diagnosis
requirements, we need a variety of methodologies = it 1is 1like the
telescope and microscope that have their respective strengths and cannot
replace each other - which collectively are capable of providing us
with both macroscopic and microscopic information.
In the following sections, we shall first propose procedures which
are applicable to the intervention activities -= which cover both the
"diagnosis and analysis phases in the diagnosis stage of organization
intervention — for each of three levels mentioned above, and secondly,
present various techniques which could support us to proceed the

intervention process.
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3.1. Diagnosis and Analysis Procedures

3.1.1. Macro-Level biagnosis - Getting A General Picture

The general procedures for describing the macro-level

transportation operations management systems are proposed as follows.

A. Controlled System

The macro—analysis of the system being controlled is aimed at
developing a general conceptual framework for the systems in analysis.

The procedures are proposed as follows.

1). Anatomize the System Being Controlled

a) Conceptualize the physical process of the specific systems under

study in terms of key work flows [Section 2.1.2A].

b) Translate the work flows into resources cycles [Section 2.1.2A] (in

terms of selected resources particularly relevant to the task in
analysis).
c) Break down the resources cycles into components, identify core

operations and operational buffers, and identify the hierarchical

relationships among the cycle components.

2). Understand Interactions Among Components of Resources Cycles

d) Examine the interactions among cycle components of a particular

:ésoutce claés, from both perspectives of the individual wunit (e.g.,
individual vehicle, or employee) and the resource class as a whole
(e.g., a whole particular vehicle fleet, or a whole class of crew),
through the following two analyses:

d-1) Conduct ends-analysis: identify the purpose of each cycle
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component in analysis - from one particular resource perspective; and
identify the wultimate contribution of this resource to the overall
transportation enterprise's goals.

d=2) Conduct means—analysis: identify the controllable means (options)

available to the management of each cycle component in analysis to
achieve the above identified ends.

e) Examine the interactions among different resources classes, e.g.,

the interactions between vehicle and crew, vehicle servicing and

dispatching, etc.

3). Construct the Control Task Hierarchy

*

f) identify the work units [Section 2.1.2B] based on the knowledge of
resource cycle components' interrelations, their managerial implications
(drawn from means and ends analysis), and the notion of management cycle
[Section 2.1.2B].

g)v classify the work wunits identified above into a control task
hierarchy {Section 2.1.3]. This hierarchy stands for a strategic
conceptual framework concerning the nature of the system being

controlled in study.

B. Controlling System

The macro-analysis of the controlling system is aimed at
identifying the meta-control structure [Section 2.2.1C] which is the

counterpart of the control task hierarchy in the controlled system.

1). 1Identify Relevant Organization Units

a) identify the relations between the components of resource cycle to
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functional departments of the organization: the result represents the
general roles (direct or indirect responsibilities) of each department
for managing the task in analysis.

b) Analyze the formal structure of the directly responsible
departments, and understand the specific role of all position holders in
each department in analysis.

c) Ildentify specific actors: relate work units to specific actors

(organizational units) at various levels in each department.

2). Identify and Describe Task—Actor Relationships

d) identify the authority and accountability (relate them to specific
actors 1in the organization) for each work units in the control task
hierarchy defined in Section 3.1.lA. This authority/accountability
relationship represents the management structure for the task 1in
analysis.

e) analyze the actual formal and informal processes of planning,
execution and performance review (evaluation), i.e., the procedural

aspect of the above authority and accountability structure.

3). Diagnose the Actual Function of the Task-Actor Structure

f) develop a normative task-actor structure and its desired
functioning pattern based on the knowledge about the nature of the
underlying work units, the problem context, and genéral organization
theories.

g) compare the actual structure and function of the task-actor
relations with the normative ones, identify and document their

incongruence, and explain the reasons causing the incongruence.
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h) identify the potential intervention dimensions for improving the

macro controlling performance of the system.

The above diagnosis may serve two purposes: 1) highlighting the symptoms
of deficiencies and malfunctions of the controlling system for the
overall task in analysis, and 2) providing a context for the diagnosis
of detailed functional-level and individual-level controlling behaviors,

if needed.

Summary. One may notice that the analysis and diagnosis procedures
described 1in Sections 3.1.1A and 3.1.1B are interrelated, specifically,
second set (controlling system) procedures are primarily based on the
results from the first set (controlled system). (Indeed, sometimes one

can learn things in the other direction too.) The underlying hypothesis

is that proper controlling functions must be congruent with the nature

of the process being controlled. Chapter 4 of this study provides an

example in which the above-described procedures together with certain
techniques (which will be disscussed in the second part of this chapter)
are applied to a particular rail operating context.

3.1.2 Functional-Level Diagnosis = Understanding the Detailed
Mutual-Dependence

The purpose of functional diagnosis is to gain more operational
insights into certain selected areas concerning the'underlying causality
and decision processes. More specifically, the objects in  the
functional diagnosis are the components of the resource cycle rather
than the whole cycle (or a set of exhaustive work units), and the focus

of the analysis at this level is the detailed mutual-dependence (in
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terms of both the physical processes and the associated controlling
behaviors) among some selected work units, i.e., some subset of the
total task-actor relationships identified in the macro-analysis. The
procedures for analyzing and diagnosing the interdependence of

functional activities are proposed below.

A. Controlled System

The analysis of the system being controlled at the functional level
is aimed at 1) identifying and docﬁmenting the mutual dependence among
the key performance areas in terms of detailed causality of the
controllable and uncontrollable variables involved, and 2) refining the

content of work units identified at macro level analysis.

1). Refine the Relevant Work Units

a) From the total control task hierarchy developed from macro analysis,
identify the relevant work units which pertain to the functional area of
interest.

b) Augment, if needed, the above selected set of work units with new
elements which are not part of the original resource cycle hierarchy.

c¢) refine (from the results of macro analysis) the controllable
variables aﬁd uncontrollable variables for each work unit, and examine
the causality among the controllables and uncontrollables of each work

unite.

2). Relate Functional Causality to Overall Control Task Hierarchy

d) Translate the cause and effect factors identified above into
specific functional control tasks, i.e., operational strategies or
policies, as well as in terms of contributions or constraints to the
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overall task goals.
e) Integrate the above functional control tasks into the overall

control task hierarchy.

B. Controlling System

The diagnosis of the controlling system at the functional level is
aimed at: 1) identifying the decision-net [Section 2.2.2B] which takes
care of the interrelated functional work units in the controlled system,
and 2) identifying the actual team process in terms of the processes of

communication and coordinat actors involved.

1). Identify the Relevant Actors

a) Relate the functional work units to organizational units.
b) Identify the formal relationships among the actors, in terms of

authority and responsibility.

2). 1Identify the Communication Relationships Among the Actors

C) 1Identify the decision-net enacted for handling the routine and
emergency control tasks in daily operations.

d) Identify the decision-net for high level control tasks with 1longer
time horizons (e.g., weekly, monthly, annual processes) and the task
roles [Section 2.2.2B] for each actor engaged.

e) Identify the information exchanged as well as the nature of the

mutual influence.basis [Section 2.2.2B] in the team process.

3). Diagnose Team Performance

f) Evaluate the task team's performance, in terms of degree of

coordination, efficiency and effectiveness, based on the knowledge of
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underlying work units, the problem context and general management
theories.
g) Identify (informed by theories) the potential intervention

dimensions for improving the team performance.

Summary. The practical purposes in conducting the functional=-level
diagnosis are: 1) to understand the managerial leverage available in the
functional area under study, in terms of the potential contribution to
the general task goals as well as the specific actions required to
produce the contribution, 2) to examine the coordinability of the team
process in the controlling system - e.g., whether the controlling
process is compatible with the underlying interdependence of the
physical process, whether the team process 1is properly supported in
terms of communicatons media and mutual influence mechanism, and whether
the controlling activities are coherent in the concerned functional
area, and 3) to provide a context for the diagnosis of individual
decision-making behavior. Chapter 5 and Chapter 6 (in part) of this
study demonstrate how to conduct the functional diagnosis 1in two
different selected areas concerning the management of rail locomotive

operations.
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3.1.3 Individual-Level Diagnosis - Examining the Individual Decision
issues and Expert Decision Heuristics

Individuals in an organization are the ultimate elements
determining the performance of the organization; therefore,
organizational diagnosis ideally must end at this most elementary level.
Once again, the proposed diagnosis process at this level is carried out
along two parallel lines - the controlled system and the controlling

system.

A. Controlled System

1). Analyze the Individual Decision Task

a) Single out the individual decision from a team—based macro-process
which is embodied by a decision-net.
b) Analyze the potential cause and effect relationships underlying the

decision.

2). Specify the Controllables and Uncontrollables of the Decision

c) Differentiate between the controllable and uncontrollable factors
involved in the above specified causality, in terms of both 1intrinsic
(e.g., wuncontrollables due to lack of knowledge) and organizational
(e.g., uncontrollables beyond the authority limits) characteristics of

"the factors.

3). Conceptualize.thé Decision Task in Means and Ends Terms

d) Define the individual task under study in terms of its ends and
available means, where the means should include two sets of variables:

one 1is controllables, the other is uncontrollable but can be intervened
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in through organization communication or coordination channels.

B. Controlling System

1). Identify the General Decision Procedure of the Individual
Decision-Maker ‘

a) Describe the decision-making procedure adopted by the individual
decision-maker for the task under study, in terms of the general input
and output, as well as key intermediate steps, e.g., major trade-off

considered, or core calculation efforts.

2). Elaborate on the Detailed Search and Choice Heuristics Applied

b) Identify the step by step intermediate search and inference process
which transforms the input information into decisions, i.e.,
transforming an incomplete decision base [Section 2.2.2B] into an
complete one. For routine repetitive tasks, this phase of diagnosis can
be further split into two sub-phases:

b-1) Specify the search-and-choice heuristics [Section 2.2.3A] which
are  used  to develop the routine working paln. Many modules may be
involved.

b-2) Specify the search and choice heuristics which are used to handle
the emergencies or to modify the routine working plan in response to

operating contingencies.

3). Diagnose the Potential Pitfalls of the Heuristics Described

c) Identify the likelihood of information overload, premature decision
due to insufficient information, heuristic biases and other potential

pitfalls concerning the decision behavior under study.

Summary. The aim of the analysis of the system being controlled at this
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level is at developing a prescriptive model concerning the nature of the

decision of the task under study, while the diagnosis of 1individual

decision-making behavior is aimed at identifying a descriptive model of

the decision-making process. The differences between these two models
indicate the existance of potential problems which result either 1) from
insufficient diagnostic information, indicating that more detailed
diagnosis should be carried out so as to refine both models and re-do
the comparison, or 2) from actual incongrunces which are the real
symptoms of our concern. The latter half of Chapter 6 in this study

demonstrates the diagnosis of the individual-level decision.
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3.2. Analysis and Diagnosis Techniques

The conceptual framework derived in Chapter 2 is built upon several
theoretical constructs, e.g., resource cycle, management cycle, control
task, work wunit, meta-control, decision-net, decision heuristics, etc.
The diagnosis techniques, as explained earlier, are information

collection tools which provide 1) operational definitions to the key

theoretical constructs which embody the conceptual framework; and 2)

practical analysis methods which support the diagnosis procedures in the

inquiry for information. (One point worth noting is that we have not
attempted to inventory all possible techniques rather those we proved
useful in the case study).

The diagnosis techniques together with the diagnosis procedures

proposed in the previous section enable us to bring the state of the

system into focus. Because the techniques suitable for analyzing the

system being <controlled are different in nature from those for
diagnosing the controlling system, our discussion again will proceed

along the two lines.

3.2.1. The Controlled System

On the controlled system side, the key operational questions are:
1) How to anatomize the flows of work into work units?
2) What is the role of the resource cycle?
3) How to represent the interdependence of work units? and

4) How to differentiate controllables and uncontrollables?

In the following, we shall present the approaches which lead to the
answers to the above questions.
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A. Anatomize Work Flow into Work Units

The term work flow, depending on viewpoint, can refer to either
macroscopic throughput of the system, or a microscopic process performed
at a local point, e.g., terminal operations. In this section (3.2.1A),
we are mainly concerned with the macroscopic system work flow and leave

the discussion of local work flow to the next sectione.

From System Work Flow to Resource Cycle

In this study, system-wide work flow is defined as the 0-D traffic
movements, and as argued in Chapter 2, such traffic movement is normally
supported by various resource cycles [Exhibit 3-2-1]. The role of
transportation operations management is to balance the goals of resource
productivity and service quality. Nontheless, to control service
quality is equivalent to controlling the loaded portion (e.g., work
flow) of a resource cycle, and to achieve productivity goal implies
controlling the total cycle, therefore along this line of logic, we
advocate that the transportation operating managers should perceive the
control of resource cycle as thier primary task, i.e., a properly
controlled resource cycle will perform balancedly in terms of cost and
service quality.

The notion of resource cycle 1is not only a substantive concept
concerning the nature of the transportation process, but also an
analytical approach which enables us to systematically construct a
general analysis framework for the controlled system and to examine the
detailed operations performed in the system.

In practice, the notion of resource cycle is not concerned with the
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EXHIBIT 3-2-1

ILLUSTRATIVE RELATIONSHIP OF WORK FLOWS AND PLSOURCE CYCLES
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physical trajectory of movement of the resource, but with the transition
pattern of status phases of resources. Moreover, resource cycle can
refer either to the cycling pattern of individual units of a particular
class of resource [Manheim, 1981] or to the average cycle pattern for a
class of resource as a whole ([Mao, Martland and Sussman, 1980];
macro-level analysis puts more emphasis on the latter.

The first step in applying the resource cycle approach is to select
one particular type of resource among those which are circulated around
in the transportation system. This selection is depended on the nature
of the issues to be dealt with. However, in most transportation modes
(except. the pipeline and cénveying-belt system), because the vehicle is
the resource most fundamental to the delivery of transportation service
(the other key resource is crew) and furthermore, because vehicle cycle
is a relatively well-developed concept and has already been applied
successfully in various contexts, e.g., AAR {1977], Manheim [1979], Mao,
Martland and Sussman [1980], Mao, Philip and Susman [1980]}, and Mao and
Martland [1981}), it is convenient to select the vehicle cycle as the

basis for constructing the general analysis framework.

From Resource Cycle to Cycle Components

As an analytical tool the utility of the resource cycle is that it
can normally be ~systematically fragmented into distinguishable
components. The example of veﬁicle cycle hierarchy given in Chapter 2
[Section 2.1.2B, Exhibit 2-1-2] indicates cle#rly that, gi?en the
knowledge of the transportation physical process, the breakdown of a
resource cycle is relatively straightforward. Furthermore, the
breakdown scheme of a resource cycle is flexible in terms of the degree
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of details of the components specified in the cycle. For instance, in
the preliminary phase of analysis or high level diagnosis, one can
specify the components in relatively aggregated terms ,e.g., using the
dichotomy - in motion and detention - to represent the whole cycle and
leave the elaboration to the later phase of the analysis or lower level
diagnosis. Given the fragmented cycle components, by putting them into
a time perspective, we can then arrange them into a resource cycle
hierarchy, e.g., life cycle, annual cycle, maintenance cycle, operating

cycle, etc.

From Resource Cycle Component to Work Units

In Chapter 2, we argue that Qanagerial activities, in principle,
constitutes a cycle which can be primarily categorized into three
interrelated phases - planning, execution and review. The control of
individual resource cycle components involves all three phases of the
management cycle. Therefore, to specify the wrk units involved in the
management of the selected resource, we can construct a matrix as shown
in Exhibit 3-2-2; the elements of the matrix collectively respresent
the totality of control tasks (work wunits). The elementary control

tasks specified in the resource cycle vs. management cycle matrix may

vary in their degree of detail, depending on the degree of detail of the

fragmentation of the resource cycle.

From Work Units to Control Task Hierarchy

To put the work wunits identified in the previous step into
managerial perspective, we may further categorize them into various

levels of control tasks - steering contorl, functional control and
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Exhibit 3-2-2

IDENTIFYING WORK UNITS .
- RESOURCE CYCLE VS. MANAGEMENT CYCLE MATRIX
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meta—-control - as - illustrated in Exhibit 3-2-2. There 1is a general
correspondence between the control task hierarchy and the organization

hierarchy [Section 2.2.1C].

B. Analyzing Interactions Among Work Units

The purpose of macro-level analysis is at 1least two-fold: 1) to
gain an overall picture of the system; and 2) to provide a general
analytical skeleton for detailed analysis - either still probing within
the originally selected resources dimension, or probing some
multi-resource issues, i.e., the interaction of various resources in the
terminal area. In other words, the add-on to the original analytical
skeleton is taking place at this level's analysis. In this subsection,
we shall discuss some techniques which can be used in more detailed
analysis of the interactions among work units (either within or between

resource classes) and of the local work flows.

1) Schematic Techniques

Schematic model is a widely adopted tool to carry out systematic
analysis and synthesis in a variety of disciplines, e.g., operations
research, industrial engineering, information-processing engineering,
organization stﬁdy, etc. A schematic is a convenient starting point for
setting up the more formal model, e.g., a quantitative model. In many
situations, the schematic model represents the principal tool available
for use in prablems which involve "the analysis of methodslby which
people perform work which is ibt machine-oriented" [Bowman and

Fetter, 1967, p. 64]. A schematic - which may be very simple or

elaborate depending upon its intended use - can show qualitatively the
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logical strdcture of a complex system in study and the relationships
among its elements within a relatively small space.

The use-of schematic methods arerbasically three-fold. First, they
can be wused descriptively in the documentation and explaination of the
processes and performance of an existing system. Secondly, they may be
used to diagnose the existing system by incorporating with some
normative theories or other relevant arguments. Thirdly, they can be
used prescriptively in the design, analysis and representation of the
characters of a new system.

We have no attemp here to catalog all the schematic techniques
developed in wvarious disciplines. In the following, we shall only
discuss briefly two major types of schematic models, namely, flow

doagram and causal diagram.

Flow Diagram. A family of techniques can be categorized into this type,
for instance, the flow process chart, the multiple activities chart, and
the work place chart wused by industrial engineers [e.g., Bowman ad
Fetter, 1967, Chapter 2; Marynard, 1971, Section 2}; the system logic
flow chart, the data flow diagram, and the block diagram used by
computer system analysts or management scientists [e.g., Gane and
Sarson, 1979; Shannon, 1975], to name a few. In this family of
‘techniques,‘two subcategories can be further differentiated into two
sets. One is ma;erial-based; that is, of which the order of occurance
of the events which constitute completion of some desired objective is
directly associated with some flow of physical objects - vehicle, crew,
passenger, cargo, etc. The flow process chart, which portrays the
sequence of steps of a production process, applied by industrial
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engineer is a typical example. The other is logic-based, that is, the
step-by-step details of a process (which is actually performed or
'anticipated to be performed) portrayed by the schematic is primarily
concerning the logic structure of the process, e.g., the interrelations
among decisions. The system logic flow chart and the wvarious block
diagram models used by computer system analyst and management scientist
are typical example of this category. Some of the elements specified in
a logic-based flow diagram as well as in a causal diagram (which will be
discussed later) may pertain to the '"performance" of the process in
study rather than the sole "action" elements which characterize the
material-based flow diagram. Although the logic-based flow diagrams are
more abstract than the matérial-based ones, the logic specified by the
former diagrams are usually embedded on microscopic work flows involved
in the physical process. Both types of flow diagrams are useful in our
analysis. During the systematic manipulation of schematic models toward
understanding and improvement of a system, it is usually fruitful by
concentrate on work which is of the interface buffer type. It 1is also
worth to note that, in many cases a typical conventional flow diagram,
takes little account, if any, of the structure of the controlling
system; sometimes, a single decision-maker is implied. In this study,
we emphasize the importance of breaking down the process in such a way
that each sub-process can be explicitly assignable (and is assumed to be
assigned eventually) t§ a speéifid organization wunit (individual or

group of individuals).

Causality Diagram. Another commonly used technique in conventional

system analysis is the causal diagram [e.g., de Neufville and Stafford,
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1972; Forrester, 1968], which uses arrows (as well as some auxiliary
notations, e.g., positive or negative signs) to indicate how a change in
one variable may generate chages - to other variables = the portrayed
interactions among variables could be empirical or hypothetical informed
by theory or other arguments. Causality implies regularity (necessary,
contributory or contingent relationships) between pairs of events
[0'Shaughnessy, 1972, p. 64]. In a complex system, such as the
transportation operating system, the causality involved usually
constitutes a complicated network - any effect has its recognizable
immediate, intermediate and remote causes. Because in principle, 'cause
does not mean all necessary and sufficient conditions, and the length of
the causal chain is not fixed [ibid, pp. 69 - 70], the key is that as
far as management control is concerned, the cause of certain problematic
situations must be traced back to the actionable condition. More
specifically, in a management context, there is an issue concerning with
the controllability regarding the causes - for any particular
manager, a causal explanation should be able to help him to solve his
problem (i.e., problem concerning the work unit he is in charge of). 1In
other words, in constructing a causal diagram, the analyst should have
the structure of the controlling system in mind, and the causal diagram

developed should facilitate the identification of controllable and

uncontrollable factors for those work units of particular concern. One
point 'worth .noiing concerniﬁg tﬁe schématic models discussed above is
that these techniques are not only applicable to the analysis of the
system being controlled, but also very useful to the analysis of the

controlling system.
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2). Quantitative Analysis Techniques

Any quantitative analysis technique, €, simple data
manipulation, statistical analysis o} forﬁal mathematical models applied
by researcher, has 1its strengths and weaknesses, and consequently has
its most appropriate application domain. In the following, we shall
mention two different types of analysis which are applicable to the

system being controlled at macro-level and lower levels.

Aggregate Analysis. Macro-level analysis of the controlled system can
serve two major purposes: 1) as a preliminary or pilot study which paves
the way for further detailed analysis, and 2) as an approach to enhance
senior management's conceptualization of the process being controlled.
The general context for this level's analysis is normally
characterized by one of two cases: 1) detailed knowledge concerning the
system process is insufficient, or 2) operational details are not the
real issue of concern. Given the above situation, at this 1level the
development of sophisticated models is not only inefficient
(time-consuming) but may merely be masking confusion (due to
insufficient knowledge). Therefore, a legitimate and effective approach
to be adopted for this level's analysis should be to construct some
simple but informative aggregate models. In a sense, many
financial-performance-indices based interactive decision—aid systems,
'such' as tﬁe-IFPS (InteractiQe financiél Planning Systems), are typical
aggregate models. In Chapter 4 of this study, we present an aggregate
policy analysis model [also see Mao and Martland, 1981] based on a set

of operational performance indices of the vehicle cycle components as
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well as on certain hypothesis concerning the technological process. In
short, for macro-level analysis, aggregate models are shown appropriate
because they are characterized by 1) simple to develop and easy to
communicate, 2) explicitly identifiable assumptions, 3) providing
insights into the trade-offs among policy variables, and 4) assignable
controlling responsibilities of the policy variables specified in the

model.

Detailed Process Analysis. To carry on a preliminary analysis or to

operationalize the policy formulatted at the senior level, more detailed
analysis should be conducted. Various conventional operating planning
and system analysis techniques can be adopted for this level's analysis
[e.g., de Neufville, et al , 1972; Hillier and Lieberman, 1978]. We
make no attempt to review these techniques here. The only point we like
to note 1is that organization analysts should be willing and able to
borrow applicable and relevant techniques and knowledge from any field

of scientific endeavor.

3.2.2 The Controlling System

The diagnosis of the controlling system, according to our
conceptual framework, focuses on three sets of issues: 1) the
meta—-control structure for the totality of the tasks in study, 2) the
perfofmance of the functional task-team whicﬁ collectively takes care of
a set of mutually-dependent work wunits, and 3) the performance of
individual decision heuristics concerning specific individual decision
issue. The techniques which are suitable to support the analysis and
diagnosis of the controlling system can also be categorized into three

137



groups.

A. Techniques for Analyzing and Diagnosing Meta-Control Structure

To diagnose the meta-control structure, there are three information
collection issues: 1) the identification of relevant actors in the
organization, 2) the understanding of the controlling roles of these
actors, and 3) the documentation of the meta-control structure. We

discuss them in tur below.

1) Identify Relevant Actors - Structural Roles of Actors

Analysis of Organization Chart. The analysis of an organization can

normally start from the analysis of the organization chart which |is
available (although updating may be needed usually) in most
transportation enterprise. According to Stieglitz [1964], information
which can be read from an organization chart primarily includes: 1)
division of work, 2) grouping of work 3) superior-subordinate relations,
4) 1levels of management in terms of successive layers of superiors and
subordinates, and 5) general nature of work performed by various
components. However, as pointed out by Stieglitz, there is a lot more
information an organization chart cannot show, such as: 1) the degree of
responsibility and authority (delegation and allowable discretion), 2)
staff and line relation (who supports whom), 3) stgtus or importance
(organizational power), 4) lines of communication, and 5) the informal
organization through which things really get done. 1In other words, what
an organization chart can show is the formal and static but not the

dynamic and operational aspect of data.
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In short, the analysis of the organization chart alone is
insufficient to generate all the needed data concerning the controlling
structure of an organization, but it is a  practical first step which
provides us with a "road map" and facilitates our further probing

process.

Job Description. Job description is a supplementary technique to the

analysis of organization chart. It provides us with detailed data
concerning the content of the job (authority, accountability, task, or
function) of the individual position holder [Steward 1976, p.121}. 1In
practice, job description data can be collected through the formal
organizational documents (if available), or through personal interview,
or both. Although the data obtained from job description is still
basically limited to the formal aspect of the role of the individual
organization unit, when it is used with the general knowledge from the
organization chart, we are usually able to identify a set of first cut

relevant actors.

Summarizing the Strucutral Roles of Actors

To specify and summarize a list of relevant actors, there are at
least two techniques: 1) constructing a control task  vs.
organization-level matrix, and 2) extracting a subset of the

- organization chart and relating it to the control tasks [Exhibit 3-2-3].

Resource cycle vs. Organizational-Level Matrix. The aﬁplication of

this technique is flexible. For instance, in the preliminary stage, the
organization levels can be generally classified into three levels, and
the actors identified (i.e., the element of the matrix) can be a group
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Exhibit 3-2-3
IDENTIFYING RELEVANT ACTORS

A. CONTROL- TASK VS. QRGANIZATIONAL LEVEL MATRIX

ORGANIZATION TOP MIDDLE FIRST-LINE
LEVELS

b
CONTROL- TASK

13

TOTAL TASK TEAM = { A } FOR ALL ij

B. LINKING ORGANIZATIONAL CHARYT TO CONTROL TASKS ( WORK UNITS )
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OU: Organizational Unit
WU: Work Unit
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of officers rather than specific individuals. During the later phase of
diagnosis, as more knowledge is accumulated, the breakdown scheme can be
gradually made more elaborate and the entries of the matrix can be more

specific.

Linking Organizational Chart to Control Tasks. This technique is an

alternative to the previous method. 1Its advantage is that the formal
structural relationship of the identified relevant actors is explicitly
shown. However, when the control tasks have been specified as a
hierarchy, this method may encounter some technical problems - the need
to link two hierarchies (one is the hierarchy of control tasks, and the
other is the organization units). In this case, unless the
representation can be made sensibly readable, the previous matrix
technique is suggested.

In summary, the above tﬁo techniques basically serve as vehicles to
facilitate the documentation of the formal roles of the relevant actors
and to force us to search for relevant actors if there are "holes" of
unassigned control tasks. The aim of this stage's analysis is to
generate a reasonably comprehensive 1list of relevant actors. The
collection of data follows two principles: 1) gradually getting into
details as diagnosis progressing, and 2) not necessarily to be uniform
in details across the organization but issue-focused.

2) Understand Procedural Roles of Actors - Analysis of the Formal and
Informal Organizational Process

To 1identify the specific authority and accountability of the

actors, information about their formal structural role 1is far too

superficial and insufficient. The next step 1is to understand the
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functional roles of the relevant actors, i.e., the procedural

relationships among the actors. The techniques enumerated below are
alternative methods which can be applied to acquire the above needed

information.

Clarify the Authority of Individual Organizational Unit

Any organization, in order to perform its controlling function,
must develop various system-wide mechanisms to assist in the integration
of work, in monitoring the actual achievement and in dealing with
problems for which no existing procedure is adequate [Weisbord, 1978, p.
44]." 1t 1is these mechanisms which make an organization function. To
uncover the nature of these mechanisms and to probe into the actual
roles of the actors in the organization-wide process, we may focus our

information search effort in the following areas.

a) the planning and replanning processes which produce and
change the operating schedules (e.g., service schedules,
preventive maintenance schedule, crew assignment schedule,
etc.),

b) the budgeting and auditing procedures (e.g., corporate
budgeting, departmental budgeting, divisional budgeting,
local terminal budgeting),

c) the institutionalization and adaptatiop of operating
policies and fules (e.g.; vari&us work rules, decisioh‘
rules);

d) routine operating conferences (e.g., daily, weekly and

monthly operating conferences),
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e) ad hoc problem-solving meetings which the organization

or individuals devise spontaneously to solve problems not

envisioqed by the formal mechanisms (e.g+, the handling of

emergent operating contingencies, the management of
departmental conflicts).

The key to understanding the above processes is to describe: a) the
general agenda and the key issues of the process, b) the participants
and their roles, such as who leads the process, who initiates proposals,
who is consulted, and so forth, c¢) the decision mechanism, e.g.,
democratic, authoritarian or some mixture, d) the relations of the input
and the output of the process to the rest of the organizational
processes, e.g., on the output side, whether or how the decision is
implemented. In short, the above analysis should enable us to gain a-
clear image of the actual responsibiiity of each individual or group of

individuals in the overall organizational controlling structure.

Clarify the Accountability of the Individual Organization Unit

To understand the accountability relationships, we should

understand the performance review system of the organization. In

principle, the review of performance must rely on certain performance
measurement systems [Drucker, 1977, Chapter 31]. Therefore, one
‘operational approach in analyzing the accountability is to analyze the

performance indices adopted by an organization and their relations to

the formal and informal reward and sanction practices. The formal
reporting systems are the major source of information for accomplishing
this end. The focus of the analysis should be on:

a) What are the performance indices available and used in the
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systems?

b) How are these indices filtered and aggregated through the
organization levels?

¢) Who receives what performance feedback?

d) How does an individual use the performance feedback ? (e.g.,

for evaluation purpose? supervision purpose? self-correction

purposes?)

To summarize, the analysis of the actor-specific controlling roles
may result in adding or deleting actors from the original 1list. Given
the explicit. responsibility and accountability knowledge, the next
practical problem is how to summarize and represent the potentially
profound findings in some systematic way to facilitate our diagnosis -
identifying problematic symptoms and systemic malfunction. The
techniques proposed in this study to resolve the above problem are

presented below.

3) Documenting Organizational Meta-Control Structure — Task—Actor Matrix

In response to the drawbacks of the traditional organization chart,
Larke [1954) suggested a technique called the Linear Responsibility
Chart (LRT) which represents the relationships between managerial tasks
‘and individual actors in a matrix form as shown in Exhibit 3-2-4, and in
an LRT, the roles of each individual manager can be explicitly
described. In this study, we consider this matrix formation as a
helpful technique for documenting the relationships‘ between the
controlled system and controlling system, because the tasks on the far

left column of the matrix are the specific work units derived from the
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EXHIBIT 3-2-4
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nature of the controlled system, and the organization units on the top
row of the matrix directly correspond to the relevant actors identified
in the controlling system, while the entries of matrix cells describe
each individual actor's task roles - in terms of authority and
accountability.

However, Larke's technique only highlights the responsibility or
authority aspect of the task and overlooks itsApotential to include the
accountability elements into the matrix by assigning review phase's work
units to organization units. To amplify, Larke's matrix can be
perfectly associated with our notion of meta-control structure [Section
2.2.1Cj}.

According to the notion of the management cycle
(planning-execution-review) mentioned in Chapter 2, there are, in
principle, inherent relations between authority and accountability -
specifically, they constitute control cycles. Thus, in our opinion, the
linkages between the work units (i.e., tasks) and organization units
(i.e., actors) are by no means linear - due to the existence of cycles.

It is for this reason that we change the name of the matrix as

task—-actor matrix, and refine the procedures for constructing the matrix
as follows.

A) systematically rearranging the organization units (actors) along the
top horizontal axis basically in accordance with theirrpositions in the
Qrganization hiérarchy;

B) 1lining up the work units identified along the vertical axis
according to the following order: 1) planning tasks first and review

tasks last, 2) among the planning and execution tasks, meta-control
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tasks first and steering control tasks last, 3) among the review tasks,
steering control tasks first and meta-control tasks last, and

C) filling in the authority, accountability and actor's task roles into
the cells of the matrix.

By above token, in principle, the entries of the matrix will emerge some
particular.pattern as shown in Exhibit 3-2f5.

Moreover, .we also argue that the task-actor matrix is not limited
as a descriptive documentation tool, but also has normative utility.
For instance, based on the nature of the work units and their underlying
interdependence, we may prescribe the ideal authority and accountability
structure which should embody the controlling system. The practical
importance of this prescriptive task—actor structure is that it can be
used to make systematical comparison with the descriptive structure and
to identify the problematic symptoms accordingly (e.g., whether
authority is matched with accountability).

In summary, the task—actor matrix is a useful tool for providing us
with an explicit image of the controlling system's meta-control
structure. The information contained in the matrix can be either
prescriptive or descriptive. Furthermore, this technique can be applied
to the analysis of the controlling structure of either organization-wide

or function-wide missions.
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B. Techniques for Diagnosing Functional Task Team Process

The analysis of the meta-control structure provides us with an
overall picture of the totality (at least along one selected class of
resource) of the operations management system, i.e., the controlling
system and the system being controlled as well as their linkages, in
terms of the task roles of the actors. Given this knowledge, we are
able to conduct a more detailed diagnosis, i.e., taking some subset of
work units and their corresponding controlling organization unit from
the totality of the system, and investigating the detailed proceses
taking place in the selected sub-system. By this teken, three purposes
can be served: 1) to elaborate on the kﬁowledge concerning the overall
system, 2) to diagnose and improve the performance of the selected
functional sub-system, 3) to provide a context for the analysis of
individual.decision-making behavior.

| One point worth noting is that the diagnosis techniques described
in the preceding section (3.2.2A) and the schematic techniques discussed
in Section 3.2.1B are not only applicable to the macro-level analysis or
to the system being controlled, in many cases they are equally effective
to be wused in the diagnosis of the functional level of the controlling
system - as demonstrated in later chapters (4 through 7). Given this
understanding, in this section we shall concentrate on those techniques
which were not covered previously but are particularly useful at ‘the

functional level diagnosis.
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Operationalize the Notion of Decision-Net

In this study, we define the decision-net as a sub-set of the
meta;control structure, e.g., some sub-set of the overall Task-Actor
Matrix, which stands for a controlling structure for some selected
functional work units. Moreover, given a collection of some functional
work units, the actually enacted decision-net is dependent on operating
contingencies, e.g., the decision net for handling emergency may be
different from that for routine operatioms.

The key themes of the decision-net analysis are: 1) explicating the
informational inputs on and outputs from individual decision-makers, 2)
understanding the role of decision variables on communication events
(i.e., how they drive the information search and exchange processes),
and 3) the communication and coordination connections between multiple
decision-makers in a team~based decision processes. In short, our focus
is on the flows and transformations of information as well as the role

influences associated with the team decision processes.

Communication Locus Analysis. Samuel Eilon [1968] proposed a method for

coding messages in a communication network to identify and analyze
control mechanisms -in an administrative system. In his own words:
"Although one often speaks of the 'flow' of communications, in fact,
this flow consists of a series of discrete messages of different length,
form or content. These messages are transmitted through »ceqﬁain
channels which make up the communication network." Eilon argued that

these messages could be coded and displayed in a communication chart as

shown in Exhibit 3-2-6 - in which the actors are lined up horizontally
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at the top of the chart, while the vertical axis stands for the time,

and the lines drawn in the chart represent the communicaton locus of a

specific decision process. Codes can be annotated alongside the
communicaton lines to indicate the nature of the transmitted messages.
Eilon's method is an efficient tool to amplify the dynamics and
time-dependent relationships of a task team. However, in Eilon's
original specification, the codes employed in the analysis are basically
the forms of messages (e.g., routine report, memo, personal contact,
etc.); in fact, this practice does not fully exploit the power of the
technique. According to our experience, the analysis of the
communication locus can exhibit at least the following descriptive data:

1) the decision-net evoked in the decision process in question,

2) the chronological order of the process,

3) specific types information transmitted in each step of the
process, e.g., state-related, alternative-related, outcome-related,
criteria-related, etc.,

4) the task roles of the actors, e.g., Who are the primary
decision-makers? Who are the informational supporters? and When
should a person play the role of an information supporter at one
time, and a decision-maker at the other?

5) How does a decision-maker search for new information? and How
does he accumulate the information available before making a
decision?

6) by studying the same decision task in different contexts, e.g.,
routine situation vs. emergency, we can observe in which case

certain indirect decision-makers or supportive actors will be evoked.
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A well-documeiited . communication locus greatly enhances the analysis of
the coordinability of a decision task because it can 1) show whether
means-control or ends-control is properly applied, 2) facilitate our
probe into whether an effective influence basis is provided between two
interrelated decision-makers, and 3) even allow us to prescriptively
examine the potential consequences of new scenarios [O'Conner, 1978]

concerning the characteristics of the communication locus.

Decision Base and Communication Locus. The decision base [Section
2.2.2B] in this study is defined as the information available to and
used by a particular individual in a specific decision. Because the
information contained in an individual decision base is either passively
received or actively acquired, a well documented decision=-specific
communication locus can enhanpe the identification of the contents of an
individual decision base. The vertical line in the communication chart,
in fact, represents an actor's internal cognitive process - for a
decision-maker, it stands for the functioning of his decision heuristics
(either with or without external aid) - by now it is still a black box

subject to be analyzed by more microcsopic techniques as shown below.

C. Techniques for Diagnosing Individual Decision Behavior

Techniques available for the study of the individual manager's
behavior include: working diary study, the analysis of critical
incidents or sequences' of epiéodes, and problem portfoli&s, to name a
few [Mintzberg, 1973; Stewart, 1976]. In this study we are particularly
interested in the analysis of the individual behavior exhibited in a

specific decision-making process. This knowledge allows us to specify
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the decision heuristics employed by the individual and to identify their
potential pitfalls. The eventual practical aim, based on the above

information, is to develop effective decision-aid systems.

Protocol analysis. The analysis of verbal protocol 1is a typical

approach to constructing descriptive models of managerial decision
behavior [Newell and Simon, 1972; Winston, 1979, Chapter 5; Libby, 1981,
Chapter 4]. The general procedure is to encode the verbalized
("think-aloud") step-by-step processes applied by a decision-maker in
the course of solving a specific problem. The key is to construct a

data base which enables us to uncover the intermediate inferences that

lead to the final decision. This information normally is not

transmitted or revealed in the ordinary decision-making process.
Protocol analysis is a structured experiment and is particulary

powerful in the study of human information processing in solving

well-defined and limited problems. A sensible protocol normally

requires complete and precise detailed information - in an ideal case,
the data base should be capable of supporting the development of a
computer program which is able to replicate the behavior of the

decision-maker [Newell and Simon, 1972].

Decision-Maker Introspection. In order to understand a decision-maker's

heuristics, an alternative to the protocol analysis is the analyzsis of

data collected from a decision-maker's introspection about the

generalized sequenées of episodes involved in his decision process.
This method allows a manager to describe what he knows best about his

usual performance of a specific task, and leaves the interpretation of
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data and the development and test of theories to the analyst [Mintzberg,
1973, p.222]. Préctical issues involved in the application of this
method are the need to: l) systematically examine the decision-maker to
ensure the consistency between what he says and what he does, and 2)
validate the analyst's inference and conceptualization derived from the
decision maker's introspection. The analysis of a decision-maker's
introspection is a flexible approach compared to formal protocol
analysis; it can be helpful (as illustrated in Chapter 6) to sort the
decision-maker's introspection into the following categories: 1) the
general problem-solving frame of a specific decision task in terms of
the general relationships among decision's premises, key decision
variables and contingency factors, 2) search—and-choice framework
associated with the key decision variables, and 3) detailed algorithms
employed in the search-and-choice process. By doing so, we are allowed
to examine the likelihood of information overload and the potential of
heuristic-biases. The influence of non-measurable (intangible) decision
criteria can also be observed through the detailed breakdown of the

choice procedure.
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3.3. Summary of Chapter 3

3.3.1. Organizational Diagnosis Procedures

A diagnostic system consists of two primary components: a large
body of substantive knowledge and a set of systematic procedures. The
theoretical constructs presented in Chapter 2 provide us with the needed
substantive knowledge which enables us to:

1) observe and organize relevant information about the dual-system in
study,

2) identify problematic symptoms of the system through the normative
ideals informed by the theories,

3) generate explicit hypothesis of desired states to be achieved by the
system, and

4) develop alternative change plans.

The methodologies presented in Sections 3.1 and 3.2 provide
operational techniques and procedures which instruct us how to proceed
with the diagnosis. The three-level diagnosis strategies -
organizational, team and individual - 1imply three different but
interrelated approaches to improve the organizational performance: 1)
refining or improving the macro task management structure, 2) devising
or improving the integrating mechanism for multi-functional team
processes, and 3) installing or improving the support systems for

individual decisions.

The three levels of diagnosis, in practice, could be a multi-faceted

iterative process, in which all three foci - organizational, team and
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individual - are first examined in a preliminary way, then all three
or part of them are examined in more detail. The actual emphasis of
diagnosis will depend on the following factors:

1) the characteristics of organization problems in study - a typical
scenario might be: '"there is a symptom which brings us into the
. situation; we first 1look quickly at all levels around the symptom; we
then redefine the problem, or maybe tocus on ditterent individuals and
different team processes when we shift to more detail”.

2) the nature of the intervention process, e.g., the entry point (level

of organization and functional area), the organization's capacity to
change, the intervenor's resources constraints (time, knowledge, skill,
etc.).

3) the strategies of intervention, e.g., whether a pilot project is
necessary to establish the intervenor's credibility through the quick

feedback effect of the project.

3.3.2. Analysis and Diagnosis Techniques

Controlled System. The notions of resource cycle and work wunit are

operationalized through the following procedures: 1) translate work flow
of a transportation process into resource cycles, 2) select one class of
resource (each time) and break its cycle into components, specify the
hierarchical and horizontal mutual-dependence (inherent in the nature of
core operations and operational buffers) among the components of the
resource cycle, and 4) construct the work wunit matrix through the
identification of the managerial tasks involved in the planning,

execution and review for each component of the resource cycle.
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Controlling System. Operational procedures and techniques are developed
in this study to support the diagnosis of the controlling performance
from each of the following three perspectives - Organization-wide, team,
and individual. The technique suggested for examining the general
linkages between the dual systems is the construction of a Task—Actor
Matrix [Exhibit 3-2-5] which displays the relationships between the work
units and the authority / accountability of the organization units as
well as the three management control cycles. Inadequate linkages will
be explicated through such an analysis.

The diagnosis of team-based decsion behavior is conducted through

the analysis of communication locus [Exhibit 3-2-6] and the decision

base of individual actor involved in the process. These analyses allow
us to examine the adequacy of communication and coordination process.
Decision heuristics are the focus in the diagnosis of individual

decision behavior. Protocol analysis and introspection analysis are two

alternative techniques. The key theme is to specify the requirements of
the external aid system which is capable of improving individual
decision quality.

The organizational diagnosis procedures and techniques mentioned in
this chapter can be summarized into a single sheet as shown in Exhibit
3-3-1, which by an organizational diagnostician as a kit of tools,
provided he is interested 1in transportation operations management

issues.
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3.3.3. Post Diagnosis Intervention Tasks

Identifying Potential Dimensions for organization Intervention

In theory, organizational diagnosis is only one of the steps in a
more general organization intervention and charge framework in which the
organization diagnostician can be viewed as a change agent, who could be
either an external analyst or internal manager [Philip, 1980]. Bennis
[1966, Chapter 7] pointed out that a change agent may intervene at
different structural points in the organization (person, group,
~intergroup, etc.) and at different times. He listed the following nine
major kinds of interventions which facilitate the organizational

performance:

1) discrepancy: to call attention to a contradiction in action or
attitudes,

2) theory: research findings or conceptual understanding which helps
the system gain perspectives,

3) procedural: a critique of the existing method of problem-solving,
4) relationship: to focus attention on intergroup relationships,

5) experimentation: to set up comparisons and to test several
actions before a decision is made,

6) dilemma: to identify choice points, understand assumptions and
search for alternatives,

7) perspective: to provide situational or historical understanding
through detached study,

8) organization structure: to identify sources of problems bound in
the structure and organizational arrangements,

9) cultural: to focus on an examination of traditions.

The above list suggests the following two important points: 1) an
organizational diagnostician should be sensitive to issues in a variety
of dimensions, - such as' behavioral, informational, structural,
procedural, contextual as well as technologicai, and 2) to iﬁpr;ve the

performance of an organization, there exist multiple approaches (also

see the quotation from [Michael, et al, 1981] in Section 3.0), although
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each approach may imply a different degree of effectiveness to the
improvement of the performance. In short, because there is usually more
than one way to treat the same symptom identified through the
application of substantive knowledge and the diagnosis methodology,
during the course of intervention, the organization diagnostician should
collect information in a way which will faéilitate the selection of the
most effective intervention (prescription and treatment) approach from

all available dimensions.

Behavioral Dimension of Organization Intervention

According to the planned change paradigm, the successful
jmplementation of an organizational intervention program depends
essentially on the acceptance and commitment of management [Philip,
1980]; therefore, to develolp an effective change program (in terms of
the substance of change rather than the change procedures)(*],
management's participation is critical in the process of defining the
problems (e.g., the interpretation of symptoms and the identification of
the underlying causes of the symptoms) and of determining the change
goals (e.g., to what degree the causes of the symptoms should be
treated, which intervention dimension should be selected, etc).

In this study, we recognize the empirical importance (in terms of
eventual implementation) of management's acceptance of and commitment to
an organizational planned change process; nevertheless, our key theme is

limited to the demonstration of how to establish a logical linkage to

*: Successful organization intervention will proceed back and forth
between two sets of activities, i.e., substantive (technical) and
procedural (behavioral) [see Exhibit 1-2-2].
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integrate the following elements: substantive theories, diagnosis
methodology, symptom identification and specification of improvement

plans; therefore, management participation is not emphasized in this

study.

C. Emerging Actionable Improvement Plans

The eventual objective of organizational diagnosis 1is to develop
actionable and effective performance improvement plans. To do so, it is
important to integrate the potentially profound diagnostic information
into a coherent intervention perspective. Chapter 7 of this study
demonstrates how to identify problematic symptoms and to sketch
actionable plans to improve the macro-level, functional-level as well as
individual-level performance, based on the backgroud information

(Chapter 4 through 6) and the theories derived in Chapter 2.
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APPLICATION

Introducation to the Application Chapters

In the following four chapters (4 thru 7), we shall demonstrate how
to apply the theories and methodologies developed in the preceding
chapters to the context of rail motive power operations management, and
illustrate how specific theoretical and practical insights into the
technology being managed can be used explicitly to describe, diagnose
and improve the controlling system. We shall also illustrate how the
various notions developed or adopted in this study (such as work flow,
resource cycle, work unit, control task, meta-control structure,
decision net, decision heuristics, etc.) can be applied to a real world
context, and how important it is in terms of the insights gained.

By referring to the general organization intervention framework,
the materials covered in Chapter 4 through 6 basically pertain to the
first phase of the diagnosis stage in an organization intervention
process as indicated by the top block of Exhibit 4-0-1, i.e., concerning
with the provision and description of background information about the
technology being controlled and the related organization system.

Chapter 7 covers those tasks pertaining to the second phase of the
diagnosis stage as well as the presription stage as indicated by T-2
thru T-7 in Exhibit 4-6—1. Mo?e specifically, the first pért of Chapter
7 deals with the diagnosis of the strengths and weaknesses of the
systems in question, the identification of problematic symptoms and the

definition of problems, while the second part deals with the
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DIAGNOSIS)

STAGE

PRESCRIP~
TION {
STAGE

ACTION
STAGE -

Exhibit 4~0-1 Contents of Chapters 4 thru 7
- Intervention Process Perspective

DBEERVATION, DATA ORGANIZATION and DESCRIPTION Chapter 4 thru 6

1) Observe, identify and describe technological
and organizatinnal factors relevant to problem areas

collect & Generate
background information

1)

DIAGNOSIS AND ANALYSIS

T-21 diagnode strengths and
weaknesses of systems

T-3) Explain causes of

\| aymptoms & Define problems

PRESCRIPTION ~ DESIGN &
CHOICE FOR SOLUTIONS

T-4) Identify the ideal
directions for change

T-3) Develop feasible
& evolutionary design
apecifications

T-4) Develop alternative

solutions td problems
defined above, ’

T-7) Assess & choose

\ | alternative substantive

thange plans

I .
]

for various levels'
activities

Chapter 7, Section 1,
diagnosis & analysis
power management

Chapter 7, Section 2,
design of improvement plans
a particular selected
intervention dimension

IMPLEMEMTATIONM and INSTITUTIONALIZATION 1

-
]
|
|
L
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identification of ideal change directions and the development of some
priliminary design specifications for the improvement plans. However,
we should note that the purpose of this chapter is demonstrative - in
terms of how the theories and methodologies developed in this study can
be applied to guide the design of change plans - therefore, some of.the
tasks listed above (T-2 thru T7) are done partialy or implicitly. For
iqstance, we have no attempt to identify exhaustively all possible
directions for change, or all possible alternative solutions to the
problems defined. Nevertheless, this token should not be critical to
the purpose this chapter is intended to serve.

From dual;system perspective, based on the theories and
methodologies developed in this study, the specific foci of the
following chapters are as below [see Exhibit 4-0-2]. Chapter 4 devoted
to the identification of the control task hierarchy and the meta-control
structure of rail power operations management as a whole. Chapter 5
highlights the functional dependence between maintenance and
transportation operations, and functional team processes associated with
the above operations. Chapter 6 concentrates on the analysis of one
specific decision's (locomotive dispatching) underlying causality and
heuristics applied by the decision maker. Finally, Chapter 7 deals with
the overall diagnosis and proposes three interrelated sets of plans to
1mpr9ve the pgrformance of ;he pverall task, the coordinability between

.functional lines and the quality of individual decision.
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Exhibit 4-0-2 Contents of Chagtga_r:'s 4 thru 7 -

Prepara-
tion ot
theories
and
method~
ologies

Diagnosis
Stage

Prescrip~
tion
Stage

Action
Stage

CONTROLLED SYSTEM

CONTROLLING SYSTEM

[

Development of conceptual
{ramework and theories
for the technology being

Development of coneptual
framenork and theories

N
h' 4

for the controlling
organization

controlled

P

Dovoloéu.nt ot analytical
and descriptive
methodologies

Procedures & techniques

and descriptive
methadologies
Procedures &k techniques

Deasmcription Phase

Description Phase

I

Investigatian focus: #%
>Control Task Hierarchy
Functional Dependence

>Causality aof Individual

k-

Investigation focus: ¥
JMeta-Control Structure

)

Development of nnclxtlc;ﬂ
y -

Dual-System Perspective

c— o c—

CHAPTER
2

CHAPTERS
4 thru 6

>Functional Team Process
>Individual Decision

Heuristics

Task 4,

\)

Analysis Phase - Analyze &k Assess Systems’ Performance

> ldehtify Symp
> Interprete Ca

> Assess Strengths & Weaknesses

toms
uses

> Deftine Problems

v, S

} .
-
l

&

ldentification of ideal directions for change and
potential lntgrvontlon dimensions, as well]l as
k"a Development of Alternative Change Plans
\'--ﬁ 055.; > Overall Task Meta-Control *HE
. ) > Functional Team-Support
> Individual Decision-Support
Lﬁss‘ssment and Choice of Alternative Change Plans I
L Implementation I

#: Substantive activities only,

##: ldeal diagnosis covers organization,

t

Eee Exhibit 1-2-2,

hree levels®' performance.

Ideal improvement plans may cover organization,

procedural ones not included

team, and individual

team, and

individual three levels’ activities. .
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Chapter 4

THE GENERAL TASK OF POWER OPERATIONS MANAGEMENT

The purpose of this chater is to understand the general nature of
railroad motiye power operations management and to draw an overall
ﬁicture concerning both of the controlling and controlled systems
through the application of the theories and methodologies developed
before. The knowledge and insights gained in this chapter are essential
to the diagnosis of the macroscopic performance of the systems,
moreover, they may also serve as a general reference frame for the more

microscopic inquiry into the systems.

4,1 The System Being Controlled

4.1.1 Conceptualization of the Railroading Process

A. Special Features of Railroad Technology

The railroad technology is characterized as well as complicated by
the following factors:

1) Railroad vehicles can only maneuver one-dimensionally along
their confined guideways. The advantage associated with this character
is that high capacity of vehicle flow as well as safety in all weather
can be attained via a deliberate traffic control system that keeps its
vehicles in proper relation to each other. However, there is also a
disadvantage, e.g., this character 1limits the accessibility of the
service network and the flexibility of operation in picking up and

delivering cars.
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2) Railroads enjoy a high degree of operational freedom in creating
various sizes of freight carrying capacity of its vehicle - the train.
The advantage is that vehicle capacity can be tailored exactly as
traffic demands - in Morlok's term [ 1978, p. 103], a rail freight
‘train is a typical '"fully differentiated vehicle." The conceivable
disadvantage is that it is uneconomical to operate single car, thus
considerable effort must be spent to form train of cars.

3) Freight cars are detachable from the motive power; locomotives
can be utilized even while the cars are being processed (loading,
unloading, or switching).

4) The motive power on a rail train can be closely tailored to the
actual speed or travel time requirements of the train, or the gradients
and speed restrictions of railroad lines. From operating point of view,
the last two characteristics create a particular managerial task in the
rail industry -~ the management of motive power operations. There are
normally two power fleets in a railroad: one is for linehaul operations,

the other is for yard switching. This study focuses on the linehaul (or

road) power fleet.

B. Analysis Perspectives of Railroad Operations

The analysis of the railroading process can be put into a variety
of perspectives. The first is from a carrier's .viewpoint. '"The
business of the railroad is the selling and delivery of transport. From
an economic stand point, it is the ability to assemble and move a large
number of coupled cars as a unit that distinguishes the rail systems: so
the real name of the game is running trains" [ Armstrong, 1978 p.79].

However, the nuances of train scheduling are important to the railroad,
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but the shipper does not care how the trains move. The important thing
is when the carload will be delivered at the consignee's plant [ibid,
p.172]. In other words, from the customer's point of view, the quality
of dock-to-dock service is the most essential attribute of rail freight
transport.

To integrate these above two potentially contradictory view points,
a more disaggregate and subtle conceptualization of rail operation is
necessary - a carload movement perspective. The railroading of freight
cars consists primarily of the following elements:

1)local pick-up switching
2)departure-terminal classification and assembling
3)linehaul movement and intermediate yard reclassification (if any)
4)receiving-terminal set-out
5)local delivery switching
Exhibit 4-1-1 [ modified from Wyckoff, 1976, pp.24-26] schematically
describes the typical railroading process in terms of its physical work
flow and its associated controlling information.

To translate the above notion of carload-movement into a framework
which can directly serve our purposes, we must further analyze the flows
of resources which result in car movement. From vehicle flow's
perspective, the railroading process can be reduced into two
' complementafy work flows: 1) the main flow of cars and trains, and .2)
the supporting flow of power. Exhibit 4~1-2 dépicts such a view of Ehe

railroading process which underlies the analysis of this study.

169



g g3y = g/d
Ruipey jo g = 1/d
mahem = q/M
*SMOQJ uonEwIojul 3IPdIpuUt saulf 1yJiry
yTiagg puw savd jo suswaIAow [RASAYd aedipur sulp AARIY 10N

(PoiToxauo) Fuyrsy woIsLy) smorg NI10M TeITSLyd

e i e ————— - A - —— - ————
1 Npm— e ————— - G - - ———— ———— .
| Inoyaupq “ | suopiwiedg paey . “l 1heeey :—- susjreredy pirvy .“ 1smaany (Ve m
' I f 4 : !
Le [ 1 ! | [ %3] oo ! ! !
et prey -4 . NG 19830 1 LI (] Ainpuy
. ~ry 4. 1 L e 1 LiloJluie] Bt Sunevrwse; [N N ey [o-] wrrnging o1 ) “
[] | ] 10 3yl ) | peoyjt | seag munog 20 dwny unes|,
1 . 1 ) 1
! PG by ] — _._ '
- L ey ') 1 '
T b " .
f O 1aj3ues ) LT T %] _ “ N —
_ e S EEREEEEEES EEPE e e e e -t
] projun :«..!a—
L PR QY pu—
wrosey
Bunwy WProdry 0re g LY 1) YINMg
punoaing N L____wmuod »eg on ameovifd e wy
[T 117} nesry NNy ey
w
urnyuo) PImg )
g LY
— — _ -;o— [+ 211
. J— -_2::::— - - prs ), epdn S ey A
T
[ Pbg
[ ot " omey 3
prodey w)

mzoﬁh UOTIBWIOJUT TOIIUOD

(9z¢%z *dd ‘z1-¢ 874 ,INTWIOVNVH QVOATIVY, 9L6T ‘FFO24AN *d @ wOX3 PITITPON)

SMOTd NOTLVWIO4ANI TOYINOD (NV SMOTA MIOM TVOISAHd -—— SASSAIOUd INIAVOUTIVY 7HL

T=-T-% L1g1Tnxa




s M0TJ 13404 :MOTJ Maom 310ddng

S====)p MOT{ UTeI] ¢ ==xXxDp MOTJ I¥D :IMOTJ NIOM UTEY

A ™~
A (
a Uteay :
Ypunoqu]- —————
e IONYNILNIYW/YIVd3Y
(sxoeuay ] vl
v | yoaiedsiq) ‘.-f ] ot
" 1004 JdSNI/ONIITAYIS 1J0~39
s1933ng SNOI LY¥3d0 HTMo Qi NOILD T 110-305
TeuOoFIR1adD INYHINIT - TEITOIL IGATL
.ﬁv..ﬁ
A Y
utesy 6 (PeA \
- - |_bulp.emioy NOILIYII4ISSYTD
PPUNCGIN SN RIGEI= gy 70 1g yyoy 4=y o i s ) T e
0379W3SSY ! T
S X
mm;@nﬁl_ljmb 859201y ae) udr2aayg
« STVNIIWNAL WioyIng
WANIG Teuoravaadp SNOILV¥adO 8,X TVNIWMAL
' —— e
. y, \_ J
SMOTI ¥OM QALVITMEIINI -—- SNOLLV¥EdO 1IVd AZ11INLJIONOD

7-1-+ LI9IHX3

/

171



“pz+d ¢ 1IR "S°1°D ‘sysayl 1aisey pausyiqndun *,310XD ¥VD LHOTIA
ANIT-NO S,AVOYTIVE V ONITIONLNOD ¥0d WILSAS V, ‘0861 ‘I3ussal “5°HW

uOUh:OW x
pJaejs uoL3euLlsag .
- — — —pae) fPUL] IALUAY
= ° °
] <) . : .
) < m
33 {neyauL 4—————— ¢ Purl TNEYIUTT L36U] ———— [nEYDUFT
L4 —PA 9I0LPAWUAIIU] J4RdIJ —— ¢ AeT2q 2anlieddq A1dwy ——— Lg-puel§—yf
- piep 3jBIpAWLBIU] SLINT avod
— AL LpawWAIJU] SAtaa
[neyauy P JTELP b Wlll'.'«nll. Z dwrl Tnuyaull £3duy e————e TneYyAUT] ="
- ¢ — — -paep ULBLIQ 2RI e— O Ke(aq 2anyteda A3dwWY emmmee [g-puely —d
- p4ej uibraQ
m — — —paey uibrap aataay
= = — bulpis A43snpu] : 4———————— 1 2wyl oeyoupT A3duy ———— {regoul] —
L L et S A3dwy osea|ay4— [ £eloq ainjzedaq A3dwy Ag-puels —
® °s 1addys + Gurpowypoeg SLIND avo¥
< 23 |- ~ — — — — papro] adeld /S¥AHOLIMS
2 a 9A0K | BI07 4——————— ] 2ujl TneYyaull speo] [neyaut] —
® - — — —PJBA |PUl{ J4PCI)4— T AvTag @aniiedaq speo] Ag-pueig —J
o p4e) uOLIPULISI]
3 - — — -paRA |RULY DALUUAY
W . .
— = . .
WI.. 55 {neyaut? e € DU ThCYDIUTT] SPROT] TNCYOUT ] =
MH mm rod wu.mI—.va‘.muE —PA 3IPLpaWIIIU] JJTC(#— ¢ Aejog 2an3ivdaq SPLO] e———— KQ-purly —|
Q- - M Y -
s e -§-—pa 91e1paunIIU] BALILY SLIN] Qvo¥
- tneysulq e 7 BW] |NBYDIUT] SPLOT =emm——— [NLUDUTT] =
& = = — p4ej UIbLJQ 14edA0e— ; LeTaq @in3ALUD( SPLO| = AQ-PULIS
i paej utbrap
-~ — — pdaey uibraQ aataay
— 9AQ,; |¥207 44— 1 2ul], TNeY2UTT Spro] 1nEY2UTT —
s £FP— e ——— LN 4—1 Aetaqg 2anlaeda( spro] - £Y-PULRIG o
&3 asadiys +bwpyposg | s11xa avod
38 - — — — — — —{3du3 3oe|4 . /SNZHOLIMS
o~ 9AOy |¥I07 e [ 2wyl Tneyoaur1 L2adury INEYIUT] — .
~§ — — —paes [euty Sjaedage— [ Leyaq @aniaedaq Aaduy Ag-puelg -
p4ej ucLICULYSAQ :
) — — —pJej [BUL{ SaAlJay
| O - S o ) | . ~ _— - - ) —r [ —_— ~ 2
v Il D -
37040 ¥¥I NO SLIVIWI LININOJWOD 37134 3dAL 13374
ISYHJ INIWD3S IN3A3 A3 ¥¥3 NO s 3 )

#3040 S, 4V¥) 40 SININOIWOI 370A2 ¥YD 01 INVA3T3IY 37043 ¥IMOd 40 SININOAWOD

ATOAD VD JTHOIEYA ANV dTOXD ¥ANOd 40 SAOVAJALNI 4l  €-T-% 3Tqryxy

172



C. The Interplay Between the Power Flow and Car Flow

Since we conceive that the management of power plays primarily a
bsupportive role in rail operation, it is important to have a general
picture regarding the fundamental interplay between the processes of
power and freight car movement. The cycle of a freight car can be
basically divided into four categories: terminal 1loading, loaded
movement, terminal unloading and empty movement. If we put these
components into a car cycle framework, they constitute a sequence as
shown on the right hand side of Exhibit 4-1-3.

To deliver freight cars, first there must be power available on the
scene, and then power and freight cars must be assembled into a train.
Thus, in the process of power operation, there will be some components
directly associated with the movements of freight cars. There will also
be some components primarily devoted to be awaiting (or distributed
without‘any load - usually called deadheading - to certain industrial
sidings and then awaiting) the call for service at rail yards or
industry sidings. In other words, there are two primary components in
the process of power operation which are linked with car cycle: we may
refer to them as the linehaul and the stand-by (or deadheading plus
stand-by) components of the power cycle. Exhibit 4-1-3 depicts the
relationships discussed above.

The practical implications of the above relationships are two-fold.
The first is that it.highligﬁts the degree to which the management of
power affects the ultimate service of rail operation. In linehaul
operations, both power and cars (either loaded or empty) are locked

together; therefore, the performance of the freight car is determined by
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the performance of power. For the other interface elements (on the car
side, the departure operation; and on the power side, the stand-by
.componeqcs), ‘the interactions are more complex. By and large (as we
will discuss in detail in Chapter 6), the interrelation is basically a
compensatory one: shorter (average) car departure delay can be attained
only at the expense of lonéer (average) power stand-by time.

The above trade-off between the flows of power and cars entails
another important operating concept, the notion of the physical
operational buffer. Referring back to Exhibit 4-1-2, at the interface
between the car flow and power flow, two respective operational buffers
can be identified. One is the assembled car blocks in the departure
yard and the other is the power pool on the ready (dispatch) tracks.
From a power management point of view, to protect on-schedule train
performance and to absorb unexpected demand, it is necessary to maintain
a pool of slack resources (locomotive) standing by for service.
However, an oversized power pool is simply in conflict with efficient
utilization of this resource. Therefore, in this study, we argue that a
key to controlling power performance is to control the operational
buffers in the power process since, to a very large extent, they
represent the pivot point on which the balance of service quality and

power utilization relies.
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4.1.2 The Power Cycle Hierarchy

A. Factoring the Power Cycle

According to the dual-system paradigm presented in Chapter 1, the
analysis of the system being controlled involves defining the control
tasks and the interrelationship among them. In Chapter 2, we suggested
that vehicle cycle is a useful analytical concept. To specify the cycle
of motive power (which is the vehicle of major concern in this study),
the power flows identified in the preceding section must be factored
into components. Exhibit 4-1-4 gives a typical set of componential
processes arranged in their normal sequences (a more elaborated

fragmentation can be found in Chapter 5) which a road-locomotive (or

engine) regularly undergoes. Briefly, as soon as it enters a terminal
from its linehaul journey, an engine may experience one of the four
processes:
1) retaining at the main track - run through power,
2) servicing (fueling, sanding, watering, inspection) or
performing running repair, if needed, at service station,
3) scheduled maintenance or unscheduled repair at engine shop, or
4) storage (tentatively or seasonally) at the storage tracks.
After the completion of servicing (or repair, or storage), an engine
will be sent to the dispatch tracks awaiting linehaul service. Finally
on receiving the service call, the designated engines will be moved to
the forwarding yard and be coupled to an outbound train. A linehaul

journey for those engines will then begin and the whole process will

start over again [*].

*:Road units in certain cases may be assigned to assist terminal work -
used as yard switchers. Nevertheless, we consider this a minor practice
and exclude it in the above flow break-down.
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B, Power Cycle Hierarchy

Since at any point in time, an engine cannot appear in more than
one of .the locations (i.e., sub-processes) specified above, the factored
power flow diagram (Exhibit 4-1-4) can be viewed as a road engine's
state-transition diagram. It is possible to observe some regularity
regarding thé transition pattern of an engine's operating status when
the pattern is 'put into a time perspective. The process of power
cycling, constitutes a hierarchy of status (see Exhibit 4-1-5).

At the lowest 1level, 1linehaul operation, daily inspection and
servicing (including minor running repairs) at service station, stand-by
at dispatching tracks, temporary storage, as well as the pick-up and
set-off operations, are the five elementary components which a normal
road unit undergoes consecutively on a daily basis. They may be called

collectively the OPERATING CYCLE of a road unit.

On a periodic basis, namely, every 45-day[*], 90-day, semi-annual,
annual, and biennial, an engine is subject to scheduled maintenance. In
addition, an engine may accidentally break down and need to be fixed,
not in accordance with the maintenance schedule. Before being engaged
in any major maintenance operation (scheduled or unscheduled), a road
unit normally will have already served several operating cycles. The
series of operating cycles between two consecutive major maintenance (or
repairs) including either maintenance (or repairs) can be called the

MAINTENANCE CYCLE of motive power.

[*]: The monthly procedure (it is actually and legally implemented
every 45 days in most U. S. railroads), which mainly covers running
gear, controls and breaks, 1is usually supplemnted by such diagnostic
tests as a chemical analysis of the lube oil to detect early symptoms of

unusual engine wear or internal leaks.
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Exhibit 4-1-5 POWER CYCLE HIERARCHY

POWER LIFE CYCLE

I S —

SERVICE CYCLE  SERVICE CYCLE ... SERVICE CYCLE REBUILDING

|
l l l !

MAINTENANCE MAINTENANCE MAINTENANCE SEASONAL
CYCLE CYCLE =" CYCLE STORAGE/
I Others
OPERATING OPERATING OPERATING REPAIR &
CYCLE CYCLE """ CYCLE MAINTENANCE

f |
Voo

SET-OFF (OPERATIONAL  SERVICING/  STAND-BY PICK-UP LINE-
STORAGE) INSPECTION HAUL
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For some units, in addition to maintenance/repair, various off-line
activities may be involved, such as seasonal storage, leasing to other
railroads or to commuter rail agencies. The series of maintenance
cycles in conjunction with the subsequent off-line activity comprise

the SERVICE CYCLE of an engine.

After a series of service cycles, depending on the severity of the
service to which it has been assigned, a unit will be ready for a major
overhaul - this could entail rebuilding trucks, replacing a power
assembly, or other major work - which usually calls for a "project" for
that unit. Complete rebuilding may be in order at the end of a unit's
life (20-30 years), at that time a unit could be 1) traded in for new
units, 2) remodeled (by the railroad's own shop or by a contract
rebuilder), or 3) cannibalized for parts to keep sister engines 1in
service. These actions either technically renew or eventually terminate
the LIFE CYCLE of an engine.

In summary, the major components of the power cycle can be
specified as: 1) 1linehaul, 2) inspection and servicing (including
running repairs), 3) standing-by, 4) set—off and pick-up, 5) operational
storage, 6) maintenance and repair, 7) seasonal storage and other
off-line activities, as well as 8) overhaul or rebuild. There is a
hierarchical relationship among the above components. The notion of
power cycle refers to a hierarchy of cycles: operating cycles,

maintenance cycles, service cycles, and life cycles.

C. Interaction Among Power Cycle Components :_Iﬁdividual Unit

While there is no single measure that adequately describe the

multi-dimensional management implications of the power cycle, time is
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one practical performance criterion. A systematic evaluation of how a
unit spends the time of its life cycle provides many prospects regarding
the characteristics of power cycle.

For an average unit in the power fleet, the total amount of life
time can be fragmented in accordance with the power cycle components as
shown in Exhibit 4-1-6. Within the pie of the power cycle time split, a
change in any one component will affect other component, in terms of
their respective share. Moreover, the characteristics of the individual
cycle components could feedback and determine the life cyclerf a power
unit. For instance, a constant heavy work-load may shorten an engine's
life cycle, while high quality maintenance may prolong the cycle. These
mutually dependent relationships among power cycle components have
vital implications for the management of motive power.

For demonstration purpose, Exhibit 4-1-7 displays some principal
trade-offs among various elements of the power cycle: a) to the extent
that faster maintenance will not jeopadize its quality, less time in
maintenance means more time will be available in the operating cycle; b)
given total operating cycle time, less time in detention indicates more
time used in 1linehaul operation; c) given total detention time, less
time in the servicing process denotes longer time available in stand-by
for service. These trade—offs have significant implications for power
management and the key is to specify the underlying decisions that will
result in these barticula: relationships and to identify alternatives to
modify or impro&e decision behaviors. However, our discussion éb far is
individual wunit oriented. Before we get into the issue of translating

power cycle into actionable control tasks, we must further examine some
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EXHIBIT 4-1-6

POWER CYCLE TIME SPLIT

* A CHANGE IN ANY ONE COMONENT WILL AFFECT OTHER COMPONENTS

STAND-BY LINEHAUL
& PICK-UP

STORAGE/

SERVICING/ OTHERS
INSPECTION REPAIR/
& SET-OFF MAINTENANCE
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EXHIBIT 4-1-7 TRADE-OFFS AMONG POWER CYCLE COMPONENTS
(INDIVIDUAL UNIT)

A. Given Maintenance Cycle Time
(to the extent faster maintenance
would not deteriorate its quality)

4
Time in
Operating
Cycle
> Time in Maintenance
B. Given Operating Cycle Time
Time in ﬁ

Linehaul

- Time in Detention

C. Given Detention Time

. . 4
Time 1in
Stand-~-by

$»: Time in Servicing
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fleet-wide aggregate effects of power cycling.

4.1.3 The Aggregated Effect of Power Cycling and Its Ultimate Service
Impact - Total Fleet

In this 'section, for each 1level of the power cycle, some
performance indices are specified to illustrate the interactions among
the cycle components as well as their impact on service. The material
is extracted from Mao and Martland [1981], Mao, Sussman and Philip

[1980].

A. Aggregate Effect of Power Cycling - A Power Availability Measure

The performance indices specified here for each 1level of power
cycles are as follows {1].

life cycle: total fleet (number of units, denoted by N) and

composition - mixture of various models (measured by average

horsepower per unit, denoted by P) [2];

service cycle: active fleet size (total fleet excluding off-line
units),

maintenance cycle: serviceable fleet size, i.e., active fleet
excluding the out—-of-service units (the effects of off-line
acttvities and maintenance are collectively represented by a
multiplier F),

opeating cycle: ton per horsepower ratio, speed, time utilization
(denoted by R, S and U, respectively).

To measure the collective effect of various levels' power cycle
components, a "Power Availability (PA)" foumula was defined. [details

see Mao, et al, 1980, 1981]:

PA=(N*P*F)*(R*S*y) (ton-mile / time-unit)

l: We don not claim they are the only relevent indicies to this issues,
but they are convenient ad informative.

2: The flexibility of being able to use the power fleet
interchangeablly to provid. total power for each train is an important
factor in achieving effici:nt locomotive utilization.
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The most important policy implication of this fleet-wide formula is
that, given a certain desired level of power availability, there exists
a set of multidimensional strategies which can be implemented at various
levels of power cycle to achieve that désired availability. 1In order to
increase the total power availability (PA), for instance, one may
increase the static capacity: serviceable power fleet or the average
horsepower/unit, or alter the dynamic operating factors: operating
speed, ton-per-horsepower ratio or improve the time utilization rate.
The optimal PA 1level and the choice of strategies for achieving that
level will be determined by the operating and economic implications of
the strategies [ Mao and Martland, 1981, p. 309 ]. To assess the
appropriateness of the PA level, we should further probe into the impact
of different PA levels on rail service. To serve this purpose, based on

the queueing theory, an aggregated service impact model was developed.

B. Ultimate Service Impacts = An Aggregate Service Impact Model

In queueing theory, there are three fundamental measures: capacity,

system-load and service quality. To apply this paradigm, we may refer

to the collective power availability as the system capacity. As to the
system load, an operational definition called "Power Requirement(PR)"
was specified, which is a function (also in product form) of the
following factors: the number of car-loads, average car weights, average
iength of haul, empty-to-load ratio. The interactions between power
availability and power requirement can be reflected by the service
quality which Qas defined as the train delays due to power (both in
terms of frequencies and the total elapsed time) [details see Mao, et al

1980,1981}. Exhibit 4~-1-8 illustrates some results of the aggregate
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Exhibit_4-1-8 AGGREGATE SERVICE IMPACTS ANATYSIS
Source: Mao and Martland [1981]

(A) (B)

The Calibrated Relationship Among the Average Numher The Calib.rated Relationship Among the Total Minutes
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In ExhibitA, a scatter diagram is portrayed with the fitted curve of the
number of train delays vs. the PR/ PA ratio. From this figure, we learn that
delays increase nonlinearly with the increase in the PR/PA ratio:

Number = 133 (PR/PA)? + 3.6 (DUMMY)

In this equation, NUMBER is the total number of delays caused be
mechanical or operating factors, as summarized in Exhibit 3. The dummy
variable is included to account for a major change in operations in June 1979,
for earlier months, DUMMY is one, while for later months it is zero.

Exhibit g illustrates the parametric relationship bclwecn‘ the train delay
time and the PR/PA ratio. We find a steeper curve in this case than the
previous one — the power of the PR/PA term is 4 instead of 2:

DELAY = 18600 (PR/PA)* + 3190 (DUMMY)

In this equation, DELAY is the total minutes of delay for the approximately
5000 trains operated each month.

From the above analysis, one can show that changes in the PR/ PA ratio
(which range from .6 to .8) relate to changes of up t0 4000 minutes/ dayintrain
delay time (against a mean of 4000 minutes) and 40 trains delayed (against a
mean of 60/day). The interdependence between the PR/PA ratio and the
freight train delays is significant, as hypothesized in Exhibit 1.



service—impact model by using a set of data collected from Railroad A.

The aggregate service-impact analysis provides insights into the
trade-off between power operations and service quality. It indicates
that given the 1level of power requirements, train performance varies
with power availability. When power requirements are high relative to
power availability, both the number of train delays and the total delay
time increase. In addition, in Mao,et al [1980], using a different set
of data obtained from another major U. S. railroad, a relation was
found between car O-D trip time and power utilization. Most
importantly, it highlights the importance of balancing the cost of power
availability against the service quality (the latter could not only be
directly translated from car utilization into customer satisfaction, but
also into car utilization costs).

In summary, power availability analysis represents a means-analysis
endeavor. The power availability formula, in fact, produces a
suggestive framework for controlling power availability, which transfers
the problem of power management into several key control tasks as we
will see in the next section. On the other hand, the service-impact
analysis represents an ends—analysis. It integrates the effects of the
complicated interactions among operating strategies, system traffic
condition and ultimate service quality. The results of such an analysis
greatly enhance the clarification of the overall task goals as well as
the linkages between power operating procedures and the more general
Operaéing enQiroﬁment. Based 6n éhe knoﬁledge obtained thus far, we are
ready to define the totality of the control tasks concerning power

management.
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C. Task Goals of Power Management and General Strategies

Due to the fact that without goals, there can be no control, to
define the control tasks engaged in power management, we should start
with the identification of the task goals as well as the general

strategies which can be applied to achieve those goals.

Task Goals. Due to the supportive role played by rail motive power, the
primary goal of power management is to support train operations so as to
pursue desired service quality. The task of power management is an
endeavor to match power availability to power requirement at both system
and terminal levels, with an aim to balance service quality and other

resources' (e.g., car, crew, etc.) costs against power cost.

General Strategies. There are at least two distinct sets of general

strategies that can be applied by power management to attain the above
task goals. The first, by taking the power availability level as given,
is through the changes in power requirement to 1) improve the service
quality, or 2) improve utilization efficiency of power. Specific
strategies within this category include: 1) reducing the empty-to-load
ratio through well-designed car distribution plans, so as to accommodate
more car loads (and less empty car) in each engine's 1lineahul journey
(By the same token, shorter dock-to-dock transit times can be attained),
2) encouraging shippers and consignees to ship on a regular and
continuous basis even auring of f-peak periods (e.g., low seasons of
year, or slack days of week), so as to make better use of available

power. This set of strategies usually requires the cooporation of

marketing forces in the organizations. Effective coordination with
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certain corresponding marketing programs is the key to the success of
this strategy. |

The second set of strategies is, by taking the power requirement as
given, through changes in power availability to 1) improve the service
quality, or 2) reduce power cost yet maintaining the same level of
service quality. The identification of the specific strategies under
this category, is one of the key themes of this study. In the following
sections, we will first use the power cycle hierarchy to elaborate the
control issues involved in each level of the power cycle as well as the
inter—-cycle relationships. Then we will translate them into a hierarchy
of control tasks which represent the totality of the task of power

management.

4.1.4 The Control of Various Power Cycles

The strategies to control power performance can be conceptually
categorized into two classes. One is through the control of various
fleet sizes, which are relatively 1long-run or mid-run oriented,
including total fleet ownership, active-fleet and serviceable fleet.
The second is through the real-time control of power utilization which
includes the control of terminal power pools and network distribution,
coordinating train/power dispatching as well as the scheduling of train
and service operations. The following presents a detailed discussion of
the above control tasks. (The material presented below is basically a
synthesis from Mao, Sus;man and Philip [1980], Mao and Martland [1981

and 1982], RSMA [1964], Emerson [1975], and Armstrong [1979]).
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A. Flgft Ownership Planning

The control of an individual power wunit's 1life <cycle can be
aggrggated and transferred into issue ofvfleet ownership planning. The
decisions on power fleet ownership mainly deal with the acquisition,
disposal, rebuilding and retirement of power units. The determination
of the size and type of locomotive to be contained in the power fleet
has a direct bearing on the ability of power managers and the railroad
to effectively discharge its service responsibilities.

In the process of planning the fleet ownership, it is essential to
know the current motive power utilization, work performed and fixed
requirements (e.g., maintenance); so that this data can be related to
the prediction of traffic growth, the estimation of minimum base
ownership, the identification of the need for specialization and
standardization in matching power to tasks, and as a result the
appropriate number of locomotives can be provided by purchase,

rebuilding, and retirement programs.

Changes in service design can have considerable impact on motive
power requirements. For example, changes in ton/hp ratio and ton/car
ratio will change the horsepower required for a train; changes in train
running time affects the required linehaul locomotive-hours, and so
forth. Total fleet size is the general decision premise for the

\
' downstream fleet sizing (active fleet and serviceable fleet) and fleet
utilization. The performance of the lower level decisions, in tdrn,
feeds back to the total fleet sizing decision. The performance indices

for this task should include, for instance, total horsepower available;

GTM per available horsepower-day; and average car O-D transit time -
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ideally the portion of time delayed by power should be specified.

B. Active~Fleet Sizing

- The control of an individual power unit's service cycle can be put
into the control framework of active fleet sizing. The control tasks at
this level include decisions on the number of units to be stored, units
to be leased in or out, the appropriate net balance with foreign roads.
The incentives to reduce (store or lease out) active fleet size are
several-fold:

(1) Maintenance Cost Savings. Fewer units to maintain requires less
parts inventory, as well as less maintenance crew - about one man can
be reduced due to the reduction of one unit [RSMA, 1964]

(2) More Control on Maintenance Schedule. Fewer units to maintain
could result in better maintenance quality; well maintained units would
perform better with lower failure rate.

(3) Less Fuel Expense. Due to the temperature-related engine
effieciency reason, a current industry-wide practice is to keep the
engine running during detention. For a 1000-unit fleet, fuel consumed
during engine detention could cost millions of dollars in expense [ Mao
and Martland, 1982]. As long as it is mechanically desirable to sustain
this practice, smaller power fleet could imply remarkably lower fuel
cost.

In other words,'to serve the %ame level of traffic, a smaller fleet
implies higher powér productivity and less short-rpn operating cpsté as
well as long-run capital commitment (but at cost of less slack). In
response to the changing pattern of traffic level, it is wusually

desirable to store units - particular those perceived as '"odd ball",
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expensive to run, or performing poorly - during the low seasons of the
year. Another way ?o treat the surplus units during off-peak seasons is
to use them as a shop margin allowance for maintenance operation, which
will be discussed later. In effect, active fleet sizing provides a
context within which maintenance activities will be both planned and
controlled.

Active fleet sizing refers to the task of cutting the total fleet
during off-peak periods down to the size which 1is most economical to
operate but without jeopardizing the service quality. Thus, the
performance indicies for this task may include: total power operating
expense (or total power expense / ton-mile), GIM per active

horsepower-day, amount of horsepower stored, etc.

C. Serviceable Fleet Sizing

The individual unit's maintenance cycle can be aggregated into the
serviceable power fleet. The primary decisions involved in serviceable
fleet sizing include decisions on the fleet shop margin (units out of
service due to maintenance or repair), the quality and reliability
standards (e.g., tolerable en-route failure rate) as well as certain
maintenance logistics related issues (e.g., policies on parts inventory,
home-shop assignment, manning-level, etc.).

Mechanical reliability determines the rate of unscheduled
maintenance, and in conjunction with the scheduled maintenance
operation, also determines the‘serviceable fleet size. The serviceable
fleet should be sized to have all possible engines available during the
peak seasons. If unavailability is reduced to the lowest level during

the peak months, and is allowed to go higher during the remaining
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periods, effective fleet can be reduced to a remarkable extent.
Maintenance ana repair policies must establish the targets for peak
period shopping, maintenance and servicing. The allowances for off-peak
unavailability must be planned. Moreover, reliability of power in the
fleet affects the amount of power assigned to trains. Horsepower will
be added to the locomotive consist as an insurance against failures
occurring en-route. as a result, "insurance" horsepower requires more
engines in the fleet to handle a given service requirement and is also

costly in terms of fuel consumption.

The daily measures of maintenance performance should include the
number of units out of service (shop margin) compared to the targeted
ratio for that period of the years, the train delays due to power
enroute mechanical failures and, ideally, the number of wunits made
évailable during each shift with respect to certain standards. The
periodical performance statistics to be reviewed should include the
ratio of scheduled maintenance versus unscheduled repair, mean elapse
times of servicing, various categories' scheduled maintenance,
unscheduled repairs and ideally, mean-time between road failures. The
effect of mechanical reliability on power assignment is critical to the
size of the serviceable fleet. However, the measure of this effect
conceiveably could be very controversial because all overpowered
éssignments do not necessarily result from reliab;lity considerations.
The assessment of tﬁis effect éhould ﬁe an integral part of' power

productivity control which will be discused next.

192



D. Steering Control of Power Utilization

The control. of the power operating cycle refers to the
_around-the-clock task regarding assignment and dispatch of serviceable
engines to tréins, as well as the bélance of power distribution over the
rail network. To this task, the general decision premises are train
schedules, tonnage assembled to haul, as well as the maintenance
schedule (which indicates when and where a unit is subject to shopping).
All power operating related polices, such as ton/hp ratio, speed
requirements, deadhead policy, helper-service, will be executed at this
level. The major sub-tasks involved include maintaining power pools at
each terminal, dispatching power in accordance with train dispatching
operations, coordinating servicing schedule and train schedule as well
as controlling power detention time.

The daily indices of performance should include: time wutilization
of power (linehaul horsepower-hour versus serviceable horsepower-hour),
GTM per serviceable housepower—day as well as the number of trains held
and train-hours delayed for power. More ideally, records such as
dragged trains (trains which are run with power level below that for
normal operation), cancelled trains (concellation of train due to lack
of power) and tonnage removed from trains (in order to run the trains
with available power) should also be summarized, both in terms of
frequency and equivalent car-hours delayed, as gadgets to signify the

operating effectiveness of the road freight fleet.
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4.1.5 The Control Task Hierarchy of Power Management

To put tﬁe above seemingly complicated control tasks into
. perspective, a hierarchy of power management options can be summarized
as illustrated in Exhibit 4~1-9 - which indicates that the control of
power operations constitutes two intereralted sets of options: the
management of power fleet size and the steering control of real-time
operations; the former includes the control of engine's life cycle, the
sizing of active fleet and the serviceable fleet, the latter includes
the control of terminal power pool and network distribution pattern, the
coordination and scheduling of train and power dispatching operations.
To further amplify the above notions, we should differentiate the
management options at each level into three major phases: planning,
execution and performance reviewing, i.e., translate them into control
tasks. In addition, to highlight the nature of the control context,
certain major control premises should be specified at each level.
Exhibit 4-1-10 summafizes the control tasks and their premises discussed
in the preceding section into a control task hierarchy in a matrix form.
Generally speaking, the high 1level control tasks create contexts for
lower level operations, while equally important to note is that the
lower 1level's performance in certain situations will indicate the need
to alter the higher level control practices - for instance, the 1lower
" time utilization ratio during off-peak seasons can primarily be resolved
by cutting.down the active fleet size, but not through the improvement
of real-time dispétching. To eff;ctively and efficiently utilize motive
power, a railroad should seek a "balanced" set of strategies to guide

the control of the management of power through different periods of the
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Exhibit 4-1-9 Key Strategies of Power Management

META OONTROL OF OPERATIONS

FUNCTIONAL CONTROL
(FLEET SIZING)

LIFE CYCLE
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OFFLINE SHOPPING
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year.

These strateéies indicate a way to coherently structure the tasks
to be controlled, and provide a basis for management to identify: Which
task at what level is the emphasis of their operations at a particular
-period? Which task is for continuing? Which task is only subject to
periodical 'revigw? Due to the fact that, once the strategy is
established, certain rigidities will develop, it is important to
integrate a self-check function to signal the timing to shift from one
set of strategies to another and to revise the control premises at
various levels. For instance, during peak periods, the real~time
control of power operations should be the emphasis of the management -
all available power units should be mobilized to serve the traffic
promptly. However, during the non-peak season, active fleet sizing
becomes critical to reducing power operating cost. Off-peak periods are
also the time for heavy repairs and the completion of deferred

maintenance work, if any.
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4.2 The Controlling System

4.2.1 The General Organizational Settings

In the context of rail motive power management, many functional
departments play various roles and collectively contribute to the
ultimate performance of power operations. These departments inculde:

a) Transportation Department. It controls the utmost utilization of

power in the handling of trains through developing power pools which
will bring the units back to servicing and maintenance points at the

proper intervals.

b) Mechanical Department. It exerts efforts to reduce out-of-service

time, speedily advancing locomotive units through servicing and repair
facilities by close coordination of supervisors and the crafts so that
the wunits are being continuously progressed. The most important thing
is the provision of dependable repairs and servicing to eliminate delays
and engine failures while the power is in service.

c¢) Finance Department. It assists the operating department (which is

usually on top of both transportaiton and mechanical departments) in
evaluating the effect of maintenance costs, depreciation and taxes, and
the appropriate time to trade old power for new, to reduce or increase

ownership.

d) Engineering Department. It is responsible f&r assisting in the
development and provision of adéquate and efficient facilities which
will reduce out-of-service time and maintaining track to reduce wear and
damage to equipment.

e) Personnel-Labor Department. It renders great assistance in the
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employment and ﬁraining of qualified employees and development of
efficient and effective supervision. The economical use of crafts in
sefvicing and repair and the elimination of conflicting work rules will
reduce this cost and justify faster release of power from those

fécilities.

f) Marketing Department. It encourages shippers and receivers to ship

on a regular and continous basis to make better use of available power
during slack periods of the week, the month and the year.

The most important thing is the integration of all these
departmental functions toward the economical and effective utilization
of motive power. A measure of the strength of a railroad's power
management is its ability to coordinate people with all the necessary
experience and resonsibility working together as a team.

Exhibit 4-2-1 summarizes the relationships between the power cycle
components and the responsible departments of a railroad. However, a
general description at departmental 1level is insufficient from the
diagnosis point of view. We need to specifically identify who is
responsible for what on a more disaggregated basis, and to concentrate
our attention on the task-roles played by each engaged individual
organization unit. In the following section, to serve our purposes, the
focus of the detailed structural and functional analysis will primarily
concenerate on the Operations Department - tﬁe ke} department in charge

of power operations.

4.2.2 Anatomy of The Operations Department

The variability resulting from the complexity of technology and

geographical dispersity of the network makes the control of daily

199



,

> (neyaurl o

—> —pobHeuao3s [euotrjedadn —
m ~»uawlaedag—
S . R _ l1mu:m=ogsou
——p M jJ40dsued] w? pueis buryedadg
3 i > dn-3214/440-135 —
= ST a [ —»U0;329dSuUl /BuLdLAUDS
z J
® —] juawjlaedag
o —®eoLueyoap]
2
> su
suoL7eaady | Leday/aoueuadjuLey
—) » SJd3ylQ/auLT ubLad4o4/abedo1s
> soueuULd __ > lesodsig/uotiisinboy/pLingay
uoLringiLazuo) A[3234Llpu] Jtun oLqLsuodsay A13934lL( sjuauodwo) 324A) Jamo(d

SNOTLVEdd0 9aMOd ONIDVNVW NI Sd10d TVINAWLYVAId TVYENID T-Z-% 3ITATUXd

200



operations an ovefwhelming task of railroads, thus, "about 85 of every
100 railroaders work in the operations department'[Armstrong, 1978, p.
211]. Their utmost task is to run trains. Exhibit 4-2-2 is a condensed
organization chart (by leaving out many staff and support positions at
various levels) of the operations department in railroad A. _ (For
smaller railroads, 1like Railroads B and C, some consolidation of
positions and simplification might occur). Further explanation 1is
deserved for both the transportation and mechanical departments. The
key issue is to reveal the underlying task role of relevant individuals

in each of the key departments.

A.Transportation Department

A-]1 Headquarters Organization

Operations Control Office (0CO), headed by the AVP of the

department, is the nerve center of the day-in-day-out operations of the
rail system. Both movements of train (directly controlled by Train
Dispatching Center, supervised by the General
Superintendent-Transportation) and power (directly controlled by Power

Control Center, supervised by the General Superintendent-Locomotive

Distribution) in the system are coordinated by this office. 0CO is
usually equiped with various aids of status display (e.g. CTC board,
power status board, etc.), and communicates with divisions and local
officers through dedicated telecommunication lines.

The General Manager-Terminal Operations is primarily a trouble

shooter and technically plays a back—up role to the AVPT because he is
one-step back from the operating fire-line. Usually all the incremental

adaptation concerning train schedules and other operating plans (e.g.,
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Exhitb it

L =2-2 THE CONSOLIDATED ORGANTZATION CIART O OPERATIONS DEPARTMENT

(Railroad A)
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Center Tests | Engineering]
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Chief Master : .
Yard fover Enéine §hop General
Master Controller Terminal Coordinator Foreman
l Foreman
Train Yard .
Conductor Conductor
Craft line-
Train Yard Craft line Crew
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T === === Technical authority line
Kev:

Power Dispatching Communication Net

Ubserved function
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blocking plans) is initiated and proposed by him - in many cases, this
kind of adaptation is the planning function of Railroad A. For
comparison- purpose, Exhibit 4-2-3‘ gives the organization chart of
railroad C's transportation department.

A-2 Divisional Organization

Division Superintendent 1is responsible for the train and car

movements within the division limits and divisional budget. For the
host railroad A, both the divisional master mechanics and the divisional
engineer (primarily under Engineering Department which is not shown in
Exhibit 4-2-2) should technically report to him. Therefore, he is also
responsible for the coordination of maintenance of equipments and of

roadways within the division boundary.

Division Trainmaster is the transportation staff of the division

superintendent responsible for determining (guided by the system train
schedules) the arrangement of carblocks into trains, and for scheduling
and supervising the train crew to move trains over the division 1line.
Once the train is beyond the limit of a terminal territory, the train
conductor will directly communicate with him.

Division Train Dispatcher is responsible for the steering control

(i.e., authorizing and directing) all movements of trains over the
division.‘ He issues train orders to the train crew via the terminal
tower operator before the tgain has departed, and afterwards via the
signal system within the CTC territory, or radio communication system
directly. All division train dispatchers are physically housed at the
headquarters and are the fundamental members constituting the OCO. Like

master mechanics and the divisional engineers, they are another typical
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example that railroad employees are wusually responsible to different
chaing ©Of command for various parts of their duty - in a sense, this is
a task-oriented matrix structure.

A-3 Local Terminal Organization

Terminal Trainmaster is Terminal Superintendent's transportation

staff who supervises yardmasters, yard crew, switcher tenders and
hostlers in making up trains, getting locomotive to the trains,
switching cars to 1local industries, and moving trains into and out of
the terminal limits.

Terminal Tower Operator (Terminal Dispatcher) is a messenger to

transmit information from 1) yardmaster, 2) terminal trainmaster, and 3)
division train dispatcher to train crews concerning their on duty time,

train orders and etc.

B. Mechanical Department Organization

The Mechanical Department of a railroad is responsible not only for
the maintenance and servicing of cars and locomotives, but also for
upgrading or wmodifying them and for improving maintenance precedures.
Therefore, we can usually find some equipment design and industrial
engineering units in the mechanical headquarters.

Heading up mechanical department organizations at the local level

are the Master Mechanic. They are the principal supervisors in charge

of the daily mechanical operations and coordination with transportation
personnel. For major system shops, which take care of heavy repairs,

overhaul or even rebuilding work, Shop Superintendents are created to be

in charge of the operation, they are at the same level as the master

mechanice.



The annual or long-run planning responsibility for locomotive
maintenance is not quite identifiable in Railroad A, except up to the

VPM level. Regional General-Superintendents primarily play operating

role to coordinate division master mechanics and shop superintedents.

The Manager-Information System literally generates the schedule of the

mandatory inspections due for each locomotive. Except for certain
modification projects, no deliberate power maintenance planning effort
can be identified in Railroad A.

For railroad C, although the organization chart is quite
complicated, the observed function of each unit and the managerial
process seem more clear (Exhibit 4-2-4). The system-wide coordination
and control of daily operations of power is supervised by the Director

of Locomotive Planning; while the ACMO-locomotive 1is responsible for

annual and 1long range scheduling and planning and is supported by some

research staff.
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C. Document Relevant Organization units

Given the knowledge concerning the jobs of the key organization
position holders at various levels and departments, we are ready to
identify the relevant organization wunits as well as to specify their
" task roles, i;e., who is responsible for what particular power cycle
component. Such a probing process will force us to take a closer look
at the organization than we would have been done otherwise.

To generate a 1list of relevant actors, a power cycle VS.
organization level matrix is constructed as shown in Exhibit 4-2-5
(following Exhibit 3-2-3). Taking the control of the power 1life cycle
as an example, the formulation of general policy is an integral part of
corporate strategy, thus this responsibility would be taken by the chief
executive officer; while Senior-Vice-President of Operations, of
Marketing and of Finance would usually provide proposals or
recommendations concerning fleet size and compositions of the system.
Finally, according to the nature of the issue, the decision would be
executed by either VPT (utilization of power), VPM (maintenance
modification or rebuilding of power), or VP-Purchase (acquisition of new
power).

As to the control of the power operating cycle the General
Superintendent=Locomotive Distribution as well as General
Superintendent-Transportation jointly determine, in coordination with
mechanical officers (regional mechanical-superintendents or division
master mechanics), the power change locations on the system = where
locomotive consists will change (in whole or in part) due to

interchanges, grade conditions, system classification yards, fuel
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Exhibit 4«2-5 Identified Relevant organizational Units

Organizatioanl
Level General Functional Operational
Control Coordination supervision
Power Execution
Cycle
Component
Life Cycle Gemwd | SVPO VP.‘M-
Mansqumat SVP Mkt \:/P
SUP Finan. P purch.
»or
Service Cycle SVpo voH
veT oM st
Maint i €
C;z;eenance vP™M Por gr;“- Genernd -
veT DoM st Supr. —Mech.
Gen. supT Tram
Operating PoER D\SP-C Tuw.k.‘.q ‘dbrv“.
Cycle ﬁ“g“P+ PM Ttaam Dispr. Traw mathe,
Gon . Supt. Mek|  Mash, Mach, Eupla hap formas
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consumption policy or other logical points of operating change. These
locations will constitute the primary supply and demand points for road
freight power distribution and assignment of wunits. The power
dispatchers at the Power Control Center, working together with Division
Train Dispatchers as well as Terminal Trainmasters and terminal engine
foremen, control the real-time distribution and assignment of power
operations, while the Division Trainmasters and Division Master Mechanic
control system-wide train operations and engine's terminal operations
respectively. They jointly provide a context in which the power

dispatchers perform their duty.

4.2.3 Functioning of the Controlling System - Operating Document
Priority

To put the above knowledge concerning the roles of relevant
organization units into perspective, the understanding of a particular
controlling mechanism applied by rail operations management is
essential, that is the priority system of railroad operating documents.

Although many people today perceive the railroad industry as
characterized by a lack of creative adaptability, believing that '"many
of the practices still based on technologies of a bygone era" [Kerr and
Kornharser, 1980, p. vii], and by theory X's management style [Ellen,
1982], the organizational structure of railroads used to be highly
creditable [e.g., Cﬁandler, 1976]. According to Wyckoff {1976, p.57]:

o

"As the management tasks of the [railroads] shifted from the
financial promotion and construction to the operating and
administration phases, substantial creativity in organizational
design occured. ... In many respects, the railroads were pioneers
in designing organization structures to manage large
enterprises.eee not being able to rely on ... developed
organizational theory, ... the early railroaders innovated. Since
they were designing organizations to cope with specific situations,
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++« they were actually applying the contingency organization

theory (that was not to be articulated until nearly a century

later)."

To provide the needed flexibility required by the real-time
operations, while still confining these operations within an overall
managerial frame, railroads have developed a particular adminstrative
mechanism =~ the priority of operating documents [Armstrong, 1978,
p.220]. The core of this mechanism is the Timetable-and-Train-Order
(T&TO) system [Armstrong, p.95], in which responsible operating manager,
normally the Division Train Dispatcher as described precedingly, may
issue train orders to change - in effect, supersede - the instruction
given in the predetermined timetable in case of operating contigencies
or for the benefit of the system goalé; while except on receiving such a
train order, the train enginemen have no authority to disobey the
timetable.

When putting the T&TO system into a broader document priority
framework, we will obtain a result as shown in Exhibit 4-2-6. Power
operations 1is essentially operated within the framework of train
operations. Therefore, in line with the above train-oriented document
priority system, there 1is a power counterpart which embodies the
controlling structure for managing power operations. More specifically,
in the power management context, there are various predetermined
policies (e.g., maintenance schedules) which — derived pricipally from
railroad's overali operating strategies - are general opérating
reference lines to be followed in normal situation; while in case of
operating contingencies, except the mandatory ones (e.g., bridges' axle

limit, federal regulated test due dates), they are subject to being
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superceded by the instructions issued by certain on-line officers
through some specific authorization processes. Moreover, as to the
time-span of- these power operating'poiicies and schedules, some of them
(e.g., ton-per-horsepower) would usually be updated, piece by piece, in
accordance with the revision of corresponding timetable and train
orders; full-scale revision, in some railroads, will be implemented
periodically - e.g., Railroad C revises its power special operating
instruction (see Chapter 6) on a semi-annual basis.

In summary, the practice of document priority system, which
exemplifies railroads' general problem-conversion-processes, in a sense
stands for the rule of the game of railroading. Anyone who fails to
recognize this rule might either lose himself in the operating details
without acknowledging the existance of the broader contextual issues, or
oversimplify the railroading process and fail to appreciate the subtlety
of the control practices involved. Given the above knowledge concerning
the controlling system, we are ready to identify the specific linkages
between the controlling system and the controlled system, which will be

discussed below.

4.3 Linkages between the Two Systems

4.3.1 Task—=Actor Matrix

To ‘explicitly identify each actor's rolgs and the
interrelationships émoné the actors; we can construct the Task-Actor
Matrix [section 3.2.2] - which relates the control tasks derived in
Section 4.1.5 to the task-relevant actors specified above - as shown in

Exhibit 4-2-7 (based on data from Railroad A). The Task—Actor Matrix
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explicitly describes who plays what roles in each sub-task at different
phases. It summarizes the authority/responsibility and accountability
relationships, the initiation and. input-output characteristics, the
interactions among actors, and the general direction of information
flow. It is clear that in a task as complex as power management, the
relationships among the actors should not be "linear". This upward
feedback functiop should not only be viewed as a mechanism to assess
lower levels' performance, but also as a internal source which amy
signal the need for adaptation concerning higher 1levels' strategies,

policies and plans.

4.3.2 A Meta-Control Interpretation

An organization can be conceived of as a problem-conversion
mechanism, and in such a context power management is a process which
gradually converts a relatively open and abstract system-wide power
availability planning problem into a very specific real-time power
dispatching problem. Applying this meta-control notion to the
task-actor relationships identified in the task-actor matrix, we can
reintepret their relationships as follows.

At the 1lowest 1level is the steering control of physical power
dispatching and distribution in line with the execution of maintenance
work and train dispatching. At the next level the role is primarily
derived from the need to plan and monitor the operations of the rail
sérvice delivefy processes. This function includes 1) the review of the
performance of physical operations, 2) development of power operating
polices and maintenance schedules, as well as 3) the review of train

schedules. The latter two jointly determine the power service cycle.
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In other words, this level exercises typical ends—control over the
lowest level, as well as imposing constraints on the means that the
first-line managers are allowed to practice.

At the top 1level, its function is the meta-control. That is, on
the one hand, this level adjusts the system-wide power availability to
persue efficiency goals for power management; on the other hand, it
maintains sensitivity to environmental influences on effectiveness of
the task. The key issue to this level is the re—examination of key
planning premises on which the various task strategies and tactics are
based. These premises include system power requirement, meta-control
structure (section 2.2.1) per se, power related key cost estimates,
reward/incentive system (if any) and the basic infrastructure.

To summarize, the above described meta-control structure is a
conceptualization concerning the overall task of power management. From
a diagnosis point of view, such a conceptualization provides an
analytical perspectrive concerning the nature of the controlling system
and directs our attention to problems, not organizational hierarchy. To
complete the diagnosis, the last step left is to identify symptoms of
problems and rooms for improvement. However, in the following chpaters
(5 and 6), we sﬁall continue our analysis on the operations concerning
power maintenance (which is a key functional area of the overall power
operations management task) and the control of real-time power
<dispatcing (of which major emphasis will be on individual level decision
behavior), respectively. All the diagnostic assessments regarding
various levels' performance as well as some corresponding change

proposals will be discussed later on in Chapter 7.
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4.3.3 Summary of Chapter 4

This chapter devoted to the general description and analysis of the
characterisitcs of railroad motive power operations management. We
first analyze the technological aspect of the systems in question. The
work flows ipvolved in the railroading processes are analyzed, the power
cycle hierarchy is identified. To analyze the interdependence amoﬁg the
cycle component§ as well as the impacts of power operations on the rest
of the systems, a power availability measure and an aggregate service
impact model are presented. Based on this knowledge, we discuss the
issues involved in the control of various power cycles. We then
summarize the findings into a work unit matrix (power cycle components
vs. management cycle phases) which identifies the totality of the
control tasks of power management.

In the analysis of the controlling system, we first identify the
general roles of various departments in the host railroads, then focus
on the key actor - operations department, and anatomize its two major
sub-units — transportation and mechanical departemtns. Given the above
analysis, we document the relevant organization units (individual or
group of individuals). To gain more insights into the actual
functioning of the controlling mechanism, the system of operating
document priority adopted in the railroading processes is reviewed.

B;sed on the knowledge gained through the aove analysis, the
linkages between the “two (controlling and controlled) systems can be
identified through the construction of the task—actor matrix as shown in
Exhibit 4-2-7. The data obtained in this chapter is not only essential

to the diagnosis of the macroscopic performance of power management, but
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also a general reference frame for the more microscopic analysis and
diagnosis into the systems to complete a thorough organization
intervention [*]. For instance, the analysis conducted in Chapters 5
and 6 can be viewed as an elaboration on some subset of the work units
and organiza;ion units 1identified in the general task-actor matrix -
more specifically, Chapter 5 amplifies the maintenance module of the
matrix, while Chabter 6 highlights the interface between the mechanical
and transportation departments' steering control tasks as well as the

work units taking care of by individual power dispatcher.

[*): For some 1limited intervention endeavors, the diagnosis may be
terminated at the macrosopic level - they only have the chance to see
the '"woods" but not the "tree"; or the other way. However, this is not
the case for this study. :
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Chapter 5
THE MAINTENANCE FUNCTION

"In this chapter, we amplify the maintenance module of the system.
The reasons to select this area are 1) maintenance is a key functional
activity which supports as well as constrains power utilization, 2) the
relationships between maintenance and transportation operations provide
an  opportunity to observe problems concerning interdepartmental
coordination. The analysis of the maintenance function is basically
following the above two 1lines, i.e., on one hand, the total control
tasks and the control structure of the maintenance operations are
analyzed; on the other hand, the mutual-dependence between the

maintenance and transportation function is highlighted.

5.1 The System Being Controlled

5.1.1 Operations of Individual Shop and Engine Terminal

The elementary unit of a power maintenance system, depending on the
equipment installed, will consist of various facilites which range from
an engine terminal furnished only with minimum servicing equipments to a
péwer shop which 1is capable of performing heavy repairs. Power
maintenance facilities «can be characterized by: 1) physical
characteristics - track, facility layout,etc., 2) procedural
characteristes = stahdard operating procedures, job contents and job
priority for each craft,etc., 3) personnel characteristicsA- ?raft
class, number of men for each craft class in eachlshift.

For a typical power maintenance base, the principal components

include: 1) servicing facility which contains stations for fueling,
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watering and sanding operations, bays for inspection as well as pits for
running repairs, 2) repair facility comprised of a wheel shop, engine
shop, as well as an electric and control equipment shop, 3) criple and
dispatch tracks for placing out-of-order units and lining up ready units
respectively [ see Exhibit 5-1-1]. In the following, we shall examine

the servicing and maintenance activities in detail.

A. Servicing and Running Repair

General Nature of Servicing. 1In case of minor defects, running repairs

may be performed during servicing. Servicing and running repair are
maintenance activities operated at the "fire line'. Their task is to
turnaround an inbound engine in serviceable condition as soon as
possible so as to assure maximum power availability and thus support
real-time transportation needs. The out-of-service time in the
servicing area 1is measured on a minute basis, while in the repair shop
the time measure is locomotive-days.

Servicing is an interface activity between the transportation and
mechanical operations. Typical jobs that take place in the engine
servicing process are: fueling, sanding, watering, safety inspection,

and occasional lube oil testing [*].

[*] 0il spectrographic testing: if the sample results are infavorable,
e.g., some symptoms of malfunction of engine such as fuel 1leak/ water
leak/ air filteration/ etc., a history of samples for that locomotive
will be transmitted to the lab technician for his decision concerning
whether to issue an 0il call - which lists the reasons for the call and
what actions should be taken. The corrective actions may 1) add a
treatment substance, 2) perform an inspection, 3) be an order for the
immediate shutdown of that locomotive.
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The decisions - which shall be made whenever an engine arrives the
engine terminal - 1include the following three major categories: one
must determine whether 1) the engine is on its inspection or project
due, 2) an en-route failure is reported, or 3) the engine is on the
storing unit list. If neither of the above is the case, then the engine
will be switched to servicing station, otherwise, the engine will be
sent to maintenance shop first. However, to serve a train, there are
usually more than one engine coupled together - which is called a power
consist = to provide enough horsepower; therefore, before the servicing
operations, one has to decide whether the consist shall be decomposed
into individual units. ( Mechanical man-hours could be saved if this
decision could be coordinated with the later power assignment decision.
That is, if the same consist can be used in a later outbound train, then
it may be preferable to retain the consist as it is during the servicing
process.) During the daily inspection process, one should determine
whether there is any identifiable minor or major defect and what to do
about the defect. For instance, one may choose to send the defected
unit to undergo a running repair, or if the defect is a minor one and
there is a high demand for power, then one may choose to defer the
repair work and send the unit back to service as soon as possible.
Exhibit 5-1-2 shows the typical power flow pattern exhibited in a rail
engine terminal. Exhibit 5-1-3 gives a distribution of power servicing

time [exerpted from Mao and Martland, 1982].

Procedural Characteristics of Servicing. The procedures and the rules

by which the various d