
Some subvarieties of the De Concini-Procesi

compactification

by

Xuhua He

Bachelor of Science, Peking University, July 2001

Submitted to the Department of Mathematics
in partial fulfillment of the requirements for the degree of

Doctor of Philosophy

at the

MASSACHUSETTS INSTITUTE OF TECHNOLOGY

June 2005

c© Xuhua He, MMV. All rights reserved.

The author hereby grants to MIT permission to reproduce and
distribute publicly paper and electronic copies of this thesis document

in whole or in part.

Author . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Department of Mathematics

April 8, 2005

Certified by. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
George Lusztig

Professor of Mathematics
Thesis Supervisor

Accepted by . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Pavel Etingof

Chairman, Department Committee on Graduate Students



2



Some subvarieties of the De Concini-Procesi compactification

by

Xuhua He

Submitted to the Department of Mathematics
on April 8, 2005, in partial fulfillment of the

requirements for the degree of
Doctor of Philosophy

Abstract

This thesis is concerned with the intrinsic structure of the De Concini-Procesi com-
pactification of semi-simple adjoint algebraic groups and some relations with other
topics of algebraic groups. In chapter 1, we study the closure of the totally positive
part of an adjoint group in the group compactification. One result that we obtain
is the positive property of the closure with respect to the canonical basis. In addi-
tion, we get an explicit description of the closure. As a consequence of the explicit
description, the closure admits a cellular decomposition, which was first conjectured
by Lusztig.

In chapter 2, we give a new proof of the parametrization of the totally positive
part of flag variety which was first proved by Marsh and Rietsch using the generalized
Chamber Ansatz. My proof is based on the theory of canonical basis.

The remaining chapters are related to the pieces of the group compactification
introduced by Lusztig in the paper “Parabolic character sheaves II”. In chapter 3,
we study the closure of the unipotent variety in the group compactification, following
the previous work of Lusztig and Springer. We show that the closure of the unipo-
tent variety is the union of the unipotent variety itself together with finitely many
pieces. By the same method, we also prove a similar result for the closure of arbitrary
Steinberg fiber.

In chapter 4, we study the closure of any piece in the group compactification.
We show that the closure is a union of some other pieces. We will also discuss the
existence of cellular decomposition.

Chapter 1, 3 and 4 of this thesis are roughly based on the papers [H1], [H2] and
[H3], in that order. Chapter 2 is based on an unpublished result. Each chapter can
be read independently of the others.

Thesis Supervisor: George Lusztig
Title: Professor of Mathematics
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Chapter 1

Total positivity in the De

Concini-Procesi Compactification

We study the nonnegative part G>0 of the De Concini-Procesi compactification of

a semisimple algebraic group G, as defined by Lusztig. Using positivity properties

of the canonical basis and parametrization of flag varieties, we will give an explicit

description of G>0. This answers the question of Lusztig in Total positivity and

canonical bases, Algebraic groups and Lie groups (ed. G.I. Lehrer), Cambridge Univ.

Press, 1997, pp. 281-295. We will also prove that G>0 has a cell decomposition which

was conjectured by Lusztig.

1.0. Introduction

Let G be a connected split semisimple algebraic group of adjoint type over R. We

identify G with the group of its R-points. In [DP], De Concini and Procesi defined

a compactification Ḡ of G and decomposed it into strata indexed by the subsets of

a finite set I. We will denote these strata by {ZJ | J ⊂ I}. Let G>0 be the set of

strictly totally positive elements of G and G>0 be the set of totally positive elements

of G (see [L1]). We denote by G>0 the closure of G>0 in Ḡ. The main goal of this

paper is to give an explicit description of G>0 (see 1.3.14). This answers the question

in [L4, 9.4]. As a consequence, I will prove in 1.3.17 that G>0 has a cell decomposition
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which was conjectured by Lusztig.

To achieve our goal, it is enough to understand the intersection of G>0 with

each stratum. We set ZJ,>0 = G>0 ∩ ZJ . Note that ZI = G and ZI,>0 = G>0.

We define ZJ,>0 as a certain subset of ZJ,>0 analogous to G>0 for G>0 (see 1.2.6).

When G is simply-laced, we will prove in 1.2.7 a criterion for ZJ,>0 in terms of its

image in certain representations of G, which is analogous to the criterion for G>0 in

[L4, 5.4]. As Lusztig pointed out in [L2], although the definition of total positivity

was elementary, many of the properties were proved in a non-elementary way, using

canonical bases and their positivity properties. Our Theorem 1.2.7 is an example of

this phenomenon. As a consequence, we will see in 1.2.9 that ZJ,>0 is the closure of

ZJ,>0 in ZJ .

Note that ZJ is a fiber bundle over the product of two flag manifolds. Then

understanding ZJ,>0 is equivalent to understanding the intersection of ZJ,>0 with

each fiber. In 1.3.5, we will give a characterization of ZJ,>0 which is analogous to the

elementary fact that G>0 = ∩g∈G>0g
−1G>0. It allows us to reduce our problem to

the problem of understanding certain subsets of some unipotent groups. Using the

parametrization of the totally positive part of the flag varieties (see [MR]), we will

give an explicit description of the subsets of G (see 1.3.7). Thus our main theorem

can be proved.

1.1 Preliminaries

1.1.1 LetG be a connected semi-simple algebraic group defined over an algebraically

closed field k, with a fixed épinglage (T,B+, B−, xi, yi; i ∈ I) (see [L1, 1.1]). Let

U+, U− be the unipotent radicals of B+, B−. Let X (resp. Y ) be the free abelian

group of all homomorphism of algebraic groups T → k× (resp. k× → T ) and 〈, 〉 :

Y × X → Z be the standard pairing. We write the operation in these groups as

addition. For i ∈ I, let αi ∈ X be the simple root such that txi(a)t
−1 = xi(a)

αi(t)

for all a ∈ k, t ∈ T and let α∨i ∈ Y be the simple coroot corresponding to αi. We

also denote by ωi and ω∨i the corresponding fundamental weight and fundamental

10



coweight. For any root α, we denote by Uα the root subgroup corresponding to α.

There is a unique isomorphism ψ : G
∼
−→ Gopp (the opposite group structure) such

that ψ
(
xi(a)

)
= yi(a), ψ

(
yi(a)

)
= xi(a) for all i ∈ I, a ∈ k and

ψ(t) = t, for all t ∈ T .

If P is a subgroup of G and g ∈ G, we write gP instead of gPg−1.

For any algebraic group H, we denote the Lie algebra of H by Lie(H) and the

center of H by Z(H).

For any variety X and an automorphism σ of X, we denote the fixed point set of

σ on X by Xσ.

For any group, We will write 1 for the identity element of the group.

For any finite set X, we will write |X| for the cardinal of X.

1.1.2 Let N(T ) be the normalizer of T in G and ṡi = xi(−1)yi(1)xi(−1) ∈ N(T ) for

i ∈ I. Set W = N(T )/T and si to be the image of ṡi in W . Then W together with

(si)i∈I is a Coxeter group.

For w ∈W , let supp(w) be the set of simple roots whose associated simple reflec-

tions occur in a reduced expression of w.

Define an expression for w ∈W to be a sequence w = (w(0), w(1), . . . , w(n)) in W ,

such that w(0) = 1, w(n) = w and for any j = 1, 2, . . . , n, w−1
(j−1)w(j) = 1 or si for some

i ∈ I. An expression w = (w(0), w(1), . . . , w(n)) is called reduced if w(j−1) < w(j) for all

j = 1, 2, . . . , n. In this case, we will set l(w) = n. It is known that l(w) is independent

of the choice of the reduced expression. Note that if w is a reduced expression of w,

then for all j = 1, 2, . . . , n, w−1
(j−1)w(j) = sij for some ij ∈ I. Sometimes we will simply

say that si1si2 · · · sin is a reduced expression of w.

For w ∈ W , set ẇ = ˙si1 ˙si1 · · · ˙sin where si1si2 · · · sin is a reduced expression of

w. It is well known that ẇ is independent of the choice of the reduced expression

si1si2 · · · sin of w.

Assume that w = (w(0), w(1), . . . , w(n)) is a reduced expression of w and w(j) =

w(j−1)sij for all j = 1, 2, . . . , n. Suppose that v 6 w for the standard partial order

in W . Then there is a unique sequence v+ = (v(0), v(1), . . . , v(n)) such that v(0) =

11



1, v(n) = v, v(j) ∈ {v(j−1), v(j−1)sij} and v(j−1) < v(j−1)sij for all j = 1, 2, . . . , n (see

[MR, 3.5]). v+ is called the positive subexpression of w. We define

J+
v+

= {j ∈ {1, 2, . . . , n} | v(j−1) < v(j)},

J◦v+
= {j ∈ {1, 2, . . . , n} | v(j−1) = v(j)}.

Then by the definition of v+, we have {1, 2, . . . , n} = J+
v+
t J◦v+

.

1.1.3 Let B be the variety of all Borel subgroups of G. For B,B ′ in B, there is a

unique w ∈ W , such that (B,B ′) is in the G-orbit on B × B (diagonal action) that

contains (B+,ẇ B+). Then we write pos(B,B ′) = w. The following properties follow

from the definition and the properties of the Bruhat decomposition.

(1) If pos(B1, B2) = w, then pos(gB1,
gB2) = w for all g ∈ G.

(2) If pos(B1, B2) = w, pos(B2, B3) = v and l(wv) = l(w) + l(v), then we have

pos(B1, B3) = wv.

(3) If pos(B1, B2) = w, pos(B2, B3) = si for some i ∈ I, then pos(B1, B3) = w or

wsi.

For any subset J of I, let WJ be the subgroup of W generated by {sj | j ∈ J}

and let wJ0 be the unique element of maximal length in WJ . (We will simply write

wI0 as w0.) Let W J (resp. JW ) be the set of minimal length coset representatives

of W/WJ (resp. WJ\W ). For J,K ⊂ I, we write JWK for JW ∩WK . We denote

by PJ the subgroup of G generated by B+ and by {yj(a) | j ∈ J, a ∈ R} and

denote by PJ the variety of all parabolic subgroups of G conjugated to PJ . It is

easy to see that for any parabolic subgroup P , P ∈ PJ if and only if {pos(B1, B2) |

B1, B2 are Borel subgroups of P} = WJ .

For P ∈ PJ , Q ∈ PK and u ∈ JWK , we write pos(P,Q) = u if there exists g ∈ G,

such that gP = PJ ,
gQ = u̇PK .

1.1.4 For any parabolic subgroup P of G, define UP to be the unipotent radical of

P and HP to be the inverse image of the connected center of P/UP under P → P/UP .

12



If B is a Borel subgroup of G, then so is

PB = (P ∩B)UP .

It is easy to see that for any g ∈ HP , we have g(PB) = PB. Moreover, PB is the

unique Borel subgroup B ′ in P such that pos(B,B ′) ∈ W J (see [L5, 3.2(a)]).

Let P,Q be parabolic subgroups of G. We say that P,Q are opposed if their

intersection is a common Levi of P,Q. (We then write P ./ Q.) It is easy to see that if

P ./ Q, then for any Borel subgroup B of P and B ′ of Q, we have pos(B,B ′) ∈ WJw0.

For any subset J of I, define J∗ ⊂ I by {Q | Q ./ P for some P ∈ PJ} = PJ
∗
.

Then we have (J∗)∗ = J . Let QJ be the subgroup of G generated by B− and by

{xj(a) | j ∈ J, a ∈ R}. We have QJ ∈ P
J∗

and PJ ./ QJ . Moreover, for any P ∈ PJ ,

we have P =g PJ for some g ∈ G. Thus ψ(P ) =ψ(g)−1
QJ ∈ P

J∗
.

1.1.5 In the rest of chapter 1 and chapter 2, we assume that G be a connected

semi-simple adjoint algebraic group defined and split over R. We will also identify a

real algebraic variety with the set of its R-rational points.

Recall the following definitions from [L1].

For any w ∈W , assume that w = si1si2 · · · sin is a reduced expression of w. Define

φ± : Rn
>0 → U± by

φ+(a1, a2, . . . , an) = xi1(a1)xi2(a2) · · · xin(an),

φ−(a1, a2, . . . , an) = yi1(a1)yi2(a2) · · · yin(an).

Let U±w,>0 = φ±(Rn
>0) ⊂ U±, U±w,>0 = φ±(Rn

>0) ⊂ U±. Then U±w,>0 and U±w,>0 are

independent of the choice of the reduced expression of w. We will simply write U±w0,>0

as U±>0 and U±w0,>0 as U±>0.

T>0 is the submonoid of T generated by the elements χ(a) for χ ∈ Y and a ∈ R>0.

G>0 is the submonoid U+
>0T>0U

−
>0 = U−>0T>0U

+
>0 of G.

G>0 is the submonoid U+
>0T>0U

−
>0 = U−>0T>0U

+
>0 of G>0.

B>0 is the subset {uB− | u ∈ U+
>0} = {uB+ | u ∈ U−>0} of B and B>0 is the closure

13



of B>0 in the manifold B.

For any subset J of I, PJ>0 = {P ∈ PJ | ∃B ∈ B>0, such that B ⊂ P} and

PJ>0 = {P ∈ PJ | ∃B ∈ B>0, such that B ⊂ P} are subsets of PJ .

Remark. The fact that {uB− | u ∈ U+
>0} = {uB+ | u ∈ U−>0} was first proved by

Lusztig in [L1] using the deep positivity properties of the canonical basis. In the

appendix of chapter 2, I will give an elementary proof of this fact.

1.1.6 For any w,w′ ∈W , define

Rw,w′ = {B ∈ B | pos(B+, B) = w′, pos(B−, B) = w0w}.

It is known that Rw,w′ is nonempty if and only if w 6 w′ for the standard partial

order in W (see [KL]). Now set

Rw,w′,>0 = B>0 ∩Rw,w′ .

Then Rw,w′,>0 is a connected component of Rw,w′ and is a semi-algebraic cell (see

[R2, 2.8]). Furthermore, B =
⊔
w6w′Rw,w′ and B>0 =

⊔
w6w′Rw,w′,>0. Moreover, for

any u ∈ U+
w−1,>0, we have uRw,w′,>0 ⊂ R1,w′,>0 (see [R2, 2.2]).

Let J be a subset of I. Define πJ : B → PJ to be the map which sends a Borel

subgroup to the unique parabolic subgroup in PJ that contains the Borel subgroup.

For any w,w′ ∈ W such that w 6 w′ and w′ ∈ W J , set PJw,w′ = πJ(Rw,w′) and

PJw,w′,>0 = πJ(Rw,w′,>0). We have PJ>0 =
⊔
w6w′,w′∈WJ PJw,w′,>0 and πJ |Rw,w′,>0

maps

Rw,w′,>0 bijectively onto PJw,w′,>0 (see [R1, Chapter 4, 3.2]). Hence, for any u ∈

U+
w−1,>0, we have uPJw,w′,>0 = πJ(uRw,w′,>0) ⊂ πJ(PJ1,w′,>0).

1.1.7 Define πT : B−B+ → T by πT (utu′) = t for u ∈ U−, t ∈ T, u′ ∈ U+. Then

for b1 ∈ B
−, b2 ∈ B

−B+, b3 ∈ B
+, we have πT (b1b2b3) = πT (b1)πT (b2)πT (b3).

Let J be a subset of I. We denote by Φ+
J the set of roots that are a linear

combination of {αj | j ∈ J} with nonnegative coefficients. We will simply write Φ+
I

as Φ+ and we will call a root α positive if α ∈ Φ+. In this case, we will simply write

14



α > 0. Define U+
J to be the subgroup of U+ generated by {Uα | α ∈ Φ+

J } and ′U+
J to

be the subgroup of U+ generated by {Uα | α ∈ Φ+−Φ+
J }. Then U−× T ×′ U+

J ×U
+
J

is isomorphic to B−B+ via (u, t, u1, u2) 7→ utu1u2. Now define πU+
J

: B−B+ → U+
J by

πU+
J
(utu1u2) = u2 for u ∈ U−, t ∈ T, u1 ∈

′ U+
J and u2 ∈ U

+
J . (We will simply write

πU+
I

as πU+ .) Note that U−T · U−T ′U+
J = U−T ′U+

J . Thus it is easy to see that for

any a, b ∈ G such that a, ab ∈ B−B+, we have πU+
J
(ab) = πU+

J
(πU+(a)b). Since ′U+

J

is a normal subgroup of U+, πU+
J
|U+ is a homomorphism of U+ onto U+

J . Moreover,

we have

πU+
J

(
xi(a)

)
=





xi(a), if i ∈ J ;

1, otherwise.

Thus πU+
J
(U+

>0) = U+
wJ

0 ,>0
and πU+

J
(U+

>0) = U+
wJ

0 ,>0
.

Let U−J be the subgroup of U− generated by {U−α | α ∈ Φ+
J } and ′U−J to be the

subgroup of U− generated by {U−α | α ∈ Φ+−Φ+
J }. Then we define πU−

J
: U− → U−J

by πU−
J
(u1u2) = u1 for u1 ∈ U

−
J , u2 ∈

′ U−J . (We will simply write πU−
I

as πU− .) We

have πU−
J
(U−>0) = U−

wJ
0 ,>0

and πU−
J
(U−>0) = U−

wJ
0 ,>0

.

1.1.8 For any vector space V and a nonzero element v of V , we denote the image

of v in P (V ) by [v].

If (V, ρ) is a representation of G, we denote by (V ∗, ρ∗) the dual representation

of G. Then we have the standard isomorphism StV : V ⊗ V ∗
'
−→ End(V ) defined by

StV (v ⊗ v∗)(v′) = v∗(v′)v for all v, v′ ∈ V, v∗ ∈ V ∗. Now we have the G × G action

on V ⊗ V ∗ by (g1, g2) · (v ⊗ v∗) = (g1v) ⊗ (g2v
∗) for all g1, g2 ∈ G, v ∈ V, v∗ ∈ V ∗

and the G × G action on End(V ) by
(
(g1, g2) · f

)
(v) = g1

(
f(g−1

2 v)
)

for all g1, g2 ∈

G, f ∈ End(V ), v ∈ V . The standard isomorphism between V ⊗ V ∗ and End(V )

commutes with the G × G action. We will identify End(V ) with V ⊗ V ∗ via the

standard isomorphism.
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1.2 The strata of the De Concini-Procesi Com-

pactification

1.2.1 Let VG be the projective variety whose points are the dim(G)-dimensional

Lie subalgebras of Lie(G×G). For any subset J of I, define

ZJ = {(P,Q, γ) | P ∈ PJ , Q ∈ PJ
∗

, γ = HPgUQ, P ./g Q}

with the G×G action by (g1, g2) · (P,Q,HP gUQ) =
(
g1P ,g2 Q,Hg1P (g1gg

−1
2 )Ug2Q

)
.

For (P,Q, γ) ∈ ZJ and g ∈ γ, we set

HP,Q,γ = {(l + u1,Ad(g−1)l + u2) | l ∈ Lie(P ∩ gQ), u1 ∈ Lie(UP ), u2 ∈ Lie(UQ)}.

Then HP,Q,γ is independent of the choice of g (see [L6, 12.2]) and is an element

of VG (see [L6, 12.1]). Moreover, (P,Q, γ) → HP,Q,γ is an embedding of ZJ ⊂ VG

(see [L6, 12.2]). We will identify ZJ with the subvariety of VG defined above. Then

we have Ḡ =
⊔
J⊂I ZJ , where Ḡ is the De Concini-Procesi compactification of G (see

[L6, 12.3]). We will call {ZJ | J ⊂ I} the strata of Ḡ and ZI (resp. Z∅) the highest

(resp. lowest) stratum of Ḡ. It is easy to see that ZI is isomorphic to G and Z∅ is

isomorphic to B × B.

Set z◦J = (PJ , QJ , HPJ
UQJ

). Then z◦J ∈ ZJ (see 1.4) and ZJ = (G×G) · z◦J .

Since G is adjoint, we have an isomorphism χ : T
'
−→ (R∗)I defined by χ(t) =

(
αi(t)

−1
)
i∈I

. We denote the closure of T in Ḡ by T̄ . We have HPJ ,QJ ,HPJ
UQJ

=

{(l + u1, l + u2) | l ∈ Lie(PJ ∩ QJ), u1 ∈ UPJ
, u2 ∈ UQJ

}. Moreover, for any

t ∈ Z(PJ ∩ QJ), Ht is the subspace of Lie(G) × Lie(G) spanned by the elements

(l, l), (u1,Ad(t−1)u1), (Ad(t)u2, u2), where l ∈ Lie(PJ ∩ QJ), u1 ∈ UPJ
, u2 ∈ UQJ

.

Thus it is easy to see that z◦J = lim tj=1,∀j∈J
tj→0,∀j /∈J

χ−1
(
(ti)i∈I

)
∈ T̄ .

Proposition 1.2.2. The automorphism ψ of the variety G (see 1.1) can be extended

in a unique way to an automorphism ψ̄ of Ḡ. Moreover, ψ̄(P,Q, γ) =
(
ψ(Q), ψ(P ), ψ(γ)

)
∈

ZJ for J ⊂ I and (P,Q, γ) ∈ ZJ .
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Proof. The map ψ : G→ G induces a bijective map ψ : Lie(G)→ Lie(G). Moreover,

we have ψ(Ad(g)v) = Ad
(
ψ(g)−1

)
ψ(v) and ψ(v+ v′) = ψ(v)+ψ(v′) for g ∈ G, v, v′ ∈

Lie(G). Now define δ : Lie(G)×Lie(G)→ Lie(G)×Lie(G) by δ(v, v ′) =
(
ψ(v′), ψ(v)

)

for v, v′ ∈ Lie(G). Then δ induces a bijection ψ̄ : VG → VG.

Note that for any g ∈ G, we have Hg = {(v,Ad(g)v) | v ∈ LieG} and ψ̄(Hg) =

{(Ad(ψ(g)−1)ψ(v), ψ(v)) | v ∈ Lie(G)} = Hψ(g). Thus ψ̄ is an extension of the

automorphism ψ of G into VG.

Now for any (P,Q, γ) ∈ ZJ and g ∈ γ, we have ψ(P ) ∈ PJ
∗
, ψ(Q) ∈ PJ and

ψ(Q) ./ψ(g) ψ(P ) (see 1.4). Thus
(
ψ(Q), ψ(P ), ψ(γ)

)
∈ ZJ . Moreover,

ψ̄(HP,Q,γ) = {(Ad(ψ(g))ψ(l) + ψ(u2), ψ(l) + ψ(u1)) | l ∈ Lie(P ∩ gQ),

u1 ∈ Lie(UP ), u2 ∈ Lie(UQ)}

= {(l + u2,Ad(ψ(g)−1)l + u1) | l ∈ Lie(ψ(Q) ∩ψ(g) ψ(P )),

u1 ∈ Lie(ψ(UP )), u2 ∈ Lie(ψ(UQ))}

= Hψ(Q),ψ(P ),ψ(γ).

Thus ψ̄ |Ḡ is an automorphism of Ḡ. Moreover, since Ḡ is the closure of G, ψ̄ |Ḡ

is the unique automorphism of Ḡ that extends the automorphism ψ of G.

The proposition is proved.

1.2.3 For any λ ∈ X, set supp(λ) = {i ∈ I | 〈α∨i , λ〉 6= 0}.

In the rest of the section, I will fix a subset J of I and λ1, λ2 ∈ X
+ with supp(λ1) =

I − J, supp(λ2) = J . Let (Vλ1 , ρ1) (resp. (Vλ2 , ρ2)) be the irreducible representation

of G with the highest weight λ1 (resp. λ2). Assume that dimVλ1 = n1, dimVλ2 = n2

and {v1, v2, . . . , vn1} (resp. {v′1, v
′
2, . . . , v

′
n2
}) is the canonical basis of (Vλ1 , ρ1) (resp.

(Vλ2 , ρ2)), where v1 and v′1 are the highest weight vectors. Moreover, after reordering

{2, 3, . . . , n2}, we could assume that there exists some integer n0 ∈ {1, 2, . . . , n2} such

that for any i ∈ {1, 2, . . . , n2}, the weight of v′i is of the form λ2 −
∑

j∈J ajαj if and

only if i 6 n0.

Define iJ : G→ P
(
End(Vλ1)

)
× P

(
End(Vλ2)

)
by iJ(g) =

(
[ρ1(g)], [ρ2(g)]

)
. Then
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since λ1 + λ2 is a dominant and regular weight, the closure of the image of iJ in

P
(
End(Vλ1)

)
×P

(
End(Vλ2)

)
is isomorphic to the De Concini-Procesi compactification

of G (See [DP, 4.1]). We will use iJ as the embedding of Ḡ into P
(
End(Vλ1)

)
×

P
(
End(Vλ2)

)
. We will also identify Ḡ with its image under iJ .

1.2.4 Now with respect to the canonical basis of Vλ1 and Vλ2 , we will identify

End(Vλ1) with gl(n1) and End(Vλ2) with gl(n2). Thus we will regard ρ1(g), ρ
∗
1(g) as

n1 × n1 matrices and ρ2(g), ρ
∗
2(g) as n2 × n2 matrices. It is easy to see that (in terms

of matrices) for any g ∈ G, ρ∗1(g) =t ρ1(g
−1) and ρ∗2(g) =t ρ2(g

−1), where tM is the

transpose of the matrix M . Now for any g1, g2 ∈ G, M1 ∈ gl(n1), M2 ∈ gl(n2),

(g1, g2) ·M1 = ρ1(g1)M1ρ1(g
−1
2 ) and (g1, g2) ·M2 = ρ2(g1)M2ρ2(g

−1
2 ).

Set L = PJ ∩ QJ . Then L is a reductive algebraic group with the épinglage

(T,B+ ∩ L,B− ∩ L, xj, yj; j ∈ J). Now let VL be the subspace of Vλ2 spanned by

{v′1, v
′
2, . . . , v

′
n0
} and IL = (aij) ∈ gl(n2), where

aij =





1, if i = j ∈ {1, 2, . . . , n0};

0, otherwise.

Then VL is an irreducible representation of L with the highest weight λ2 and

canonical basis {v′1, v
′
2, . . . , v

′
n0
}. Moreover, λ2 is a dominant and regular weight for

L. Now set I1 = diag(1, 0, 0, . . . , 0) ∈ gl(n1), I2 = diag(1, 0, 0, . . . , 0) ∈ gl(n2). Then

iJ(z
◦
J) = lim

tj=1,∀j∈J
tj→0,∀j /∈J

iJ

(
χ−1

(
(ti)i∈I

))
=

(
[v1 ⊗ v

∗
1], [

n0∑

i=1

v′i ⊗ v
′
i
∗
]
)

=
(
[I1], [IL]

)
,

where {v1
∗, v2

∗, . . . , vn1
∗} (resp. {v′1

∗, v′2
∗, . . . , v′n2

∗}) is the dual basis in (Vλ1)
∗ (resp.

(Vλ2)
∗).

1.2.5 Recall that supp(λ1) = I−J . Thus for any P ∈ PJ , there is a unique P -stable

line Lρ1(P ) in (Vλ1 , ρ1) and P 7→ Lρ1(P ) is an embedding of PJ into P (Vλ1). Similarly,

for any Q ∈ PJ
∗
, there is a unique Q-stable line Lρ∗1(Q) in (V ∗λ1

, ρ∗1) and Q 7→ Lρ∗1(Q) is

an embedding of PJ
∗

into P (V ∗λ1
). It is easy to see Lρ1(PJ ) = [v1], Lρ∗1(QJ ) = [v1

∗] and
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Lρ1(gP ) = ρ1(g)Lρ1(P ), Lρ∗1(gQ) = ρ∗1(g)Lρ∗1(Q) for P ∈ PJ , Q ∈ PJ
∗
, g ∈ G.

There are projections p1 : P
(
End(Vλ1)

)
× P

(
End(Vλ2)

)
→ P

(
End(Vλ1)

)
and p2 :

P
(
End(Vλ1)

)
× P

(
End(Vλ2)

)
→ P

(
End(Vλ2)

)
. It is easy to see that p1 |ZJ

, p2 |ZJ

commute with the G × G action and p1(z
◦
J) = [v1 ⊗ v1

∗] = [Lρ1(PJ ) ⊗ Lρ∗1(QJ )]. Now

for any g1, g2 ∈ G, we have

p1

(
(g1, g2) · z

◦
J

)
= [ρ1(g1)Lρ1(PJ ) ⊗ ρ

∗
1(g2)Lρ∗1(QJ )] = [Lρ1(g1P ) ⊗ Lρ∗1(g2Q)].

In other words, p1(z) = [Lρ1(P ) ⊗ Lρ∗1(Q)] for z = (P,Q, γ) ∈ ZJ .

1.2.6 Let G>0 be the closure of G>0 in Ḡ. Then G>0 is also the closure of G>0 in

Ḡ. We have z◦J ∈ G>0 (see 1.2.1). Now set

ZJ,>0 = ZJ ∩G>0,

ZJ,>0 = {(g1, g
−1
2 ) · z◦J | g1, g2 ∈ G>0}.

Since ψ(G>0) = G>0, we have ψ̄(G>0) = G>0. Moreover, ψ̄(ZJ) = ZJ (see 2.2).

Therefore ψ̄(ZJ,>0) = ZJ,>0. Similarly, (g1, g
−1
2 ) · ZJ,>0 ⊂ ZJ,>0 for any g1, g2 ∈ G>0.

Thus ZJ,>0 ⊂ ZJ,>0. Moreover, it is easy to see that ψ̄(ZJ,>0) = ZJ,>0.

Note that for any u1, u4 ∈ U
−
>0, u2, u3 ∈ U

+
>0, t, t

′ ∈ T>0, we have

(u1u2t, u
−1
3 u−1

4 t′) · z◦J = (u1u2, u
−1
3 u−1

4 ) · (PJ , QJ , HPJ
tt′UQJ

)

= (u1, u
−1
3 ) ·

(
PJ , QJ , HPJ

πU+
J
(u2)tt

′πU−
J
(u4)UQJ

)
.

Thus

ZJ,>0 = {(u1, u
−1
2 ) · (PJ , QJ , HPJ

lUQJ
) | u1 ∈ U

−
>0, u2 ∈ U

+
>0, l ∈ L>0}

= {(u′1t, u
′
2
−1

) · z◦J | u
′
1 ∈ U

−
>0, u

′
2 ∈ U

+
>0, t ∈ T>0}.

Moreover, for any u1, u
′
1 ∈ U−, u2, u

′
2 ∈ U+ and t, t′ ∈ T , it is easy to see that

(u1t, u2) · z
◦
J = (u′1t

′, u′2) · z
◦
J if and only if (u1t)

−1u′1t
′ ∈ lHPJ

∩ B− ⊂ lZ(L) and
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u−1
2 u′2 ∈ l

−1HQJ
∩ U+ ⊂ lZ(L) for some l ∈ L , that is, l ∈ Z(L), u1 = u′1, u2 = u′2

and t ∈ t′Z(L). Thus, ZJ,>0
∼= U−>0 × U

+
>0 × T>0/

(
T>0 ∩ Z(L)

)
∼= R

2l(w0)+|J |
>0 .

Now I will prove a criterion for ZJ,>0.

Theorem 1.2.7. Assume that G is simply-laced. Let z ∈ ZJ,>0. Then z ∈ ZJ,>0 if

and only if z satisfies the condition:

(*) iJ(z) =
(
[M1], [M2]

)
and iJ

(
ψ̄(z)

)
=

(
[M3], [M4]

)
for some matrices M1,M3 ∈

gl(n1) and M2,M4 ∈ gl(n2) with all the entries in R>0.

Proof. If z ∈ ZJ,>0, then z = (g1, g
−1
2 ) · z◦J , for some g1, g2 ∈ G>0. Assume that

g1 · v1 =
∑n1

i=1 aivi and g−1
2 · v

∗
1 =

∑n1

i=1 biv
∗
i . Then for any i = 1, 2, . . . , n1, ai, bi > 0.

Set aij = aibj. Then p1(z) = [ρ1(g1)I1ρ1(g2)] = [(aij)] is a matrix with all the entries

in R>0.

We have p2(z) = [ρ2(g1)ILρ2(g2)] = [ρ2(g1)I2ρ2(g2) + ρ2(g1)(IL − I2)ρ2(g2)]. Note

that ρ2(g1)I2ρ2(g2) is a matrix with all the entries in R>0 and ρ2(g1), ρ2(g2), (IL− I2)

are matrices with all the entries in R>0. Thus ρ2(g1)(IL − I2)ρ2(g2) is a matrix with

all its entries in R>0. So ρ2(g1)ILρ2(g2) is a matrix with all the entries in R>0.

Similarly, iJ
(
ψ̄(z)

)
=

(
[M3], [M4]

)
for some matrices M3,M4 with all their entries

in R>0.

On the other hand, assume that z satisfies the condition (*). Suppose that z =

(P,Q, γ) and Lρ1(P ) = [
∑n1

i=1 aivi], Lρ∗1(Q) = [
∑n1

i=1 biv
∗
i ]. We may also assume that

ai0 = bi1 = 1 for some integers i0, i1 ∈ {1, 2, . . . , n1}.

Set M = (aij) ∈ gL(n1), where aij = aibj for i, j ∈ {1, 2, . . . , n1}. Then p1(z) =

[Lρ1(P ) ⊗ Lρ∗1(Q)] = [M ]. By the condition (*) and since ai0,i1 = ai0bi1 = 1, we

have that M is a matrix with all its entries in R>0. In particular, for any i ∈

{1, 2, . . . , n1}, ai,i1 = ai > 0. Therefore Lρ1(P ) = [
∑n1

i=1 aivi], where ai > 0 for all i ∈

{1, 2, . . . , n1}. By [R1, 5.1] (see also [L3, 3.4]), P ∈ PJ>0. Similarly, ψ(Q) ∈ PJ>0. Thus

there exist u1 ∈ U
−
>0, u2 ∈ U

+
>0 and l ∈ L, such that z = (u1, u

−1
2 ) · (PJ , QJ , HPJ

lUQJ
).

We can express u1, u2 in a unique way as u1 = u′1u
′′
1, for some u′1 ∈

′ U−J , u′′1 ∈ U
−
J

and u2 = u′′2u
′
2, for some u′2 ∈

′ U+
J , u′′2 ∈ U

+
J (see 1.1.7).
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Recall that VL is the subspace of Vλ2 spanned by {v′1, v
′
2, . . . , v

′
n0
}. Let V ′L be the

subspace of Vλ2 spanned by {v′n0+1, v
′
n0+2, . . . , v

′
n2
}. Then u·v−v ∈ V ′L and u·V ′L ⊂ V ′L,

for all v ∈ VL, α /∈ Φ+
J and u ∈ U−α. Thus u · v − v ∈ V ′L and u · V ′L ⊂ V ′L, for all

v ∈ VL and u ∈′ U−J .

Similarly, let V ∗L be the subspace of V ∗λ2
spanned by {v′1

∗, v′2
∗, . . . , v′n0

∗} and V ′L
∗

be the subspace of V ∗λ2
spanned by {v′n0+1

∗, v′n0+2
∗, . . . , v′n2

∗}. Then for any v∗ ∈ V ∗L

and u ∈′ U+
J , we have u · v − v ∈ V ′L

∗ and uV ′L
∗ ⊂ V ′L

∗.

We define a map πL : gl(n2)→ gl(n0) by

πL
(
(aij)i,j∈{1,2,...,n2}

)
= (aij)i,j∈{1,2,...,n0}.

Then for any u ∈′ U−J , u
′ ∈′ U+

J and M ∈ gl(n2), we have πL
(
(u, u′)·M

)
= πL(M).

Set M2 = ρ2(u1l)ILρ2(u2) and l′ = u′′1lu
′′
2 ∈ L. Then

πL(M2) = πL

(
(u1, u

−1
2 ) ·

(
ρ2(l)IL

))
= πL

(
(u′1, u

′
2
−1

) ·
(
(u′′1, u

′′
2
−1

) ·
(
ρ2(l)IL

)))

= πL

(
(u′′1, u

′′
2
−1

) ·
(
ρ2(l)IL

))
= πL

(
ρ2(l

′)IL
)

= ρL(l′).

Since p2(z) = [M2], M2 is a matrix with all its entries nonzero. Therefore ρL(l′) =

πL(M2) is a matrix with all its entries nonzero. Thus l′ = l1t1l2, for some l1 ∈

U− ∩ L, l2 ∈ U
+ ∩ L, t1 ∈ T .

Set ũ1 = u′1l1 and ũ2 = u′2l2. Then
�
u1PJ =u1(u′′1

−1l1) PJ =u1 PJ . Similarly, we have
�
u2

−1

QJ =u−1
2 QJ . So z = (ũ1, ũ2

−1) · (PJ , QJ , HPJ
t1UQJ

).

Now for any i0, j0 ∈ {1, 2, . . . , n1}, define a map π1
i0,j0

: gl(n1)→ R by

π1
i0,j0

(
(aij)i,j∈{1,2,...,n1}

)
= ai0,j0

and for any i0, j0 ∈ {1, 2, . . . , n2}, define a map π2
i0,j0

: gl(n2)→ R by

π2
i0,j0

(
(aij)i,j∈{1,2,...,n2}

)
= ai0,j0 .

Now z = (ũ1t1, ũ2
−1) · z◦J and ψ̄(z) =

(
ψ(ũ2)t1, ψ(ũ1)

−1
)
· z◦J .
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Set

M̃1 = ρ1(ũ1t1)I1ρ1(ũ2), M̃3 = ρ1

(
ψ(ũ2)t1

)
I1ρ1

(
ψ(ũ1)

)
,

M̃2 = ρ2(ũ1t1)ILρ2(ũ2), M̃4 = ρ2

(
ψ(ũ2)t1

)
I1ρ2

(
ψ(ũ1)

)
.

We have ũ1 · v1 =
∑n1

i=1

π1
i,1(M̃1)

π1
1,1(M̃1)

vi and ψ(ũ2) · v1 =
∑n1

i=1

π1
i,1(M̃3)

π1
1,1(M̃3)

vi.

Moreover, let V0 be the subspace of Vλ2 spanned by {v′2, v
′
3, . . . , v

′
n2
} and V0

∗ be

the subspace of V ∗λ2
spanned by {v′2

∗, v′3
∗, . . . , v′n2

∗}. Then we have u · V0 ⊂ V0, for all

u ∈ U− and u′ · V ∗0 ⊂ V ∗0 , for all u′ ∈ U+.

Thus for all i = 1, 2, . . . , n2,

π2
i,1(M2) = π2

i,1

(
ρ2(ũ1t1)I2ρ2(ũ2)

)
+ π2

i,1

(
ρ2(ũ1t1)(IL − I2)ρ2(ũ2)

)

= π2
i,1

(
ρ2(ũ1t1)I2ρ2(ũ2)

)
.

So ũ1 · v
′
1 =

∑n2

i=1

π2
i,1(M̃2)

π2
1,1(M̃2)

v′i and ψ(ũ2) · v
′
1 =

∑n2

i=1

π2
i,1(M̃4)

π2
1,1(M̃4)

v′i. By [L2, 5.4], we

have ũ1, ψ(ũ2) ∈ U
−
>0. Therefore to prove that z ∈ ZJ,>0, it is enough to prove that

t1 ∈ T>0Z(L), where Z(L) is the center of L.

For any g ∈ (U−, U+) · T̄ , g can be expressed in a unique way as g = (u1, u2) · t, for

some u1 ∈ U
−, u2 ∈ U

+, t ∈ T̄ . Now define πT̄ : (U−, U+)·T̄ → T̄ by πT̄
(
(u1, u2)·t

)
=

t for all u1 ∈ U
−, u2 ∈ U

+, t ∈ T̄ . Note that (U−, U+) · T̄ ∩G>0 is the closure of G>0

in (U−, U+) · T̄ . Then πT̄
(
(U−, U+) · T̄ ∩ G>0

)
is contained in the closure of T>0 in

T̄ . In particular, πT̄ (z) = t1tJ is contained in the closure of T>0 in T̄ . Therefore for

any j ∈ J , αj(t1) > 0. Now let t2 be the unique element in T such that

αj(t2) =





αj(t1), if j ∈ J ;

αj(t1)
2, if j /∈ J.

Then t2 ∈ T>0 and t−1
2 t1 ∈ Z(L). The theorem is proved.

Remark. Theorem 1.2.7 is analogous to the following statement in [L4, 5.4]: Assume

that G is simply laced and V is the irreducible representation of G with the highest
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weight λ, where λ is a dominant and regular weight of G. For any g ∈ G, let M(g)

be the matrix of g : V → V with respect to the canonical basis of V . Then for any

g ∈ G, g ∈ G>0 if and only if M(g) and M
(
ψ(g)

)
are matrices with all the entries in

R>0.

1.2.8 Before proving Corollary 1.2.9, I will introduce some technical tools.

Since G is adjoint, there exists (in an essentially unique way) G̃ with the épinglage

(T̃ , B̃+, B̃−, x̃ĩ, ỹĩ; ĩ ∈ Ĩ) and an automorphism σ : G̃ → G̃ (over R) such that the

following conditions are satisfied.

(a) G̃ is connected semisimple adjoint algebraic group defined and split over R.

(b) G̃ is simply laced.

(c) σ preserves the épinglage, that is, σ(T̃ ) = T̃ and there exists a permutation

ĩ → σ(̃i) of Ĩ, such that σ
(
x̃ĩ(a)

)
= x̃σ(̃i)(a), σ

(
ỹĩ(a)

)
= ỹσ(̃i)(a) for all ĩ ∈ Ĩ and

a ∈ R.

(d) If ĩ1 6= ĩ2 are in the same orbit of σ : Ĩ → Ĩ, then ĩ1, ĩ2 do not form an edge of

the Coxeter graph.

(e) ĩ and σ(̃i) are in the same connected component of the Coxeter graph, for any

ĩ ∈ Ĩ.

(f) There exists an isomorphism φ : G̃σ → G (as algebraic groups over R) which is

compatible with the épinglage of G and the épinglage (T̃ σ, B̃+σ, B̃−σ, x̃p, ỹp; p ∈ Ī) of

G̃σ, where Ī is the set of orbit of σ : Ĩ → Ĩ and x̃p(a) =
∏

ĩ∈p x̃ĩ(a), ỹp(a) =
∏

ĩ∈p ỹĩ(a)

for all p ∈ Ī and a ∈ R.

Let λ be a dominant and regular weight of G̃ and (V, ρ) be the irreducible rep-

resentation of G̃ with highest weight λ. Let G̃ be the closure of {[ρ(g̃)] | g̃ ∈ G̃} in

P
(
End(V )

)
and G̃σ be the closure of {[ρ(g̃)] | g̃ ∈ G̃σ} in P

(
End(V )

)
. Then since λ

is a dominant and regular weight of G̃ and λ |T̃σ is a dominant and regular weight of

G̃σ, we have that G̃ is the De Concini-Procesi compactification of G̃ and G̃σ is the

De Concini-Procesi compactification of G̃σ. Since G̃ is closed in P
(
End(V )

)
, G̃σ is

the closure of {[ρ(g̃)] | g̃ ∈ G̃σ} in G̃.

We have G̃ =
⊔
J̃⊂Ĩ Z̃J̃ =

⊔
J̃⊂Ĩ(G̃ × G̃) · z̃◦

J̃
and G̃σ =

⊔
J̃⊂Ĩ,σJ̃=J̃(G̃

σ × G̃σ) · z̃◦
J̃
.
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Moreover, σ can be extended in a unique way to an automorphism σ̄ of G̃. Since G̃
σ̄

=
⊔
J̃⊂Ĩ,σJ̃=J̃(Z̃J̃)

σ̄ is a closed subset of G̃ containing G̃σ, we have G̃σ ⊂
⊔
J̃⊂Ĩ,σJ̃=J̃(Z̃J̃)

σ̄.

By the condition (f), there exists a bijection φ between Ī and I, such that

φ
(
x̃p(a)

)
= xφ(p)(a), for all p ∈ Ī , a ∈ R. Moreover, the isomorphism φ from G̃σ

to G can be extended in a unique way to an isomorphism φ̄ : G̃σ → Ḡ. It is easy to

see that for any J̃ ⊂ Ĩ with σJ̃ = J̃ , we have φ̄
(
(G̃σ × G̃σ) · z̃◦

J̃

)
= Zφ◦π(J̃), where

π : Ĩ → Ī is the map sending element of Ĩ into the σ-orbit that contains it.

Corollary 1.2.9. ZJ,>0 = ∩g1,g2∈G>0(g
−1
1 , g2) ·ZJ,>0 is the closure of ZJ,>0 in ZJ . As

a consequence, ZJ,>0 and G>0 are contractible.

Proof. I will prove that ZJ,>0 ⊂ ∩g1,g2∈G>0(g
−1
1 , g2) · ZJ,>0.

First, assume that G is simply laced.

For any g ∈ G>0, iJ(g) =
(
[ρ1(g)], [ρ2(g)]

)
, where ρ1(g) and ρ2(g) are matrices

with all the entries in R>0. Then for any z ∈ ZJ,>0, we have iJ(z) =
(
[M1], [M2]

)

for some matrices with all the entries in R>0. Similarly, iJ
(
ψ̄(z)

)
=

(
[M3], [M4]

)
for

some matrices with all their entries in R>0.

Note that for any M ′
1,M

′
2,M

′
3 ∈ gl(n) such that M ′

1,M
′
3 are matrices with all their

entries in R>0 and M ′
2 is a nonzero matrix with all the entries in R>0, we have that

M ′
1M

′
2M

′
3 is a matrix with all the entries in R>0. Thus for any g1, g2 ∈ G>0, we have

that (g1, g
−1
2 ) · z satisfies the condition (*) in 1.2.7. Moreover, (g1, g

−1
2 ) · z ∈ ZJ,>0.

Therefore by 1.2.7, (g1, g
−1
2 ) · z ∈ ZJ,>0 for all g1, g2 ∈ G>0.

In the general case, we will keep the notation of 1.2.8. Since the isomorphism

φ : G̃σ → G is compatible with the épinglages, we have φ
(
(Ũ±>0)

σ
)

= U±>0, φ
(
(T̃>0)

σ
)

=

T>0 and φ
(
(G̃>0)

σ
)

= G>0. Now for any z ∈ ZJ,>0, z is contained in the closure of

G>0 in Ḡ. Thus φ̄−1(z) is contained in the closure of (G̃>0)
σ in G̃σ, hence contained

in the closure of (G̃>0)
σ in G̃. Therefore, φ̄−1(z) ∈ Z̃J̃ ,>0, where J̃ = π−1 ◦ φ−1(J).

For any g̃1, g̃2 ∈ (G̃>0)
σ, we have (g̃1, g̃2

−1) · φ̄−1(z) = (ũ1t̃, ũ2
−1) · z̃◦

J̃
for some ũ1 ∈

Ũ−>0, ũ2 ∈ Ũ
+
>0, t̃ ∈ T̃>0. Since φ̄−1(z) ∈ (G̃)σ̄, we have (g̃1, g̃2

−1) · φ̄−1(z) ∈ (Z̃J̃ ,>0)
σ̄.
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Then

σ̄
(
(ũ1t̃, ũ2

−1) · z̃◦
J̃

)
=

(
σ(ũ1t̃), σ(ũ2

−1)
)
· σ̄(z̃◦

J̃
) =

(
σ(ũ1)σ(t̃), σ(ũ2

−1)
)
· z̃◦

J̃

= (ũ1t̃, ũ2
−1) · z̃◦

J̃
.

Thus σ(ũ1) = ũ1 and σ(ũ2) = ũ2. Moreover, (t̃, 1) · z̃◦
J̃

=
(
σ(t̃), 1

)
· z̃◦

J̃
, that is,

α̃j̃(t̃) = α̃j̃
(
σ((t̃)

)
= α̃σ(j̃)(t̃) for all j̃ ∈ J̃ , where {α̃ĩ | ĩ ∈ Ĩ} is the set of simple roots

of G̃. Let t̃′ be the unique element in T̃ such that

α̃j̃(t̃
′) =





α̃j̃(t̃), if j̃ ∈ J̃ ;

1, otherwise .

Then t̃′ ∈ (T̃>0)
σ and (t̃, 1)·z̃◦

J̃
= (t̃′, 1)·z̃◦

J̃
. Thus (g̃1, g̃2

−1)·φ̄−1(z) = (ũ1t̃
′, ũ2

−1)·z̃◦
J̃
.

We have

(
φ(g̃1), φ(g̃2)

−1
)
· z = φ̄

(
(g̃1, g̃2

−1) · φ̄−1(z)
)

= φ̄
(
(ũ1t̃

′, ũ2
−1) · z̃◦

J̃

)

=
(
φ(ũ1)φ(t̃′), φ(ũ2

−1)
)
· z◦J ∈ ZJ,>0.

Since φ
(
(G̃>0)

σ
)

= G>0, we have ZJ,>0 ⊂ ∩g1,g2∈G>0(g
−1
1 , g2) · ZJ,>0.

Note that (1, 1) is contained in the closure of {(g1, g
−1
2 ) | g1, g2 ∈ G>0}. Hence,

for any z ∈ ∩g1,g2∈G>0(g
−1
1 , g2) · ZJ,>0, z is contained in the closure of ZJ,>0. On the

other hand, ZJ,>0 is a closed subset in ZJ . ZJ,>0 contains ZJ,>0, hence contains the

closure of ZJ,>0 in ZJ . Therefore, ZJ,>0 = ∩g1,g2∈G>0(g
−1
1 , g2) · ZJ,>0 is the closure of

ZJ,>0 in ZJ .

Now set gr = exp
(
r
∑

i∈I(ei + fi)
)
, where ei and fi are the Chevalley generators

related to our épinglage by xi(1) = exp(ei) and yi(1) = exp(fi). Then gr ∈ G>0 for

r ∈ R>0 (see [L1, 5.9]). Define f : R>0 × ZJ,>0 → ZJ,>0 by f(r, z) = (gr, g
−1
r ) · z for

r ∈ R>0 and z ∈ ZJ,>0. Then f(0, z) = z and f(1, z) ∈ ZJ,>0 for all z ∈ ZJ,>0. Using

the fact that ZJ,>0 is a cell (see 1.2.6), it follows that ZJ,>0 is contractible.

Similarly, define f ′ : R>0 ×G>0 → G>0 by f ′(r, z) = (gr, g
−1
r ) · z for r ∈ R>0 and

z ∈ G>0. Then f ′(0, z) = z and f ′(1, z) ∈
⊔
K⊂I ZK,>0 for all z ∈ G>0. Note that
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⊔
K⊂I ZK,>0 =

(
U−>0, (U

+
>0)
−1

)
·
⊔
K⊂I(T>0, 1) ·z

◦
K
∼= U−>0×U

+
>0×

⊔
K⊂I(T>0, 1) ·z

◦
K (see

1.2.6). Moreover, by [DP, 2.2], we have
⊔
K⊂I(T>0, 1)·z

◦
K
∼= RI

>0. Thus
⊔
K⊂I ZK,>0

∼=

R
2l(w0)
>0 ×RI

>0 is contractible. Therefore G>0 is contractible.

1.3 The cell decomposition of ZJ,>0

1.3.1 For any P ∈ PJ , Q ∈ PJ
∗
, B ∈ B and g1 ∈ HP , g2 ∈ UQ, g ∈ G, we

have pos
(
PB,g1gg2 (QB)

)
= pos

(
g−1
1 (PB),gg2 (QB)

)
= pos

(
PB,g (QB)

)
. If moreover,

P ./g Q, then pos
(
PB,g (QB)

)
= ww0 for some w ∈ WJ (see 1.4). Therefore, for any

v, v′ ∈ W , w,w′ ∈ W J and y, y′ ∈ WJ with v 6 w and v′ 6 w′, Lusztig introduced

the subset Zv,w,v′,w′;y,y′

J and Zv,w,v′,w′;y,y′

J,>0 of ZJ which are defined as follows:

Zv,w,v′,w′;y,y′

J = {(P,Q,HPgUQ) ∈ ZJ | P ∈ P
J
v,w, ψ(Q) ∈ PJv′,w′ ,

pos
(
PB+

,g (QB+

)
)

= yw0, pos
(
PB−

,g (QB−

)
)

= y′w0}

and

Zv,w,v′,w′;y,y′

J,>0 = Zv,w,v′,w′;y,y′

J ∩ ZJ,>0.

Then

ZJ =
⊔

v,v′∈W,w,w′∈WJ ,y,y′∈WJ

v6w,v′6w′

Zv,w,v′,w′;y,y′

J ,

ZJ,>0 =
⊔

v,v′∈W,w,w′∈WJ ,y,y′∈WJ

v6w,v′6w′

Zv,w,v′,w′;y,y′

J,>0 .

Lusztig conjectured that for any v, v′ ∈ W,w,w′ ∈ W J , y, y′ ∈ WJ such that

v 6 w, v′ 6 w′, Zv,w,v′,w′;y,y′

J,>0 is either empty or a semi-algebraic cell. If it is nonempty,

then it is also a connected component of Zv,w,v′,w′;y,y′

J .

In this section, we will prove this conjecture. Moreover, we will show exactly when

Zv,w,v′,w′;y,y′

J,>0 is nonempty and we will give an explicit description of Zv,w,v′,w′;y,y′

J,>0 .

First, I will prove some elementary facts about the total positivity of G.

26



Proposition 1.3.2.

∩u∈U±
>0
u−1U±>0 = ∩u∈U±

>0
U±>0u

−1 = ∩u∈U±
>0
u−1U±>0 = ∩u∈U±

>0
U±>0u

−1 = U±>0,

∩g∈G>0g
−1G>0 = ∩g∈G>0G>0g

−1 = ∩g∈G>0g
−1G>0 = ∩g∈G>0G>0g

−1 = G>0.

Proof. I will only prove ∩u∈U+
>0
u−1 · U+

>0 = U+
>0. The rest of the equalities could be

proved in the same way.

Note that uu1 ∈ U
+
>0 for all u1 ∈ U

+
>0, u ∈ U

+
>0. Thus u1 ∈ ∩u∈U+

>0
u−1 · U+

>0. On

the other hand, assume that u1 ∈ ∩u∈U+
>0
u−1 · U+

>0. Then uu1 ∈ U
+
>0 for all u ∈ U+

>0.

We have u1 = limu∈U+
>0

u→1

uu1 is contained in the closure of U+
>0 in U+, that is, u1 ∈ U

+
>0.

So ∩u∈U+
>0
u−1 · U+

>0 = U+
>0.

For any v, v′ ∈ W , w,w′ ∈ W J such that v 6 w, v′ 6 w′, set Zv,w,v′,w′

J =
⊔
y,y′∈WJ

Zv,w,v′,w′;y,y′

J and Zv,w,v′,w′

J,>0 =
⊔
y,y′∈WJ

Zv,w,v′,w′;y,y′

J,>0 . We will give a charac-

terization of z ∈ Zv,w,v′,w′

J,>0 in 1.3.5.

Lemma 1.3.3. For any w ∈ W , u ∈ U−>0, {πU+(u1u) | u1 ∈ U
+
w,>0} = U+

w,>0.

Proof. The following identities hold (see [L1, 1.3]):

(a) txi(a) = xi
(
αi(t)a

)
t, tyi(a) = yi

(
αi(t)

−1a
)
t for all i ∈ I, t ∈ T, a ∈ R.

(b) yi1(a)xi2(b) = xi2(b)yi1(a) for all a, b ∈ R and i1 6= i2 ∈ I.

(c) xi(a)yi(b) = yi(
b

1+ab
)α∨i (

1
1+ab

)xi(
a

1+ab
) for all a, b ∈ R>0, i ∈ I.

Thus U+
w,>0U

−
>0 ⊂ U−>0T>0U

+
w,>0 for w ∈ W . So we only need to prove that

U+
w,>0 ⊂ {πU+(u1u) | u1 ∈ U

+
w,>0}. Now I will prove the following statement:

{πU+

(
u1yi(a)

)
| u1 ∈ U

+
w,>0} = U+

w,>0 for i ∈ I, a ∈ R>0.

We argue by induction on l(w). It is easy to see that the statement holds for w = 1.

Now assume that w 6= 1. Then there exist j ∈ I and w1 ∈ W such that w = sjw1 and

l(w1) = l(w) − 1. For any u′1 ∈ U
+
w,>0, we have u′1 = u′2u

′
3 for some u′2 ∈ U

+
sj ,>0 and

u′3 ∈ U
+
w1,>0. By induction hypothesis, there exists u3 ∈ U

+
w1,>0, u

′ ∈ U− and t ∈ T

such that u3yi(a) = u′tu′3. Since U+
w,>0U

−
si,>0 ⊂ U−si,>0T>0U

+
w,>0, we have u′ ∈ U−si,>0

and t ∈ T>0.
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Now by (a), we have tu′2t
−1 ∈ U+

sj ,>0. So by (b) and (c), there exists u2 ∈ U
+
sj ,>0

such that πU+(u2u
′) = tu′2t

−1. Thus

πU+

(
u2u3yi(a)

)
= πU+

(
(u2u

′)
(
u′
−1
u3yi(a)

))
= πU+

(
πU+(u2u

′)u′
−1
u3yi(a)

)

= πU+(tu′2t
−1tu′3) = πU+(tu′2u

′
3) = u′1.

So u′1 ∈ {πU+(u1yi(a)) | u1 ∈ U
+
w,>0}. The statement is proved.

Now assume that u ∈ U−w′,>0. I will prove the lemma by induction on l(w′). It

is easy to see that the lemma holds for w′ = 1. Now assume that w′ 6= 1. Then

there exist i ∈ I and w′1 ∈ W such that l(w′1) = l(w′) − 1 and w′ = siw
′
1. We have

u = yi(a)u
′ for some a ∈ R>0 and u′ ∈ U−w′

1,>0. So

{πU+(u1u) | u1 ∈ U
+
w,>0} = {πU+

(
u1yi(a)u

′
)
| u1 ∈ U

+
w,>0}

= {πU+

(
πU+

(
u1yi(a)

)
u
)
| u1 ∈ U

+
w,>0}

= {πU+(u′1u
′) | u′1 ∈ U

+
w,>0}.

By induction hypothesis, we have

{πU+(u1u) | u1 ∈ U
+
w,>0} = {πU+(u′1u

′) | u′1 ∈ U
+
w,>0} = U+

w,>0.

Lemma 1.3.4. Set Z1
J,>0 = {(g1, g

−1
2 ) · z◦J | g1 ∈ U

−
>0T>0, g2 ∈ U

+
>0}. Then

ZJ,>0 = ∩u1∈U
+
>0,u

−1
2 ∈U

−
>0

(u−1
1 , u2) · Z

1
J,>0. (a)

Z1
J,>0 =

⊔

w1,w2∈WJ

{(u1PJ ,
u−1
2 QJ , u1HPJ

lUQJ
u2) | u1 ∈ U

−
w1,>0, (b)

u2 ∈ U
+
w2,>0, l ∈ L>0}

= {(P,Q, γ) ∈ ZJ,>0 | P =u1 PJ , ψ(Q) =u2 PJ for some u1, u2 ∈ U
−
>0}.
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Proof. (a) By 1.2.9 and 1.3.2, we have

ZJ,>0 = ∩g1,g2∈G>0(g
−1
1 , g2) · ZJ,>0 = ∩ t1,t2∈T>0

u1,u2∈U
+
>0,u3,u4∈U

−
>0

(u−1
1 u−1

3 t−1
1 , u4u2t2) · ZJ,>0

= ∩u1∈U
+
>0,u4∈U

−
>0

(u−1
1 , u4) · ∩u2∈U

+
>0,u3∈U

−
>0

(u−1
2 , u3) · ∩t1,t2∈T>0(t

−1
1 , t2) · ZJ,>0

= ∩u1∈U
+
>0,u4∈U

−
>0

(u−1
1 , u4) · ∩u2∈U

+
>0,u3∈U

−
>0

(u−1
2 , u3) · ZJ,>0

= ∩u1∈U
+
>0,u4∈U

−
>0

(u−1
1 , u4) · ∩u2∈U

+
>0,u3∈U

−
>0

(
u−1

2 U−>0T>0, (U
+
>0u

−1
3 )−1

)
· z◦J

= ∩u1∈U
+
>0,u

−1
2 ∈U

−
>0

(u−1
1 , u2) ·

((
U−>0T>0, (U

+
>0)
−1

)
· z◦J

)
.

(b) For any u ∈ U−>0, v ∈ U
+
>0, t ∈ T>0, there exist w1, w2 ∈ W

J , w3, w4 ∈ WJ , such

that u = u1u3 for some u1 ∈ U
−
w1,>0, u3 ∈ U

−
w3,>0 and v = u4u2 for some u2 ∈ U

+
w2,>0,

u4 ∈ U+
w4,>0. Then (ut, v−1) · z◦J = (u1PJ ,

u−1
2 QJ , u1HPJ

u3tu4UQJ
u2). On the other

hand, assume that l ∈ L>0, then l = u3tu4 for some u3 ∈ U−>0, u4 ∈ U+
>0, t ∈ T>0.

Thus for any u1 ∈ U
−
>0, u2 ∈ U

+
>0, we have

(u1PJ ,
u−1
2 QJ , u1HPJ

lUQJ
u2) = (u1u3t, u

−1
2 u−1

4 ) · z◦J ∈ Z
1
J,>0.

Therefore,

Z1
J,>0 =

⊔

w1,w2∈WJ

{(u1PJ ,
u−1
2 QJ , u1HPJ

lUQJ
u2) | u1 ∈ U

−
w1,>0,

u2 ∈ U
+
w2,>0, l ∈ L>0}

⊂ {(P,Q, γ) ∈ ZJ,>0 | P =u1 PJ , ψ(Q) =u2 PJ for some u1, u2 ∈ U
−
>0}.

Note that {uPJ | u ∈ U−>0} =
⊔
w∈WJ{uPJ | u ∈ U−w,>0}. Now assume that

z =
(
u1PJ ,

ψ(u2)−1
QJ , u1HPJ

lUQJ
ψ(u2)

)
for some w1, w2 ∈ W

J and u1 ∈ U
−
w1,>0, u2 ∈

U−w2,>0, l ∈ L. To prove that z ∈ Z1
J,>0, it is enough to prove that l ∈ L>0Z(L). By

part (a), for any u3, u4 ∈ U
+
>0,

(
u3, ψ(u4)

−1
)
· z =

(
u3u1PJ ,

ψ(u4u2)−1

QJ , u3u1HPJ
lUQJ

ψ(u4u2)
)
∈ Z1

J,>0.
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Note that u3u1 = u′1t1πU+(u3u1) for some u′1 ∈ U−w1,>0, t1 ∈ T>0 and u4u2 =

u′2t2πU+(u4u2) for some u′2 ∈ U−w2,>0, t2 ∈ T>0. So we have that u3u1PJ =u′1 PJ ,

ψ(u4u2)−1
QJ =ψ(u′2)−1

QJ and

u3u1HPJ
lUQJ

ψ(u4u2) = u′1t1πU+(u3u1)HPJ
lUQJ

ψ
(
πU+(u4u2)

)
t2ψ(u′2)

= u′1HPJ
t1πU+

J
(u3u1)lψ

(
πU+

J
(u4u2)

)
t2UQJ

ψ(u′2).

Then t1πU+
J
(u3u1)lψ

(
πU+

J
(u4u2)

)
t2 ∈ L>0Z(L). Since t1, t2 ∈ T>0, we have that

πU+
J
(u3u1)lψ

(
πU+

J
(u4u2)

)
∈ L>0Z(L) for all u3, u4 ∈ U

+
>0. By 1.1.8 and 1.3.3,

πU+
J
(U+

>0u1) = πU+
J

(
πU+(U+

>0u1)
)

= πU+
J
(U+

>0) = U+
wJ

0 ,>0
.

Similarly, we have πU+
J
(U+

>0u2) = U+
wJ

0 ,>0
. Thus

l ∈ ∩u3,u4∈U
+

wJ
0 ,>0

u−1
3 U+

wJ
0 ,>0

T>0Z(L)U−
wJ

0 ,>0
ψ(u4)

−1

= U+
wJ

0 ,>0
T>0Z(L)U−

wJ
0 ,>0

= L>0Z(L).

The lemma is proved.

Proposition 1.3.5. Let z ∈ Zv,w,v′,w′

J , then z ∈ Zv,w,v′,w′

J,>0 if and only if for any

u1 ∈ U
+
v−1,>0, u2 ∈ U

+
v′−1,>0

,
(
u1, ψ(u−1

2 )
)
· z ∈ Z1

J,>0.

Proof. Assume that z ∈ ∩u1∈U
+

v−1,>0
,u2∈U

+

v′−1,>0

(
u−1

1 , ψ(u2)
)
Z1
J,>0. Then we have z =

limu1,u2→1

(
u1, ψ(u2)

−1
)
·z is contained in the closure of Z1

J,>0 in ZJ . Note that ZJ,>0 ⊂

Z1
J,>0 ⊂ ZJ,>0. Thus by 1.2.9, ZJ,>0 is the closure of Z1

J,>0 in ZJ . Therefore, z is

contained in ZJ,>0.

On the other hand, assume that z = (P,Q, γ) ∈ Zv,w,v′,w′

J,>0 . By 1.3.4(a), for any u1 ∈

U+
v−1,>0, u2 ∈ U

+
v′−1,>0

, we have
(
u1, ψ(u−1

2 )
)
·z ∈ ZJ,>0. Moreover, we have u1P =u′1 PJ

for some u′1 ∈ U
−
w,>0 (see 1.1.6). Similarly, we have ψ(ψ(u−1

2 )Q) = u2ψ(Q) =u′2 PJ for

some u′2 ∈ U
−
w′,>0. By 1.3.4(b),

(
u1, ψ(u−1

2 )
)
· z ∈ Z1

J,>0.
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1.3.6 Now I will fix w ∈ W J and a reduced expression w = (w(0), w(1), . . . , w(n))

of w. Assume that w(j) = w(j−1)sij for all j = 1, 2, . . . , n. Let v 6 w and let

v+ = (v(0), v(1), . . . , v(n)) be the positive subexpression of w.

Define

Gv+,w =
{
g = g1g2 · · · gk

∣∣∣
gj = yij(aj) for aj ∈ R− {0}, if v(j−1) = v(j)

gj = ˙sij , if v(j−1) < v(j)

}
,

Gv+,w,>0 =
{
g = g1g2 · · · gk

∣∣∣
gj = yij(aj) for aj ∈ R>0, if v(j−1) = v(j)

gj = ˙sij , if v(j−1) < v(j)

}
.

Marsh and Rietsch have proved that the morphism g 7→g B+ maps Gv+,w into

Rv,w (see [MR, 5.2]) and Gv+,w,>0 bijectively onto Rv,w,>0 (see [MR, 11.3]).

The following proposition is a technical tool needed in the proof of the main

theorem.

Proposition 1.3.7. For any g ∈ Gv+,w,>0, we have

∩u∈U+

v−1,>0

(
πU+

J
(ug)

)−1
· U+

wJ
0 ,>0

=





U+
wJ

0 ,>0
, if v ∈ W J ;

∅, otherwise.

The proof will be given in 1.3.13.

Lemma 1.3.8. Suppose αi0 is a simple root such that v−1
1 αi0 > 0 for v 6 v1 6 w.

Then for all g ∈ Gv+,w,>0 and a ∈ R, we have xi0(a)g = gtg′ for some t ∈ T>0 and

g′ ∈
∏

α∈R(v) Uα ·
(
v̇−1xi0(a)v̇

)
, where R(v) = {α ∈ Φ+ | vα ∈ −Φ+}.

Proof. Marsh and Rietsch proved in [MR, 11.8] that g is of the form

g =
( ∏

j∈J◦
v+

yv(j−1)αij
(tj)

)
v̇
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and v(j−1)αi1 6= αi0 , for all j = 1, 2, . . . , n. Thus g = g1v̇ for some

g1 ∈
∏

α∈Φ+−{αi0
}

U−α.

Set T1 = {t ∈ T | αi0(t) = 1}, then T1

∏
α∈Φ+−{αi0

} U−α is a normal subgroup of

ψ(P{i0}). Now set x = xi0(a), then xg1x
−1 ∈ B−. We may assume that xg1x

−1 = u1t1

for some u1 ∈ U
− and t1 ∈ T . Now xg = xg1v̇ = (xg1x

−1)xv̇ = u1v̇(v̇
−1t1v̇)(v̇

−1xv̇).

Moreover, by [MR, 11.8], xg ∈ gB+. Thus xg = g1v̇t2g2g3 = g1(v̇t2g2t
−1
2 v̇−1)v̇t2g3, for

some t2 ∈ T , g2 ∈
∏

α∈R(v) Uα and g3 ∈
∏

α∈Φ+−R(v) Uα. Note that g1(v̇t2g2t
−1
2 v̇−1), u1∈

U−, t2, v̇
−1t1v̇ ∈ T and g3, v̇

−1xv̇ ∈
∏

α∈Φ+−R(v) Uα. Thus g1(v̇t2g2t
−1
2 v̇−1) = u1,

t2 = v̇−1t1v̇ and g3 = v̇−1xv̇. Note that g−1xi0(b)g ∈ B
+ for b ∈ R (see [MR, 11.8]).

We have that {πT (g−1xi0(b)g) | b ∈ R} is connected and contains πT
(
g−1xi0(0)g

)
= 1.

Hence πT (g−1xi0(b)g) ∈ T>0 for b ∈ R. In particular, πT (g−1xg) = t2 ∈ T>0. There-

fore xg = gt2g
′ with t2 ∈ T>0 and g′ = g2g3 ∈

∏
α∈R(v) Uα · (v̇

−1xv̇).

Remark. In [MR, 11.9], Marsh and Rietsch pointed out that for any j ∈ J+
v+

, we have

u−1αij > 0 for all v−1
(j)v 6 u 6 w−1

(j)w.

1.3.9 Suppose that J+
v+

= {j1, j2, . . . , jk}, where j1 < j2 < · · · < jk and g =

g1g2 · · · gn, where

gj =





yij(aj) for aj ∈ R>0, if j ∈ J◦v+
;

˙sij , if j ∈ J+
v+
.

For any m = 1, . . . , k, define vm = v−1
(jm)v, g(m) = gjm+1gjm+2 · · · gn and fm(a) =

g−1
(m)xijm

(−a)g(m) ∈ B
+ (see [MR, 11.8]). Now I will prove the following lemma.

Lemma 1.3.10. Keep the notation in 1.3.9. Then

(a) For any u ∈ U+
v−1,>0, ug = g′tu′ for some g′ ∈ U−w,>0, t ∈ T>0 and u′ ∈ U+.

(b) πU+(U+
v−1,>0g)={πU+

(
fk(ak)fk−1(ak−1

)
· · · f1(a1)

)
| a1, a2, . . . , ak∈R>0}.
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Proof. I will prove the lemma by induction on l(v). It is easy to see that the lemma

holds when v = 1. Now assume that v 6= 1.

For any u ∈ U+
v−1,>0, since gB+ ∈ Rv,w,>0, we have ugB+ ∈ R1,w,>0. Thus ug =

g′tu′ for some g′ ∈ U−w,>0, t ∈ T and u′ ∈ U+. Set y = gi1gi2 · · · gij1−1
. Note that y ∈

U−>0, we have uy = y′tu′ for some y′ ∈ U−, u′ ∈ U+
v−1,>0 and t ∈ T>0. Hence πT (ug) =

πT (uy ˙sij1g(1)) = πT (y′tu′ ˙sij1g(1)) ∈ T>0πT (u′ ˙sij1g(1)). To prove that πT (U+
v−1,>0g) ⊂

T>0, it is enough to prove that πT (u ˙sij1g(1)) ∈ T>0 for all u ∈ U+
v−1,>0.

For any u ∈ U+
v−1,>0, we have u = u1xij1 (a) for some u1 ∈ U

+
v−1sij1

,>0 and a ∈ R>0.

It is easy to see that xij1 (a) ˙sij1g(1) = α∨ij1 (a)yij1 (a)xij1 (−a
−1)g(1). Note that α∨ij1 (a) ∈

T>0 and by 1.3.8, g(1)
−1xij1 (−a

−1)g(1) ∈ T>0U
+. Hence by 1.1.7, we have

πT (u ˙sij1g(1)) = πT

(
u1α

∨
ij1

(a)yij1 (a)g(1)

(
g(1)
−1xij1 (−a

−1)g(1)

))

∈ T>0πT
(
U+
v−1sij1

,>0yij1 (a)g(1)

)
T>0.

Set

w′ = (1, w−1
(j1−1)w(j1), . . . , w

−1
(j1−1)w(n)),

v′+ = (1, sij1v(j1), sij1v(j1+1), . . . , sij1v(n)).

Then w′ is a reduced expression of w−1
(j1−1)w(n) and v′+ is a positive subexpression

of w′. For any a ∈ R>0, yij1 (a)g(1) ∈ Gv′
+,w′,>0. Thus by induction hypothesis, for

any a ∈ R>0, πT (U+
v−1sij1

,>0yij1 (a)g(1)) ⊂ T>0. Therefore, πT (ug) ∈ T>0. Part (a) is

proved.
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We have

πU+(U+
v−1,>0g) = πU+(U+

v−1,>0y ˙sij1g(1)) = πU+(πU+

(
U+
v−1,>0y) ˙sij1g(1)

)

= πU+(U+
v−1,>0 ˙sij1g(1)) =

⋃

a∈R>0

πU+

(
U+
v−1sij1

,>0xij1 (a
−1) ˙sij1g(1)

)

=
⋃

a∈R>0

πU+

(
U+
v−1sij1

,>0α
∨
ij1

(a−1)yij1 (a
−1)g(1)f1(a)

)

=
⋃

a∈R>0

πU+

(
πU+

(
U+
v−1sij1

,>0α
∨
ij1

(a−1)yij1 (a
−1)

)
g(1)f1(a)

)

=
⋃

a∈R>0

πU+

(
U+
v−1sij1

,>0g(1)f1(a)
)

=
⋃

a∈R>0

πU+

(
πU+

(
U+
v−1sij1

,>0g(1)

)
f1(a)

)
.

By induction hypothesis,

πU+(U+
v−1sij1

,>0g(1)) = {πU+

(
fk(ak)fk−1(ak−1) · · · f2(a2)

)
| a2, a3, . . . , ak ∈ R>0}.

Thus

πU+(U+
v−1,>0g) =

⋃

a∈R>0

πU+

(
πU+

(
U+
v−1sij1

,>0g(1)

)
f1(a)

)

= {πU+

(
fk(ak)fk−1(ak−1) · · · f1(a1)

)
| a1, a2, . . . , ak ∈ R>0}.

Remark. The referee pointed out to me that the assertion t ∈ T>0 of 1.3.10(a) could

also be proved using generalized minors.

Lemma 1.3.11. Assume that α is a positive root and u ∈ Uα, u
′ ∈ U+ such that

unu′ ∈ U+
>0 for all n ∈ N. Then u = xi(a) for some i ∈ I and a ∈ R>0.

Proof. There exists t ∈ T>0, such that αi(t) = 2 for all i ∈ I. Then tut−1 = uα(t) = um

for some m ∈ N. By assumption, tnut−nu′ ∈ U+
>0 for all n ∈ N. Thus u

(
t−nu′tn

)
=

t−n
(
tnut−nu′

)
tn ∈ U+

>0. Moreover, it is easy to see that limn→∞ t
−nu′tn = 1. Since
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U+
>0 is a closed subset of U+, limn→∞ ut

−nu′tn = u ∈ U+
>0. Thus u = xi(a) for some

i ∈ I and a ∈ R>0.

Lemma 1.3.12. Assume that w ∈ W and i, j ∈ I such that w−1αi = αj. Then there

exists c ∈ R>0, such that ẇ−1xi(a)ẇ = xj(ca) for all a ∈ R.

Proof. There exist c, c′ ∈ R−{0}, such that yi(a)ẇ = ẇyj(c
′a) and xi(a)ẇ = ẇxj(ca)

for a ∈ R. Since ẇB− ∈ B>0, we have yi(1)ẇB+ =ẇyj(c
′) B+ ∈ B>0. By 3.6, c′ > 0.

Thus c′ > 0. Moreover, since wαj = αi > 0, we have wsjw
−1 = si and l(wsj) =

l(siw) = l(w) + 1. Hence, setting w′ = wsj = siw, we have ẇ′ = ẇṡj = ṡiẇ, that

is ẇxi(−1)yi(1)xi(−1) = xj(−c)yj(c
′)xi(−c)ẇ = xj(−1)yj(1)xj(−1)ẇ. Therefore,

c = c′−1 > 0.

1.3.13. Proof of Proposition 1.3.7 If v ∈ W J , then vα > 0 for α ∈ Φ+
J .

So πU+
J
(
∏

α∈R(v) Uα) = {1}. By 1.3.8, fm(a) ∈ T (
∏

α∈R(vm) Uα) · Uv−1
m αijm

for all

m ∈ {1, 2, . . . , k}. Note that vα ∈ −Φ+ for all a ∈ R(vm) and vv−1
m αijm

= v(jm)αijm
∈

−Φ+. So fm(a) ∈ T
∏

α∈R(v) Uα and fk(ak)fk−1(ak−1) · · · f1(a1) ∈ T
∏

α∈R(v) Uα.

Hence by 1.3.10(b), πU+
J
(ug) = 1 for all u ∈ U+

v−1,>0. Therefore ∩u∈U+

v−1,>0

(
πU+

J
(ug)

)−1
·

U+
wJ

0 ,>0
= U+

wJ
0 ,>0

.

If v /∈ W J , then there exists α ∈ Φ+
J such that vα ∈ −Φ+

J , that is, v−1
m αijm

∈ Φ+
J

for some m ∈ {1, 2, . . . , k}. Set k0 = max{m | v−1
m αijm

∈ Φ+
J }. Then since

R(vk0) = {v−1
m αijm

| m > k0}, we have that vk0α > 0 for α ∈ Φ+
J . Hence by

3.8, πU+
J

(
fk0(a)

)
= ˙vk0

−1xijk0
(−a) ˙vk0 . If u′ ∈ ∩u∈U+

v−1,>0

(
πU+

J
(ug)

)−1
· U+

wJ
0 ,>0

, then

πU+
J

(
fk(ak)fk−1(ak−1) · · · f1(a1)

)
u′ ∈ U+

wJ
0 ,>0

for all a1, a2, . . . , ak ∈ R>0. Since U+
wJ

0 ,>0

is a closed subset ofG, πU+
J

(
fk(ak)fk−1(ak−1) · · · f1(a1)

)
u′ ∈ U+

wJ
0 ,>0

for all a1, a2, . . . , ak ∈

R>0. Now take am = 0 for m ∈ {1, 2, . . . , k} − {k0}, then πU+
J

(
fk0(a)

)
u′ ∈ U+

wJ
0 ,>0

for

all a ∈ R>0. Set u1 = ˙vk0
−1xijk0

(−1) ˙vk0 . Then un1u
′ ∈ U+

wJ
0 ,>0

for all n ∈ N . Thus by

1.3.11, v−1
k0
αijk0

= αj′ for some j ′ ∈ J and u1 ∈ U
+
wJ

0 ,>0
. By 1.3.12, u1 = xj′(−c) for

some c ∈ R>0. That is a contradiction. The proposition is proved.

Let me recall that L = PJ ∩QJ (see 2.4). Now I will prove the main theorem.
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Theorem 1.3.14. For any v, w, v′, w′ ∈ W J such that v 6 w, v′ 6 w′, set

Z̃v,w,v′,w′

J,>0 =
{(g

PJ ,
ψ(g′)−1

QJ , gHPJ
lUQJ

ψ(g′)
)∣∣∣
g ∈ Gv+,w,>0, g′ ∈ Gv′

+,w′,>0

and l ∈ L>0

}
.

Then

Zv,w,v′,w′

J,>0 =





Z̃v,w,v′,w′

J,>0 , if v, w, v′, w′ ∈W J , v 6 w, v′ 6 w′;

∅, otherwise.

Proof. Note that {(P,Q, γ) ∈ ZJ | P ∈ P
J
>0, ψ(Q) ∈ PJ>0} is a closed subset contain-

ing ZJ,>0. Hence it contains ZJ,>0. Now fix g ∈ Gv+,w,>0, g
′ ∈ Gv′

+,w′,>0 and l ∈ L.

By 1.3.10 (a), for any u ∈ U+
v−1,>0, ug = atπU+(ug) for some a ∈ U−w,>0 and t ∈ T>0.

Similarly, for any u′ ∈ U+
v′−1,>0

, u′g′ = a′t′πU+(u′g′) for some a′ ∈ U−w′,>0 and t′ ∈ T>0.

Set z =
(g
PJ ,

ψ(g′)−1
QJ , gHPJ

lUQJ
ψ(g′)

)
. We have

(
u, ψ(u′)−1

)
· z =

(
aPJ ,

ψ(a′)−1

QJ , atπU+(ug)HPJ
lUQJ

ψ
(
πU+(u′g′)

)
t′ψ(a′)

)

=
(
aPJ ,

ψ(a′)−1

QJ , aHPJ
tπU+

J
(ug)lψ

(
πU+

J
(u′g′)

)
t′UQJ

ψ(a′)
)
.

Then
(
u, ψ(u′)−1

)
· z ∈ Z1

J,>0 if and only if tπU+
J
(ug)lψ

(
πU+

J
(u′g′)

)
t′ ∈ L>0Z(L),

that is,

l ∈ πU+
J
(ug)−1L>0Z(L)ψ

(
πU+

J
(u′g′)

)−1

=
(
πU+

J
(ug)−1U+

wJ
0 ,>0

)
T>0Z(L)ψ

(
πU+

J
(u′g′)−1U+

wJ
0 ,>0

)
.

So by 1.3.5, z ∈ ZJ,>0 if and only if

l ∈ ∩ u∈U+

v−1,>0

u′∈U+

v′−1,>0

(
πU+

J
(ug)−1U+

wJ
0 ,>0

)
T>0Z(L)ψ

(
πU+

J
(u′g′)−1U+

wJ
0 ,>0

)

= ∩u∈U+

v−1,>0

(
πU+

J
(ug)−1U+

wJ
0 ,>0

)
T>0Z(L)ψ

(
∩u′∈U+

v′−1,>0

πU+
J
(u′g′)−1U+

wJ
0 ,>0

)
.

By 1.3.7, z ∈ ZJ,>0 if and only if v, v′ ∈ W J and l ∈ L>0Z(L). The theorem is
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proved.

1.3.15 It is known that G>0 =
⊔
w,w′∈W U−w,>0T>0U

+
w′,>0, where for any w,w′ ∈W ,

U−w,>0T>0U
+
w′,>0 is a semi-algebraic cell (see [L1, 2.11]) and is a connected component

of B+ẇB+ ∩ B−ẇ′B− (see [FZ]). Moreover, Rietsch proved in [R2, 2.8] that B>0 =
⊔
v6wRv,w,>0, where for any v, w ∈ W such that v 6 w, Rv,w,>0 is a semi-algebraic

cell and is a connected component of Rv,w.

The following result generalizes these facts.

Corollary 1.3.16. G>0 =
⊔
J⊂I

⊔
v,w,v′,w′∈WJ

v6w,v′6w′

⊔
y,y′∈WJ

Zv,w,v′,w′;y,y′

J,>0 . Moreover, for

any v, w, v′, w′ ∈ W J , y, y′ ∈ WJ with v 6 w, v′ 6 w′, Zv,w,v′,w′;y,y′

J,>0 is a connected

component of Zv,w,v′,w′;y,y′

J and is a semi-algebraic cell which is isomorphic to Rd
>0,

where d = l(w) + l(w′) + 2l(wJ0 )+ | J | −l(v)− l(v′)− l(y)− l(y′).

Proof. PJv,w,>0 (resp. PJv′,w′,>0) is a connected component of PJv,w (resp. PJv′,w′) (see

[L3]). Thus {(P,Q, γ) ∈ Zv,w,v′,w′;y,y′

J | P ∈ PJv,w,>0, ψ(Q) ∈ PJv′,w′,>0} is open

and closed in Zv,w,v′,w′;y,y′

J . To prove that Zv,w,v′,w′;y,y′

J,>0 is a connected component

of Zv,w,v′,w′;y,y′

J , it is enough to prove that Zv,w,v′,w′;y,y′

J,>0 is a connected component of

{(P,Q, γ) ∈ Zv,w,v′,w′;y,y′

J | P ∈ PJv,w,>0, ψ(Q) ∈ PJv′,w′,>0}.

Assume that g ∈ Gv+,w,>0, g
′ ∈ Gv′

+,w′,>0 and l ∈ L. We have that (gPJ)
B+

is the

unique element B ∈ Rv,w that is contained in gPJ(see 1.4). Therefore (gPJ)
B+

=g B+.

Similarly, we have that (gPJ)
B−

=gẇJ
0 B+, (ψ(g′−1)QJ)

B+
=ψ(g′−1)ẇJ

0 B− and

(ψ(g′−1)QJ)
B−

=ψ(g′)−1
B−. Thus pos

(
(gPJ)

B+
,glψ(g′)

(
(ψ(g′−1)QJ)

B+))
= pos(B+,lẇ

J
0 B−)

and pos
(
(gPJ)

B−
,glψ(g′)

(
(ψ(g′−1)QJ)

B−))
= pos(ẇ

J
0B+,lB−). Therefore we have that

(gPJ ,
ψ(g′)−1

QJ , gHPJ
lUQJ

ψ(g′)) ∈ Zv,w,v′,w′;y,y′

J if and only if l ∈ B+ẏẇ0B
+ẇ0ẇ

J
0 ∩

ẇJ0B
+ẏ′ẇ0B

+ẇ0 = B+ẏB−ẇJ0 ∩ ẇ
J
0B

+ẏ′B−.

Note that L ∩ B+ ⊂ẇ
J
0 B−. Thus for any x ∈ WJ , (L ∩ B+)ẋ(L ∩ B+) ⊂

B+ẋẇJ0B
−ẇJ0 . Therefore,

L ∩B+ẏB−ẇJ0 =
⊔

x∈WJ

(L ∩B+)ẋ(L ∩B+) ∩B+ẏB−ẇJ0

= (L ∩B+)ẏẇJ0 (L ∩B+).
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Similarly, L ∩ ẇJ0B
+ẏ′B− = (L ∩B−)ẇJ0 ẏ

′(L ∩B−).

Then {(P,Q, γ) ∈ Zv,w,v′,w′;y,y′

J | P ∈ PJv,w,>0, ψ(Q) ∈ PJv′,w′,>0} is isomorphic to

Gv,w,>0 × Gv′,w′,>0 ×
(
(L ∩ B+)ẏẇJ0 (L ∩ B+) ∩ (L ∩ B−)ẇJ0 ẏ

′(L ∩ B−)
)
/Z(L). Note

that
(
(L ∩ B+)ẏẇJ0 (L ∩ B+) ∩ (L ∩ B−)ẇJ0 ẏ

′(L ∩ B−)
)
∩ L>0 = U−

ywJ
0 ,>0

T>0U
+
wJ

0 y
′,>0

.

Therefore

Zv,w,v′,w′;y,y′

J,>0
∼= Gv,w,>0 ×Gv′,w′,>0 × U

−
ywJ

0 ,>0
T>0U

+
wJ

0 y
′,>0

/
(
Z(L) ∩ T>0

)

∼= R
l(w)+l(w′)+2l(wJ

0 )+|J |−l(v)−l(v′)−l(y)−l(y′)
>0 .

By 1.3.15, we have that U−
ywJ

0 ,>0
T>0U

+
wJ

0 y
′,>0

/
(
Z(L)∩T>0

)
is a connected component

of
(
(L∩B+)ẏẇJ0 (L∩B+)∩(L∩B−)ẇJ0 ẏ

′(L∩B−)
)
/Z(L). The corollary is proved.
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Chapter 2

Total positivity of the flag varieties

In [MR], Marsh and Rietsch gave a parametrization of the totally nonnegative part

of the flag varieties. They proved the result using the theory of generalized Chamber

Ansatz. In this chapter, I will give a new proof of this result using the inductive

method in [R2]. In the appendix, I will also give an elementary proof of the symmetry

of the totally positive part of the flag varieties, which was first proved by Lusztig in

[L1] using the canonical basis.

2.1 Introduction

We keep the notations of section 1.1. and 1.3.6. Marsh and Rietsch proved the

following theorem about the totally nonnegative part of the flag varieties in [MR,

11.3].

Theorem. We have R>0
w,w′ ⊂ Rw+,w′. Moreover, the isomorphism Gw+,w′

∼
−→

Rw+,w′ restricts to an isomorphism of real semi-algebraic varieties G>0
w+,w′

∼
−→ R>0

w,w′.

Note that Marsh and Rietsch’s proof of the theorem relies on a generalization

of Berenstein and Zelevinsky’s Chamber Ansatz. Although the theory of Chamber

Ansatz is more elementary than the theory of canonical basis, it is quite complicated.

In section 2.2 and section 2.3, we will give a new proof of this theorem without using

Chamber Ansatz and we will see that the theorem is a consequence of the inductive
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method in [R2]. The inductive method is based on the theory of canonical basis

and thus is a non-elementary statement. However, once we have got the inductive

method, we can easily prove the theorem.

2.2 Some technical tools

In the sequel, we will write g ·B instead of gB = gBg−1.

2.2.1 Let w, v ∈ W such that l(wv) = l(w) + l(v). Then we can define a morphism

φw,v : B+wv · B+ → B+w · B+ which sends B ∈ B+wv · B+ to the unique element

B′ ∈ B+w ·B+ that satisfies pos(B ′, B) = v. Now I will prove an elementary property

of the morphism.

Lemma 2.2.2. Let u, v, w ∈ W with l(uvw) = l(u) + l(v) + l(w). Then l(uv) =

l(u) + l(v) and l(vw) = l(v) + l(w). For any B ∈ B+vw · B+ and g ∈ B+uB+, we

have g ·B ∈ B+uvw ·B+ and g · φv,w(B) = φuv,w(g ·B).

Proof. The fact that g · B ∈ B+uvw · B+ follows from the properties of the Bruhat

decomposition. Moreover, pos
(
g · φv,w(B), g ·B

)
= pos

(
φv,w(B), B

)
= w, pos(B+, g ·

B+) = u, pos
(
g ·B+, g · φv,w(B)

)
= pos

(
B+, φv,w(B)

)
= v. Since l(uv) = l(u) + l(v),

pos
(
B+, g · φv,w(B)

)
= uv. By the definition of φuv,w, we have g · φv,w(B) = φuv,w(g ·

B).

The following property was first proved by Marsh and Rietsch and is also needed

in our proof.

Proposition 2.2.3. Let v 6 w in W and suppose α is a simple root such that

u−1α > 0 for all v 6 u 6 w. Then for all x ∈ Uα and B ∈ Rv,w, we have x ·B = B.

The original proof of this fact uses the theory of Chamber Ansatz. I will reprove

the fact here without using the theory of Chamber Ansatz.

Note that Rv+,w is a dense subset of Rv,w. Therefore, it is enough to show that

for all x ∈ Uα and B ∈ Rv+,w, we have x · B = B. Hence, it suffices to prove the

following lemma.
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Lemma 2.2.4. We define N · R = {nα | n ∈ N, α ∈ R} and N · R+ = {nα | n ∈

N, α ∈ R+}. Let v 6 w in W and suppose α is a simple root such that u−1α > 0

for all v 6 u 6 w. Let w = (w(0), w(1), . . . , w(n)) be a reduced expression of w and

v+ = (v(0), v(1), . . . , v(n)) the positive subexpression of v. Let R(v+,w) be the subset

of N · R consisting of the elements of the form v−1(n0α −
∑

j∈J◦
v+

njv(j−1)αij) such

that n0 ∈ N, nj ∈ N∪ {0} and for any k, v−1
(k)(n0α−

∑
j6k,j∈J◦

v+

njv(j−1)αij) ∈ N ·R.

Then we have R(v+,w) ⊂ N · R+ and g−1xg ∈
∏

β∈R(v+,w)∩R Uβ for all g ∈ Gv+,w

and x ∈ Uα.

Proof. Write v′ for v(n−1) and w′ for w(n−1). Set v′+ = (v(0), v(1), . . . , v(n−1)), w′ =

(w(0), w(1), . . . , w(n−1)). Then v′+ is the positive expression of v′ in w′. Now assume

that w(j) = w(j−1)sij for all j = 1, 2, . . . , n. I will show that mαin /∈ R(v′+,w
′) for any

m ∈ N.

Suppose this is not true. Then mαin = v−1
(n−1)(n0α −

∑
j∈J◦

v+
,j 6=n njv(j−1)αij) for

some m,n0 ∈ N, nj ∈ N
⋃
{0}. Since v+ is a positive expression, v(j−1) < v(j−1)sij

for all j. Thus v(j−1)αij ∈ R+ for all j. We have n0α −
∑

j∈J◦
v+

,j 6=n njv(j−1)αij =

mv(n−1)αin . Therefore, n0α > mv(n−1)αin . Since α is a simple root and v(n−1)αin is a

positive root, we must have α = v(n−1)αin . However, Marsh and Rietsch proved that

α 6= v(n−1)αin (see [MR, 11.8]). That is a contradiction. The statement is proved.

Now I will prove the lemma by induction on l(w).

Note that if u′ ∈ W satisfies v′ 6 u′ 6 w′, then u′−1α > 0 (see [MR, 11.8]). Thus

by induction hypothesis, R(v′+,w
′) ⊂ N · R+ and g′−1xg′ ∈

∏
β∈R(v′

+,w)∩R Uβ for all

g′ ∈ Gv′
+,w′ and x ∈ Uα.

If n ∈ J+
v+

, then R(v+,w) = sin · R(v′+,w
′). Since R(v′+,w

′) ⊂ N · R+ and

mαin /∈ R(v′+,w
′) for all m ∈ N, we have R(v+,w) ⊂ N · R+. Note that Gv+,w =

Gv′
+,w′ ˙sin . So for any g ∈ Gv+,w, we have

g−1xg ∈ ˙sin
−1

( ∏

β∈R(v′
+,w′)∩R

Uβ
)

˙sin =
∏

β∈R(v′
+,w′)∩R

Usinβ
=

∏

β∈R(v+,w)∩R

Uβ.

If n ∈ J◦v+
, then v = v′ and for any g ∈ Gv+,w, there exists g′ ∈ Gv′

+,w′

and x′ ∈ U−αin
such that g = g′x′. Then g−1xg ∈ x′−1

(∏
β∈R(v′

+,w′)∩R Uβ
)
x′ =
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∏
β∈R(v′

+,w′)∩R x
′−1Uβx

′. Note that β 6= ±αin for any β ∈ R(v′+,w
′) ∩ R+. Then

by [S, 8.2.3], we have u−1
1 Uβu1 ⊂

∏
γ=mβ−lαin∈R, for some m∈N,l∈N

�
{0}
Uγ. It is easy

to see that
{
γ ∈ R

∣∣γ = mβ − lαin for some β ∈ R(v′+,w
′),m ∈ N, l ∈ N

⋃
{0}

}
=

R(v+,w). So we have g−1xg ∈
∏

β∈R(v+,w)∩R Uβ. Moreover, since R(v′+,w
′) ⊂ N·R+

and mαin /∈ R(v′+,w
′) for all m ∈ N, we have R(v+,w) ⊂ N · R+. The lemma is

proved.

2.2.5 Define the morphism πU− : U−B+ → U− by πU−(ub) = u for u ∈ U− and

b ∈ B+. Then it is easy to see that for any u ∈ U−, x ∈ U−B+, b ∈ B+, we have

πU−(uxb) = uπU−(x).

We will recall the following properties of totally nonnegative part of the flag va-

rieties.

(1) Suppose v, w, w′ ∈W , such that l(w) = l(wv)+ l(v) and l(w′) = l(w′v)+ l(v).

If wv 6 w′v, then w 6 w′ and φw′v,v : Rw,w′ → Rwv,w′v is an isomorphism and its

restriction to R>0
w,w′ is a bijection between R>0

w,w′ and R>0
wv,w′v (see [R2, 2.3]).

(2) Let w ∈ W , y ∈ U+(w−1) and B ∈ B−w · B+, then B ∈ B>0 if and only if

y ·B ∈ B>0. In this case, we have y ·B ∈ U− ·B+. (see [R2, 2.2 & 2.6]).

(3) Let w,w′ ∈ W and i ∈ I, such that w < wsi and w 6 w′si < w′. Then for

any y ∈ U+(w−1), the map ψy : R>0
w,w′si

× R>0 → R
>0
w,w′ defined by ψy(g · B

+, a) =

y−1πU−(yg)yi(a) ·B
+ is a bijection (see [R2, 2.7]).

By property (2), we have yg ∈ U−B+. Thus πU−(yg) is defined. It is easy to see

that ψy(B, a) does not depend on the choice of g ∈ G such that g ·B+ = B. Therefore

ψy is well-defined.

Note that properties (1) and (3) allows us to study the totally nonnegative part

of the flag varieties in an inductive way. We will make use of these properties freely.

2.3 Proof of the theorem

Since g 7→ g · B+ gives rise to an isomorphism Gw+,w′
∼
−→ Rw+,w′ , it suffices to

show that R>0
w+,w′ = {g · B+ | g ∈ G>0

w+,w′}. Note that 1 ∈ J◦w+
if and only if
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w 6 w′(0)w
′. Moreover, we have R>0

1,1 = {B+}. Therefore, it is enough to prove the

following theorem.

Theorem 2.3.1. Let w 6 w′ ∈W and s a simple reflection with sw′ < w′. Then we

have

R>0
w,w′ =





U−(s) · R>0
w,sw′ , if w 6 sw′;

ṡ · R>0
sw,sw′ , otherwise .

Proof. It is easy to see that R>0
1,s = U−(s) · B+ and R>0

s,s = ṡ · B+. Therefore the

theorem holds if l(w′) = 1. Now assume that l(w′) > 1. I will prove the theorem by

induction on l(w′).

Fixing a reduced expression w′ = (w′(0), w
′
(1), . . . , w

′
(n)) of w′ such that w′(1) = s.

Then there exists a unique positive subexpression w+ = (w(0), w(1), . . . , w(n)) of w in

w′. Set s′ = w′(n−1)
−1w′. Since n > 2, we have sw′s′ < w′s′ < w′. We need to check

the following two cases.

Case 1: ws′ < w.

In this case, n ∈ J+
w+

. Hence ws′ 6 w′s′ and φw′s′,s′ : Rw,w′ → Rws′,w′s′ is an

isomorphism and its restriction to R>0
w,w′ is a bijection between R>0

w,w′ and R>0
ws′,w′s′ .

If w 6 sw′, then 1 ∈ J◦w+
and ws′ 6 sw′s′. For any B ∈ R>0

w,w′ , φw′s′,s′(B) ∈

R>0
ws′,w′s′ . By induction hypothesis, we have φw′s′,s′(B) ∈ U−(s) · R>0

ws′,sw′s′ . Since

R>0
ws′,sw′s′ = φsw′s′,s′(R

>0
w,sw′), there exist u ∈ U−(s) and B′ ∈ R>0

w,sw′ such that

φw′s′,s′(B) = u · φsw′s′,s′(B
′) = φw′s′,s′(u · B

′). Since B and u · B′ are contained in

Rw,w′ , we have B = u ·B′. On the other hand, U−(s) ·R>0
w,sw′ ⊂ B>0 ∩Rw,w′ = R>0

w,w′ .

Thus the theorem holds for R>0
w,w′ .

If w 
 sw′, then 1 ∈ J+
w+

. Hence ws′ 
 sw′s′ and sws′ < sw 6 sw′. For any

B ∈ R>0
sw,sw′ , pos(B+, ṡ · B+) = s and pos(ṡ · B+, ṡ · B) = pos(B+, B) = sw′. Thus

pos(B+, ṡ · B) = w′. Moreover, pos(B−, ṡ · B−) = pos(ẇ0 · B
+, ṡẇ0 · B

+) = w0sw0

and pos(ṡ · B−, ṡ · B) = pos(B−, B) = w0sw. Thus pos(B−, ṡ · B) = w0sw or w0w.

Therefore, ṡ · B ∈ Rsw,w′ or Rw,w′ . Note that φw′s′,s′(Rsw,w′) = Rsws′,w′s′ . Since

φw′s′,s′(ṡ ·B) = ṡ ·φsw′s′,s′(B) ∈ ṡ ·R>0
sws′,sw′s′ . By induction hypothesis, φw′s′,s′(ṡ ·B) ∈

R>0
ws′,w′s′ . Therefore ṡ ·B /∈ Rsw,w′ and we have ṡ ·B ∈ R>0

w,w′ .
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On the other hand, for any B ∈ R>0
w,w′ , φw′s′,s′(B) ∈ R>0

ws′,w′s′ . By induction

hypothesis φw′s′,s′(B) ∈ ṡ · R>0
sws′,sw′s′ = ṡ · φsw′s′,s′(R

>0
sw,sw′). Therefore, there exists

B′ ∈ R>0
sw,sw′ , such that φw′s′,s′(B) = ṡ · φsw′s′,s′(B

′) = φw′s′,s′(ṡ · B
′). Since B and

ṡ ·B′ are contained in Rw,w′ , we have B = ṡ ·B ′. Thus the theorem holds for R>0
w,w′ .

Case 2: w < ws′.

In this case, n ∈ J◦w+
and w < w′s′. We assume that s = si and s′ = sj.

If w 6 sw′, then 1 ∈ J◦w+
and w 6 sw′s′. Take y ∈ U+(w−1). For any B ∈ R>0

w,w′ ,

there exists B′ ∈ R>0
w,w′s′ and a ∈ R>0 such that B = ψy(B

′, a). By induction

hypothesis, B′ = ug ·B+ for some u ∈ U−(s) and g ·B+ ∈ R>0
w,sw′s′ . Then ψy(B

′, a) =

y−1πU−(yug)yi(a) ·B
+. By [L1, 2.11], yu = u1y1t for some u1 ∈ U

−(s), y1 ∈ U
+(w−1)

and t ∈ T>0. Then πU−(yug) = πU−(u1y1tg) = u1πU−(y1tg) and y−1πU−(yug)yi(a) ·

B+ = ut−1y−1
1 πU−(y1tg)yi(a) · B

+. Since y−1
1 πU−(y1tg)yi(a) · B

+ ∈ R>0
w,sw′ and T>0 ·

R>0
w,sw′ ⊂ R>0

w,sw′ , we have B ∈ U−(s) · R>0
w,sw′ . On the other hand, U−(s) · R>0

w,sw′ ⊂

B>0 ∩Rw,w′ = R>0
w,w′ . Thus the theorem holds for R>0

w,w′ .

If w 
 sw′, then 1 ∈ J+
w+

. Hence sw < w and sw 6 sw′s′ < sw′. For any

B ∈ R>0
sw,sw′ , we have seen that ṡ · B ∈ Rsw,w′ or Rw,w′ . Choosing y ∈ U+(w−1s),

then there exists B ′ = g · B+ ∈ R>0
sw,sw′s′ and a ∈ R>0, such that B = ψy(B

′, a). So

we have pos(ṡ · B′, ṡ · B) = pos(B ′, B) = pos(g · B+, y−1πU−(yg)yj(a) · B
+). Note

that g−1y−1πU−(yg)yj(a) ⊂ g−1y−1ygB+yj(a) ⊂ B+s′B+. Thus pos(ṡ ·B ′, ṡ ·B) = s′.

Moreover, we have pos(B−, ṡ·B′) = w0w since ṡ·B′ ∈ R>0
w,w′s′ by induction hypothesis.

Therefore, pos(B−, ṡ ·B) = w or ws′. If pos(B−, ṡ ·B) 6= w, then pos(B−, ṡ ·B) = ws′

and pos(B−, ṡ · B) = sw. However, sw < w < ws′. That is a contradiction and we

must have pos(B−, ṡ · B) = w and ṡ · B ∈ Rw,w′ . Now for any a ∈ R>0, we have

xi(a)ṡ = yi(a
−1)α∨i (a)xi(−a

−1). Then yxi(a)ṡ · B = yyi(a
−1)α∨i (a)xi(−a

−1) · B. By

2.2.3, xi(−a
−1) · B = B ∈ B>0. So yxi(a)ṡ · B = yyi(a

−1)α∨i (a) · B ∈ B>0. Note that

yxi(a) ∈ U
+(w−1). Then we have ṡ ·B ∈ B>0. Hence ṡ ·B ∈ R>0

w,w′ .

On the other hand, for any B ∈ R>0
w,w′ and y ∈ U+(w−1), there exists B ′ ∈ R>0

w,w′s′

and a ∈ R>0, such that B = ψy(B
′, a). By induction hypothesis, B ′ = ṡg · B+

for some g ∈ G with g · B+ ∈ R>0
sw,sw′s′ . We have that y = y1xi(b) for some y1 ∈

U+(w−1s) and b ∈ R>0. Then yṡg = y1xi(b)ṡg = y1yi(b
−1)α∨i (b)xi(−b

−1)g. By 2.2.3,
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xi(−b
−1)g · B+ = g · B+. So xi(−b

−1)g ∈ gB+. We have that y1yi(b
−1) = uy2t for

some u ∈ U−(s), y2 ∈ U
+(w−1) and t ∈ T>0. Therefore,

B = y−1πU−(yṡg)yj(a) ·B
+ = y−1πU−(uy2tα

∨
i (b)g)yj(a) ·B

+

= xi(−b)yi(b
−1)t−1y−1

2 πU−(y2tα
∨
i (b)g)yj(a) ·B

+

= ṡxi(b)α
∨
i (b
−1)t−1y−1

2 πU−(y2tα
∨
i (b)g)yj(a) ·B

+.

We have tα∨i (b)g · B
+ ∈ R>0

sw,sw′t and y−1
2 πU−(y2tα

∨
i (b)g)yj(a) · B

+ ∈ R>0
sw,sw′ .

Hence, B ∈ ṡxi(b)α
∨
i (b
−1)t−1 · R>0

sw,sw′ = ṡ · R>0
sw,sw′ . The theorem is proved.

2.4 Appendix

We will give a new proof of the following property.

Proposition. We have that U+
>0 ·B

− = U−>0 ·B
+.

Proof. At first, I will prove the following statement:

if siw > w for i ∈ I, then U+(w−1si)ṡiẇ ·B
+ ⊂ U−(si)U

+(w−1)ẇ ·B+.

For any u ∈ U+(w−1si), we have u = u1xi(a) for some u1 ∈ U+(w−1) and

a ∈ R>0. Then uṡiẇ = u1xi(a)ṡiẇ = u1yi(a
−1)α∨(a)xi(−a

−1)ẇ. We have u1yi(a
−1) ∈

U−(si)U
+(w−1)T (see [L, 2.11]). Since siw > w, we have w−1αi > 0 and ẇ−1Txi(−a

−1)ẇ ⊂

TUw−1αi
⊂ B+. Thus uṡiẇ ·B

+ ∈ U−(si)U
+(w−1)ẇ ·B+. The statement is proved.

As a consequence of the statement, we can see easily that U+(w−1)ẇ·B+ ⊂ U−(w)·

B+. In particular, U+
>0 ·B

− = U+
>0ẇ0 ·B

+ ⊂ U−>0 ·B
+. Similarly, U−>0 ·B

+ ⊂ U+
>0 ·B

−.

The proposition is proved.
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Chapter 3

Unipotent variety in the group

compactification

The unipotent variety of a reductive algebraic group G plays an important role in the

representation theory. In this paper, we will consider the closure Ū of the unipotent

variety in the De Concini-Procesi compactification Ḡ of a quasi-simple, adjoint group

G. We will prove that Ū −U is a union of some G-stable pieces introduced by Lusztig

in [L8]. This was first conjectured by Lusztig. We will also give an explicit description

of Ū . It turns out that similar results hold for the closure of any Steinberg fiber in Ḡ.

3.0. Introduction

A connected simple algebraic group G has a “wonderful” compactification Ḡ, intro-

duced by De Concini and Procesi. The variety Ḡ is a smooth, projective variety with

G×G action on it. The G×G-orbits of Ḡ are indexed by the subsets of the simple

roots.

The group G acts diagonally on Ḡ. Lusztig introduced a partition of Ḡ into finitely

many G-stable pieces. The G-orbits on each piece are in one-to-one correspondence

to the conjugacy classes of a certain reductive group. Based on the partition, he

developed the theory of “Parabolic Character Sheaves” on Ḡ.

In this chapter, we study the closure Ū of the unipotent variety U of G in Ḡ,
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partially based on the previous work of [Spr3]. The main result is that the boundary

of the closure is a union of some G-stable pieces. (see Theorem 4.3.)

The unipotent variety plays an important role in the representation theory. One

would expect that Ū , the subvariety of Ḡ, which is analogous to the subvariety U of

G, also plays an important role in the theory of “Parabolic Character Sheaves”. Our

result is a step toward this direction.

The arrangement of this chapter is as follows. In section 3.1, we briefly recall some

results on the B × B-orbits of Ḡ (where B is a Borel subgroup of G) and results on

Ū , which were proved by Springer in [Spr2] and [Spr3]. In section 3.2, we first recall

the definition of the G-stable pieces and then in 3.2.6, we show that any G-stable

piece is the minimal G-stable subset of Ḡ that contains a particular B ×B-orbit. In

the remaining part of section 3.2, we establish some basic facts about the Coxeter

elements, which will be used in section 3.4 to prove our main theorem. In section 3.3,

we show case-by-case that certain G-stable pieces are contained in Ū . Hence a lower

bound of Ū is established.

A naive thought about Ū is that the boundary of the “unipotent elements” are

“nilpotent cone”. In fact, it is true. A precise statement is given and proved in 4.3.

Thus we obtain an upper bound of Ū . We also show in 4.3 that the lower bound is

actually equal to the upper bound. Therefore, our main theorem is proved. In section

4, we also consider the closure of arbitrary Steinberg fiber of G in Ḡ. (An example

of Steinberg fiber is U .) The results are similar. In the end of section 4, we calculate

the number of points of Ū over a finite field. The formula bears some resemblance to

the formula for Ḡ.

3.1 Preliminaries

3.1.1 We keep the notation of 1.1.1-1.1.4. In this chapter, we assume that G is a

simple group.

For J ⊂ I, let P−J ⊃ B− be the opposite of PJ . Set LJ = PJ ∩ P
−
J . Then LJ is

a Levi subgroup of PJ and P−J . Let ZJ be the center of LJ and GJ = LJ/ZJ be its
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adjoint group. We denote by πPJ
(resp. πP−

J
) the projection of PJ (resp. P−J ) onto

GJ .

Let Ḡ be the wonderful compactification of G ([DP] deals with the case k = C.

The generalization to arbitrary k was given in [Str]). It is an irreducible, projective

smooth G×G-variety. The G×G-orbits ZJ of Ḡ are indexed by the subsets J of I.

Moreover, ZJ = (G×G)×P−
J
×PJ

GJ , where P−J × PJ acts on the right on G×G and

on the left on GJ by (q, p) · z = πP−
J

(q)zπPJ
(p)−1. Let hJ be the image of (1, 1, 1) in

ZJ .

We will identify ZI with G and the G×G-action on it is given by (g, h)·x = gxh−1.

For any subvariety X of Ḡ, we denote by X̄ the closure of X in Ḡ.

3.1.2 For any closed subgroup H of G, we denote by Hdiag the image of the diagonal

embedding of H in G×G.

We will simply write U for U+. For J ⊂ I, set UJ = U ∩ LJ and U−J = U− ∩ LJ .

For parabolic subgroups P and Q, define

PQ = (P ∩Q)UP .

It is easy to see that for J,K ⊂ I and u ∈ JWK , P
(u̇PK)
J = PJ∩Ad(u)K .

Let U be the unipotent variety of G. Then U is stable under the action of Gdiag

and U is stable under the action of U × U and Tdiag. Moreover, U = Gdiag · U .

Similarly, Ū = Gdiag · Ū (see [Spr3, 1.4]).

3.1.3 Now consider the B ×B-orbits on Ḡ. We use the same notation as in [Spr2].

For any J ⊂ I, u, v ∈ W , set [J, u, v] = (B × B)(u̇, v̇) · hJ . It is easy to see that

[J, u, v] = [J, x, vz−1], where u = xz with x ∈ W J and z ∈ WJ . Moreover, Ḡ =
⊔
J⊂I

⊔
x∈WJ ,w∈W

[J, x, w]. Springer proved the following result in [Spr2, 2.4].

Theorem 3.1.4. Let x ∈ W J , x′ ∈WK, w,w′ ∈ W . Then [K, x′, w′] is contained in

[J, x, w] if and only if K ⊂ J and there exists u ∈WK , v ∈WJ∩W
K with xvu−1 6 x′,

w′u 6 wv and l(wv) = l(w) + l(v).
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As a consequence of the theorem, we have the following properties which will be

used later.

(1) For any K ⊂ J , w ∈W J and v ∈ WJ , [K,wv, v] ⊂ [J, w, 1].

(2) For any J ⊂ I, w,w′ ∈W J with w 6 w′, then [J, w′, 1] ⊂ [J, w, 1].

3.1.5 In this subsection, we recall some results of [Spr3].

Let ε be an indeterminate. Put o = k[[ε]] and K = k((ε)). An o-valued point

of a k-variety Z is a k-morphism γ : Spec(o) → Z. We write Z(o) for the set of all

o-valued points of Z. Similarly, we write Z(K) for the set of all K-valued points of

Z. For γ ∈ Z(o), we have that γ(0) ∈ Z, where 0 is the closed point of Spec(o).

By the valuative criterion of completeness (see [EGA, ChII, 7.3.8, 7.3.9]), for the

complete k-variety Ḡ, the inclusion o ↪→ K induces a bijective from Ḡ(o) onto Ḡ(K).

Therefore, any γ ∈ Ḡ(K) defines a point γ(0) ∈ Ḡ. In particular, any γ ∈ U(K)

defines a point γ(0) ∈ Ḡ. Here we regard U(K) as a subset of Ḡ(K) in the natural

way.

We have that x ∈ Ū if and only if there exists γ ∈ U(K) such that γ(0) = x (see

[Spr3, 2.2]).

Let Y be the cocharacter group of T . An element λ ∈ Y defines a point in

T (k[ε, ε−1]), hence a point pλ of T (K). Let H ⊂ G(o) be the subgroup consisting of

elements γ with γ(0) ∈ B. Then for γ ∈ U(K), there exists γ1, γ2 ∈ H, w ∈ W and

λ ∈ Y , such that γ = γ1ẇpλγ2. Moreover, w and λ are uniquely determined by γ

(see [Spr3, 2.6]). In this case, we will call (w, λ) admissible. Springer showed that

(w, λ− w−1λ) is admissible for any dominant regular coweight λ (see [Spr3, 3.1]).

For λ ∈ Y and x ∈W with x−1 ·λ dominant, we have that pλ(0) = (ẋ, ẋ) ·hI(x−1λ),

where I(x−1λ) is the set of simple roots orthogonal to x−1λ (see [Spr3, 2.5]). If

moreover, (w, λ) is admissible, then there exists some t ∈ T such that (U×U)(ẇẋt, ẋ)·

hI(x−1λ) ⊂ Ū .
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3.2 the partition of ZJ

3.2.1 We will follow the set-up of [L8, 8.18].

For J, J ′ ⊂ I and y ∈ J ′
W J with Ad(y)J = J ′, define

Z̃y
J = {(P, P ′, γ) | P ∈ PJ , P ′ ∈ PJ

′

, γ = UP ′gUP , pos(P ′, gP ) = y}

with the G×G action given by (g1, g2) · (P,Q, γ) = (g1P , g2P ′, g2γg
−1
1 ).

To z = (P, P ′, γ) ∈ Z̃y
J , we associate a sequence (Jk, J

′
k, uk, yk, Pk, P

′
k, γk)k>0 with

Jk, J
′
k ⊂ I, uk ∈ W , yk ∈

J ′
kW Jk ,Ad(yk)Jk = J ′k, Pk ∈ PJk

, P ′k ∈ PJ ′
k
, γk = UP ′

k
gUPk

for some g ∈ G satisfies pos(P ′k,
gPk) = uk. The sequence is defined as follows.

P0 = P, P ′0 = P ′, γ0 = γ, J0 = J, J ′0 = J ′, u0 = pos(P ′0, P0), y0 = y.

Assume that k > 1, that Pm, P
′
m, γm, Jm, J

′
m, um, ym are already defined for m < k

and that um = pos(P ′m, Pm), Pm ∈ PJm
, P ′m ∈ PJ ′

m
for m < k. Let

Jk = Jk−1 ∩ Ad(y−1
k−1uk−1)Jk−1, J

′
k = Jk−1 ∩ Ad(u−1

k−1yk−1)Jk−1,

Pk = g−1
k−1(

gk−1Pk−1)
(P ′

k−1
Pk−1 )gk−1 ∈ PJk

, P ′k = P
P ′

k−1

k−1 ∈ PJ ′
k

where

gk−1 ∈ γk−1 is such that gk−1Pk−1 contains some Levi of Pk−1 ∩ P
′
k−1,

uk = pos(P ′k, Pk), yk = u−1
k−1yk−1, γk = UP ′

k
gk−1UPk

.

It is known that the sequence is well defined. Moreover, for sufficient large n, we

have that Jn = J ′n = Jn+1 = J ′n+1 = · · · and un = un+1 = · · · = 1. Now we set

β(z) = u0u1 · · · un, n � 0. Then we have that β(z) ∈ J ′
W . By [L8, 8.18] and [L7,

2.5], the sequence (Jk, J
′
k, uk, yk)k>0 is uniquely determined by (J, β(z), y).
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The map w 7→ yw−1 is a bijection between W J and J ′
W . For w ∈ W J , set

Z̃y
J,w = {z ∈ Z̃y

J | β(z) = yw−1}.

Then (Z̃y
J,w)w∈WJ is a partition of Z̃y

J into locally closed G-stable subvarieties. For

w ∈ W J , let (Jk, J
′
k, uk, yk)k>0 be the sequence uniquely determined by (J, yw−1, y).

Then (P, P ′, γ) 7→ (P1, P
′
1, γ1) define a G-equivariant map ϑ : Z̃y

J,w → Z̃y1
J1,u

−1
0 w

.

3.2.2 Let J ⊂ I. Set Z̃J = Z̃
w0wJ

0
J and J∗ = Ad(w0w

J
0 )J . For w ∈ W J , set

wJ = w0w
J
0w
−1. The map w 7→ wJ is a bijection between W J and J∗

W . For any

w ∈ W J , let

Z̃J,w = {z ∈ Z̃J | β(z) = wJ}.

Then (Z̃J,w)w∈WJ is a partition of Z̃J into locally closed G-stable subvarieties. Let

(Jk, J
′
k, uk, yk)k>0 be the sequence determined by (J, wJ , w0w

J
0 ) (see 3.2.1). Assume

that Jn = J ′n = Jn+1 = J ′n+1 = · · · and un = un+1 = · · · = 1. Set v0 = wJ and

vk = u−1
k−1vk−1 for k ∈ N. By [L8, 8.18] and [L7, 2.3], we have uk ∈

J ′
kW Jk and

uk+1 ∈ WJk
for all k > 0. Hence vk+1 ∈ WJk

for all k > 0. Moreover, it is easy to see

by induction on k that yk = vkw. In particular, w = yn ∈
JnW Jn , Ad(w)Jn = Jn and

ẇ normalizes B ∩ LJn
. We have the following result.

Lemma 3.2.3. Keep the notation of 3.2.2. Let z = (PJ ,
ẇ−1

J PJ∗ , ẇ−1
J UPJ∗ ẇJẇbUPJ

),

where b ∈ẇ
n−1v̇−1

n (UPJ′
n
∩UJn−1)

ẇn−2v̇−1
n−1(UPJ′

n−1
∩UJn−2) · · ·

v̇−1
1 (UPJ′

1
∩UJ0)T or b ∈ B.

Then z ∈ Z̃J,w.

Proof. For any k, set Pk = PJk
, P ′k =v̇−1

k PJ ′
k
. Then

Pk ∩ P
′
k = PJk

∩v̇
−1
k+1u̇

−1
k PJ ′

k
=v̇−1

k+1 (PJk
∩u̇

−1
k PJ ′

k
).

Note that u−1
k ∈Jk W J ′

k . Then LJk
∩u̇

−1
k LJ ′

k
= LJk∩Ad(u̇

−1
k

)J ′
k

= LJ ′
k+1

. Thus
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v̇−1
k+1LJ ′

k+1
=v̇−1

k+1 (LJk
∩u̇

−1
k LJ ′

k
) is a Levi factor of Pk ∩ P

′
k. Moreover, we have

P
P ′

k

k = P
(
v̇
−1
k PJ′

k
)

Jk
=v̇−1

k+1 (P
(
u̇
−1
k PJ′

k
)

Jk
) =v̇−1

k+1 PJk∩Ad(u̇
−1
k

)J ′
k

=v̇−1
k+1 PJ ′

k+1

P ′k
Pk =v̇−1

k (P
(v̇kPJk

)

J ′
k

) =v̇−1
k (P

(u̇kPJk
)

J ′
k

) =v̇−1
k PJ ′

k
∩Ad(u̇k)Jk

=v̇−1
k PAd(ẏk)(Jk∩Ad(ẏ

−1
k
u̇k)Jk) =v̇−1

k PAd(ẏk)Jk+1

If b ∈ B, then set gk = ẇb, γk = UP ′
k
gkUPk

and zk = (Pk, P
′
k, γk) for all k. In this

case, v̇
−1
k+1LJ ′

k+1
=ẇẏ−1

k+1 LJ ′
k+1

=ẇ LJk+1
⊂ẇ Pk =gk Pk. Thus gkPk contains some Levi

of Pk ∩ P
′
k. Moreover,

g−1
k (gkPk)

(
v̇
−1
k PAd(ẏk)Jk+1

)gk = P
(
b−1ẇ−1v̇

−1
k PAd(ẏk)Jk+1

)

k =b−1

(P
ẏ
−1
k PAd(ẏk)Jk+1

k )

=b−1

PJk∩Ad(ẏ
−1
k

)Ad(ẏk)Jk+1
=b−1

PJk+1
= PJk+1

.

Therefore, ϑ(zk) = zk+1.

If b = (ẇn−1v̇−1
n bnv̇nẇ

−n+1)(ẇn−2v̇−1
n−1bn−1v̇n−1ẇ

−n+2) · · · (v̇−1
1 b1v̇1)(ẇ

ntẇ−n), where

bj ∈ UPJ′
j

∩ UJj−1
for 1 6 j 6 n and t ∈ T , then set

ak = (ẇn−kv̇−1
n bnv̇nẇ

−k)(ẇn−k−1v̇−1
n−1bn−1v̇n−1ẇ

−n+k+1) · · · (v̇−1
k bkv̇k)(ẇ

n+1−ktẇ−n−1+k).

In this case, set gk = ẇak+1, γk = UP ′
k
gkUPk

and zk = (Pk, P
′
k, γk).

For j > 0, Jj+1 = Jj ∩ Ad(ẏ−1
j+1)Jj and vj+1 ∈ WJj

. Thus ẇLJj+1
=v̇−1

j+1ẏj+1

LJj+1
⊂v̇

−1
j+1 LJj

= LJj
. Then ẇj v̇−1

k+j+1UJk+j
⊂ẇ

j

LJk+j
⊂ LJk

. So ak+1 ∈ Pk. Thus

gkPk =ẇ Pk contains some Levi of PJk

⋂v̇−1
k PJ ′

k
. Moreover,

g−1
k (gkPk)

(
v̇
−1
k PAd(ẏk)Jk+1

)gk =a−1
k+1 PJk+1

.

Thus ϑ(zk) = (Q,Q′, γ′), where Q =a−1
k+1 PJk+1

, Q′ =v̇−1
k+1 PJ ′

k+1
and γ′ = UQ′gkUQ.

Note that v̇−1
k+1UPJ′

k+1

⊂ Q′ and T ⊂ Q′. Moreover, for j > 1, ẇj v̇−1
k+j+1UJk+j

⊂ẇ
j

LJk+j
⊂ẇ LJk+1

=v̇−1
k+1ẏk+1 LJk+1

=v̇−1
k+1 LJ ′

k+1
⊂ Q′. Thus ak+1 ∈ Q′. Hence, zk+1 =

(ak+1, ak+1) · ϑ(zk).
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In both cases, ϑ(zk) is in the same G orbit as zk+1. Thus

β(z) = β(z0) = u1β(z1) = · · · = u1u2 · · · un = wJ .

Remark. 1. From the proof of the case where b ∈ B, we can see that

ϑn(PJ ,
ẇ−1

J PJ∗ , ẇ−1
J UPJ∗ ẇJẇbUPJ

) = (PJn
, PJn

, UPJn
ẇbUPJn

).

This result will be used to establish a relation between the G-stable pieces and the

B ×B-orbits.

2. The fact that (PJ ,
ẇ−1

J PJ∗ , ẇ−1
J UPJ∗ ẇJẇbUPJ

) is contained in Z̃J,w for any b ∈

ẇn−1v̇−1
n (UPJ′

n
∩UJn−1)

ẇn−2v̇−1
n−1(UPJ′

n−1
∩UJn−2) · · ·

v̇−1
1 (UPJ′

1
∩UJ0)T plays an important

role in section 3.3. We will discuss about it in more detail in 3.3.1.

3.2.4 Let (Jn, J
′
n, un, yn)n>0 be the sequence that is determined by wJ and w0w

J
0 .

Assume that Jn = J ′n = Jn+1 = J ′n+1 = · · · and un = un+1 = · · · = 1. Then

z 7→ ϑn(z) is a G-equivariant morphism from Z̃J,w to Z̃w
Jn,1

and induces a bijection

from the set of G-orbits on Z̃J,w to the set of G-orbits on Z̃w
Jn,1

.

Set L̃J,w = LJn
and C̃J,w = ẇL̃J,w. Let NG(L̃J,w) be the normalizer of L̃J,w in

G. Then C̃J,w is a connected component of NG(L̃J,w) and Z̃w
Jn,1

is a fibre bundle over

PJn with fibres isomorphic to C̃J,w. There is a natural bijection between C̃J,w and

F = {z = (PJn
, PJn

, γn) | z ∈ Z̃w
Jn,1
} under which the action of L̃J,w on C̃J,w by

conjugation corresponds to the action of PJn
/UPJn

on F by conjugation. Therefore,

we obtain a canonical bijection the set of G-stable subvarieties of Z̃J,w and the set

of L̃J,w-stable subvarieties of C̃J,w (see [L8, 8.21]). Moreover, a G-stable subvariety

of Z̃J,w is closed if and only if the corresponding L̃J,w-stable subvariety of C̃J,w is

closed. By the remark 1 of 3.2.3, for any b ∈ B ∩ L̃J,w, the G-orbit that contains

(PJ ,
ẇ−1

J PJ∗ , ẇb) corresponds to the L̃J,w-orbit that contains ẇb via the bijection.
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3.2.5 Since G is adjoint, the center of P/UP is connected for any parabolic subgroup

P . Let HP be the inverse image of the (connected) center of P/UP under P → P/UP .

We can regard HP/UP as a single torus ∆J independent of P . Now ∆J acts (freely)

on Z̃J by δ : (P, P ′, γ) 7→ (P, P ′, γz) where z ∈ HP represents δ ∈ ∆J . The action

of G on Z̃J commutes with the action of ∆J and induces an action of G on ∆J \ Z̃J .

There exists a G-equivariant isomorphism from ZJ to ∆J \ Z̃J which sends (g1, g2) ·hJ

to (g2PJ ,
g1P−J , Ug1P−

J
g1g
−1
2 Hg2PJ

). We will identify ZJ with ∆J \ Z̃J .

It is easy to see that ∆J(Z̃J,w) = Z̃J,w. Set ZJ,w = ∆J \ Z̃J,w. Then

ZJ =
⊔

w∈WJ

ZJ,w.

Moreover, we may identify ∆J with a closed subgroup of the center of L̃J,w. Set

LJ,w = L̃J,w/∆J and CJ,w = C̃J,w/∆J . Thus we obtain a bijection between the set

of G-stable subvarieties of ZJ,w and the set of LJ,w-stable subvarieties of CJ,w (see

[L8, 11.19]). Moreover, a G-stable subvariety of ZJ,w is closed if and only if the

corresponding LJ,w-stable subvariety of CJ,w is closed and for any b ∈ B ∩ L̃J,w, the

G-orbit that contains (PJ ,
ẇ−1

J PJ∗ , ẇb) corresponds to the LJ,w-orbit that contains

ẇb∆J via the bijection.

Proposition 3.2.6. For any w ∈W J , ZJ,w = Gdiag · [J, w, 1].

Proof. By 3.2.3, (ẇ, b) ·hJ ∈ ZJ,w for all b ∈ B. Since ZJ,w is G-stable, Gdiag[J, w.1] ⊂

ZJ,w.

For any z ∈ ZJ,w, let C be the LJ,w-stable subvariety corresponding to Gdiag · z

and let c be an element in C̃J,w such that c∆J ∈ C. By 3.2.2, ẇ normalizes B ∩ L̃J,w.

Thus c is L̃J,w-conjugate to an element of ẇ(B ∩ L̃J,w). Therefore, z is G-conjugate

to (ẇ, b) · hJ for some b ∈ B ∩ L̃J,w. The proposition is proved.

Proposition 3.2.7. For any w ∈W J , ZJ,w = Gdiag(ẇT, 1) · hJ .

Proof. Since (ẇT, 1) · hJ ⊂ ZJ,w and ZJ,w is a G-stable closed variety, we have that

Gdiag(ẇT, 1) · hJ ⊂ ZJ,w.
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Set X = {(ẇt, u) · hJ | t ∈ T, u ∈ U}. For any u ∈ ẇUJ and t ∈ T , we have that

Ad(ẇt)−1u ∈ UJ and u ∈ ẇUJ ⊂ U . Consider the map φ :ẇ UJ × T → X defined by

φ(u, t) = (u, u)(ẇt, 1) · hJ = (ẇt, (ẇt)−1uẇtu−1) · hJ , for u ∈ ẇUJ , t ∈ T .

It is easy to see that there is an open subset T ′ of T , such that the restriction of

φ to ẇUJ × T
′ is injective. Note that dim(X) = dim(T ) + dim(U/UPJ

) = dim(T ) +

dim(UJ) = dim(ẇUJ × T ). Then the image of φ is dense in X. The proposition is

proved.

3.2.8 For w ∈ W , recall that supp(w) is the set of simple roots whose associated

simple reflections occur in a reduced expression of w. An element w ∈ W is called a

Coxeter element if it is a product of the simple reflections, in some order, or in other

words, |supp(w)| = l(w) = |I|. We have the following properties.

Proposition 3.2.9. Fix i ∈ I. Then all the Coxeter elements are conjugate under

elements of WI−{i}.

Proof. Let c, c′ be Coxeter elements. We say that c′ can be obtained from c via a

cyclic shift if c = si1si2 · · · sin is a reduced expression and c′ = si1csi1 . It is known

that for any Coxeter elements c, c′, there exists a finite sequences of Coxeter elements

c = c0, c1, . . . , cm = c′ such that ck+1 can be obtained from ck via a cyclic shift (see

[Bo, p. 116, Prop. 1]).

Now assume that c = si1si2 · · · sin is a reduced expression of a Coxeter element.

If i1 6= i, then si1csi1 and c are conjugated by si1 ∈ WI−{i}. If i1 = i, then si1csi1 =

si2si3 · · · sinc(si2si3 · · · sin)−1. Therefore, if a Coxeter element can be obtained from

another Coxeter element via a cyclic shift, then they are conjugated by elements of

WI−{i}. The proposition is proved.

Remark. The proof of [loc. cit] also can be used to prove this proposition.

Proposition 3.2.10. Let J ⊂ I and w ∈ W J with supp(w) = I. Then there exist a

Coxeter element w′, such that w′ ∈ W J and w′ 6 w.

Proof. We prove the statement by induction on l(w).
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Let i ∈ I with siw < w. Then siw ∈ W
J . If supp(siw) = I, then the statement

holds by induction hypothesis on siw. Now assume that supp(siw) = I − {i}. By

induction, there exists a Coxeter element w′ of WI−{i}, such that w′ ∈ W J−{i} and

w′ 6 siw. Then siw
′ is a Coxeter element of w and siw

′ 6 w.

Since w′ ∈WI−{i}, (w′)−1αi is either αi or a non-simple positive root. We also have

that w′ is a Coxeter element of WI−{i}. Thus if (w′)−1αi = αi, then < αi, α
∨
j >= 0

for all j 6= i. It contradicts the assumption that G is simple. Hence (w′)−1αi is a

non-simple positive root. Note that if siw
′ /∈ W J , then siw

′ = w′sj for some j ∈ J ,

that is, (w′)−1αi = αj. Therefore, siw
′ ∈W J . The proposition is proved.

Corollary 3.2.11. Let i ∈ I, J = I − {i} and w be a Coxeter element of W with

w ∈ W J . Then
⊔
K⊂J

⊔
w′∈WK ,supp(w′)=I ZK,w′ ⊂ ZJ,w.

Proof. By 3.1.4, [K,wv, v] ⊂ [J, w, 1] for K ⊂ J and v ∈ WJ . Since ZJ,w is G-stable,

(v̇−1ẇv̇T, 1) · hK ⊂ ZJ,w. By 3.2.9, (ẇ′T, 1) · hK ⊂ ZJ,w for all Coxeter element w′.

By 3.2.7, ZK,w′ ⊂ ZJ,w for all Coxeter element w′ with w′ ∈ WK . For any u ∈ WK

with supp(u) = I, there exists a Coxeter element w′, such that w′ ∈ WK and w′ 6 u.

Thus by 3.1.4, we have that [K, u, 1] ⊂ ZJ,w. By 3.2.6, ZK,u ⊂ ZJ,w. The corollary is

proved.

Remark. In 3.4.4, we will show that the equality holds.

3.3 Some combinatorial results

3.3.1 Fix i ∈ I. Define subsets Ik of I for all k ∈ N in the following way. Set

I1 = {i}. Assume that Ik is already defined. Set

Ik+1 = {αj | j ∈ I − ∪
k
l=1Il, < α∨j , αm >6= 0 for some m ∈ Ik}.

It is easy to see that if j1, j2 ∈ Ik with j1 6= j2, then < αj1 , α
∨
j2
>= 0. Thus

sIk =
∏

j∈Ik
sj is well-defined. For sufficiently large n, we have In = In+1 = · · · = ∅

and sIn = sIn+1 = · · · = 1. Now set wk = sInsIn−1 · · · sIk for k ∈ N. We will write
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wJ for w1. Set J−1 = I and J0 = J = I − {i}. Then wJ is a Coxeter element and

wJ ∈ W J . Let (Jn, J
′
n, un, yn) be the sequence determined by wJ and w0w

J
0 . Then we

can show by induction that for k > 0, Jk = Jk−1− Ik+1, uk = w
Jk−1

0 wJk

0 sIk+1
w
Jk+1

0 wJk

0 ,

yk = w
Jk−1

0 wJk

0 sIksIk−1
· · · sI1 and J ′k = Ad(yk)Jk. In particular, Jn = ∅. Thus

L̃J,wJ = T and C̃J,wJ = ẇJT . Since w is a Coxeter element, the homomorphism

T → T sending t ∈ T to (ẇJ)−1tẇJt−1 is surjective. Thus L̃J,wJ acts transitively on

C̃J,wJ . By 3.2.5, G acts transitively on ZJ,wJ .

For k ∈ N, we set vk = w
Jk−1

0 wJk

0 w
−1
k+1. Then it is easy to see that v̇−1

k (UPJ′
k

∩

UJk−1
) =wk+1 (UP−

Jk

∩U−Jk−1
). Therefore by 3.2.3, (ẇJb, 1)·hJ ∈ ZJ,wJ for all b ∈w

n−1wn+1

(UP−
Jn

∩ U−Jn−1
)w

n−2wn(UP−
Jn−1

∩ U−Jn−2
) · · ·w2 (UP−

J1

∩ U−J0
)T .

In the remaining part of 3.3.1, we will keep the notations of J , Jk, w
J and wk as

above. Let X be a subset of Ḡ such that for any admissible pair (w, λ) and x ∈ W

with x−1λ is dominant, there exist t ∈ T , such thatGdiag(U×U)(ẇẋt, ẋ)·hI(x−1λ) ⊂ X.

(An example is Ū .) We will show that ZJ,wJ ⊂ X for all i ∈ I. The proof is based on

case-by-case checking.

Remark. The outline of the case-by-case checking is as follows.

For λ ∈ Y , we write λ > 0 if λ ∈
∑

l∈I R>0α
∨
l .

We start with the fundamental coweight ω∨i . Find x ∈ W that satisfies the

conditions (1) xω∨i > 0 and (2) for l ∈ I, either (sl − 1)xω∨i > 0 or slxω
∨
i � 0. Such

x always exists, as we will see by case-by-case checking. The elements xω∨i that we

obtain in this way are not unique, in general. Fortunately, there always exists some

x ∈ W that satisfies the conditions (1) and (2) and allows us to do the procedures

that we will discuss below.

In the rest of the remark, we fix such x. Since xω∨i ∈ Y , there exists n ∈ N, such

that nxω∨i is contained in the coroot lattice. Set λ = nxω∨i . Now we can find v ∈W

such that (v, λ) is admissible. (In practice, we find v ∈ W with l(v) = |supp(v)| and

−vλ > 0. Then we can use lemma 3.3.2 to check that if (v, λ) is admissible.) By the

assumption on X, Gdiag(U × U)(v̇ẋt, ẋ) · hJ ⊂ X for some t ∈ T .

In some cases, x−1vx = wJ . Since wJ is a Coxeter element, (ẇJT, 1) · hJ =

Tdiag(ẇJt, 1) · hJ ⊂ X. By 3.2.7, ZJ,wJ
⊂ X.
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In other cases, the situation is more complicated. We need to choose some u ∈ U ,

such that (uv̇ẋt, ẋ) · hJ ∈ ZJ,wJ
. This is the most difficult part of the case-by-case

checking. The lemma 3.3.3 and lemma 3.2.3 will be used to overcome the difficulties.

Throughout this section, we will use the same labelling of Dynkin diagram as in

[Bo]. For a, b ∈ I, we denote by s[a,b] the element sbsb−1 · · · sa of the Weyl group W

and ṡ[a,b] = ṡbṡb−1 · · · ṡa. (If b < a, then s[a,b] = 1 and ṡ[a,b] = 1.)

Lemma 3.3.2. Let x = si1si2 · · · sin with |supp(x)| = n. Then (1 − x−1)ω∨k = 0 if

k /∈ {i1, i2, . . . , in} and (1 − x−1)ω∨ij = sinsin−1 · · · sij+1
α∨ij . Thus (x, λ) is admissible

for all λ ∈
∑n

j=1 Nsinsin−1 · · · sij+1
α∨ij .

The lemma is a direct consequence of [Bo, p. 226, Ex. 22a].

Lemma 3.3.3. Let w, x, y1, y2 ∈ W and t ∈ T . Assume that y1 = si1si2 · · · sil,

y2 = sil+1
sil+2
· · · sil+k

with k + l = |supp(y1y2)|. If moreover, < α∨il1
, αil2 >= 0

for all 1 6 l1 < l2 6 l and (1 − y1y2)xω
∨
i , (1 − y1)wω

∨
i ∈

∑k
j=1 R>0α

∨
ij
, then there

exists u ∈ U−w−1αil+1
U−w−1αil+2

· · ·U−w−1αil+k
such that (ẋ−1ẇut, 1) · hJ ∈ Gdiag(U ×

U)(ẇt, ẏ1ẏ2ẋ) · hJ .

Proof. We have that (1 − y1y2)xω
∨
i =

∑k+l
j=1(1 − sij)sij+1

· · · sil+k
xω∨i . Note that

i1, i2, . . . , ik+l are distinct and (1 − sij)sij+1
· · · sil+k

xω∨i ∈ Rα∨ij for all j. Hence (1 −

sij)sij+1
· · · sil+k

xω∨i ∈ R>0α
∨
ij

for all j, i. e., < sij+1
· · · sikxω

∨
i , αij >∈ R>0. Therefore

ẋ−1ṡ−1
il+k
· · · ṡ−1

ij+1
Uαij

ṡij+1
· · · ṡil+k

ẋ ⊂ UPJ
. Similarly, we have that ẇ−1U−αij

ẇ ∈ UP−
J

for j 6 l.

There exists uj ∈ Uαij
and u′j ∈ U−αij

such that uj ṡijuj = u′j. Note that

u′1u
′
2 · · · u

′
l+k−1 ∈ LI−{il+k}, ul+k ∈ UPI−{il+k}

and ẋ−1ul+kẋ ⊂ UPJ
. Thus

u′1u
′
2 · · · u

′
l+kẋ = u′1u

′
2 · · · u

′
l+k−1ul+kṡikul+kẋ ∈ UPI−{ik}

u′1u
′
2 · · · u

′
l+k−1ṡik ẋUPJ

⊂ Uu′1u
′
2 · · · u

′
l+k−1ṡik ẋUPJ

.

We can show in the same way that u′1u
′
2 · · · u

′
l+kẋ ∈ Uẏ1ẏ2ẋUPJ

. Therefore,

(ẇt, u′1u
′
2 · · · u

′
l+kẋ) · hJ ∈ (U × U)(ẇt, ẏ1ẏ2ẋ) · hJ . Set u = ẇ−1u′l+1u

′
l+2 · · · u

′
l+kẇ
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and u′ = t−1ẇ−1(u′1u
′
2 · · · u

′
l)
−1ẇt ∈ UP−

J
. Then

(ẋ−1ẇut, 1) · hJ = (ẋ−1ẇutu′, 1) · hJ =
(
ẋ−1(u′1u

′
2 · · · u

′
l+k)

−1ẇt, 1) · hJ

∈ Gdiag(U × U)(ẇt, ẏ1ẏ2ẋ) · hJ .

3.3.4 In 3.3.4 to 3.3.7, we assume that G is PGLn(k). Without loss of generality,

we assume that i 6 n/2. In this case, wJ = s[i+1,n−1]s
−1
[1,i]. For any a ∈ R, we denote

by [a] the maximal integer that is less than or equal to a.

For 1 6 j 6 i, set aj = [(j − 1)n/i]. For convenience, we will set ai+1 = n − 1.

Note that for j 6 i− 1, aj+1 − aj = [jn/i]− [(j − 1)n/i] > [n/i] > 2. Therefore, we

have that 0 = a1 < a1 + 1 < a2 < a2 + 1 < · · · < ai < ai + 1 6 ai+1 = n− 1. Now set

b0 = 0. For k ∈ {1, 2, . . . , n − 1} − {a2, a3, . . . , ai} − {a2 + 1, a3 + 1, . . . , ai + 1}, set

bk = i. For j ∈ {2, 3, . . . , i}, set baj
= (j − 1)n− iak and baj+1 = i− baj

.

Now set v = s[a1+1,a2−δba2 ,0]s[a2+1,a3−δba3 ,0] · · · s[ai+1,ai+1−δbai+1 ,0], where δa,b is the

Kronecker delta. Set vj = s[aj+1,aj+1]s[aj+1+1,aj+2] · · · s[ai+1,ai+1] for 1 6 j 6 i. Set

λ =
∑i

j=1

∑aj+1−aj

k=1 baj+k(s[aj+1,aj+k−1]vj+1)
−1α∨aj+k

. It is easy to see that for 1 6 a 6

b 6 n− 1 and 1 6 k 6 n− 1,

s[a,b]α
∨
k =





∑b
l=a−1 α

∨
l , if k = a− 1;

−
∑b

l=a α
∨
l , if k = a;

α∨k−1, if a < k 6 b;

α∨b + α∨b+1, if k = b+ 1;

α∨k , otherwise .

If baj+k 6= 0, then (s[aj+1,aj+k−1]s[aj+1+1,aj+2−δbaj+2 ,0] · · · s[ai+1,ai+1−δbai+1 ,0])
−1α∨aj+k

=

(s[aj+1,aj+k−1]vj+1)
−1α∨aj+k

. By 3.2, (v, λ) is admissible.
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We have that

λ =
i∑

j=1

aj+1−aj−1∑

k=1

baj+kv
−1
j+1s

−1
[aj+1,aj+k−1]α

∨
aj+k

+
i∑

j=1

baj+1
v−1
j+1s

−1
[aj+1,aj+1−1]α

∨
aj+1

=
i∑

j=1

aj+1−aj−1∑

k=1

k∑

l=1

baj+kα
∨
aj+l

+
i−1∑

j=1

baj+1

aj+1−aj+1∑

l=1

α∨aj+l
+ bai+1

ai+1−ai∑

l=1

α∨ai+l

=
i∑

j=1

aj+1−aj∑

k=1

k∑

l=1

baj+kα
∨
aj+l

+
i−1∑

j=1

baj+1
α∨aj+1+1

=
i∑

j=1

aj+1−aj∑

l=1

aj+1−aj∑

k=l

baj+kα
∨
aj+l

+
i−1∑

j=1

baj+1
α∨aj+1+1

=
i∑

j=1

aj+1−aj∑

l=2

(
(aj+1 − aj − l)i+ baj+1

)
α∨aj+l

+
(
(a2 − 1)i+ ba2

)
α∨1

+
i∑

j=2

(
baj

+ (aj+1 − aj − 2)i+ baj+1
+ baj+1

)
α∨aj+1

=
i∑

j=1

aj+1−aj∑

l=1

(
(aj+1 − aj − l)i+ baj+1

)
α∨aj+l

= nxω∨i .

Note that aj > j for j > 2. Set xi = 1 and xj = s[j+1,aj+1]s[j+2,aj+2] · · · s[i,ai] for

1 6 j 6 i− 1. If j = 1, we will simply write x for x1.

Lemma 3.3.5. For 1 6 j 6 i, we have that

nxjω
∨
i =

j−1∑

l=1

l(n− i)α∨l +

aj+1∑

l=j

(
jn− il

)
α∨l

+
i∑

k=j+1

ak+1−ak∑

l=1

(
(ak+1 − ak − l)i+ bak+1

)
α∨ak+l.

In particular, nxω∨i =
∑i

j=1

∑aj+1−aj

l=1

(
(aj+1 − aj − l)i+ baj+1

)
α∨aj+l

.

Proof. We will prove the lemma by induction on j. Note that nω∨i =
∑i−1

l=1 l(n −

i)α∨l +
∑n−1

l=i i(n− l)α
∨
l . Thus the lemma holds for j = i.

Note that jn− i(aj + l) = jn− iaj+1 + i(aj+1 − aj − l) = baj+1
+ i(aj+1 − aj − l).

Assume that the lemma holds for j. Then
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nxj−1ω
∨
i = s[j,aj ]

( j−1∑

l=1

l(n− i)α∨l +

aj+1∑

l=j

(jn− il)α∨1 +
i∑

k=j+1

ak+1−ak∑

l=1

(
(ak+1 − ak − l)i+ bak+1

)
α∨ak+l

)

=

j−2∑

l=1

l(n− i)α∨l + (j − 1)(n− i)

aj∑

l=j−1

α∨l − j(n− i)

aj∑

l=j

α∨l +

aj∑

l=j+1

(jn− il)α∨l−1

+
(
jn− i(aj + 1)

)
(α∨aj

+ α∨aj+1
) +

aj+1∑

l=aj+2

(jn− il)α∨l +
i∑

k=j+1

ak+1−ak∑

l=1

(
(ak+1 − ak − l)i+ bak+1

)
α∨ak+l

=

j−2∑

l=1

l(n− i)α∨l + (j − 1)(n− i)

aj∑

l=j−1

α∨l − j(n− i)

aj∑

l=j

α∨l +

aj∑

l=j+1

(jn− il)α∨l−1

+
(
jn− i(aj + 1)

)
α∨aj

+
i∑

k=j

ak+1−ak∑

l=1

(
(ak+1 − ak − l)i+ bak+1

)
α∨ak+l

=

j−2∑

l=1

l(n− i)α∨l + (j − 1)(n− i)α∨j−1 +

aj∑

l=j

(
(j − 1)(n− i)− j(n− i) + jn− i(l + 1)

)
α∨l

+
i∑

k=j

ak+1−ak∑

l=1

(
(ak+1 − ak − l)i+ bak+1

)
α∨ak+l

=

j−2∑

l=1

l(n− i)α∨l +

aj∑

l=j−1

(
(j − 1)n− il

)
α∨l +

i∑

k=j

ak+1−ak∑

l=1

(
(ak+1 − ak − l)i+ bak+1

)
α∨ak+l.

Thus the lemma holds for j.

Lemma 3.3.6. We have that x−1v1x = wJ .

Proof. If aj > j+1, then s−1
[j+1,aj+1]s[aj+1,aj+1] = s−1

[j+1,aj ]
. If j > 2 and aj < j+1, then

j = 2, aj = 2 and s−1
[3,a3]s[a2+1,a3] = 1 = s−1

[3,a2]. In conclusion, s−1
[j+1,aj+1]s[aj+1,aj+1] =

s−1
[j+1,aj ]

for j > 2. Moreover, s−1
[2,a2]s[a1+1,a2] = s1. Thus

s−1
[2,a2]v1s[2,a2] = s−1

[2,a2]s[a1+1,a2]v2s[2,a2] = s1v2s[2,a2] = v2s1s[2,a2] = v2s[3,a2]s1s2

s−1
[j+1,aj+1]vjs[j+1,aj ]s

−1
[1,j]s[j+1,aj+1] = s−1

[j+1,aj+1]s[aj+1,aj+1]vj+1s[j+1,aj ]s
−1
[1,j]s[j+1,aj+1]

= s−1
[j+1,aj ]

vj+1s[j+1,aj ]s
−1
[1,j]s[j+1,aj+1] = vj+1s

−1
[1,j]s[j+2,aj+1]sj+1 = vj+1s[j+2,aj+1]s

−1
[1,j+1].

Thus, we can prove by induction on j that x−1v1x = x−1
j vjs[j+1,aj ]s

−1
[1,j]xj for 1 6

j 6 i. In particular, x−1v1x = s[i+1,n−1]s
−1
[1,i]. The lemma is proved.
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3.3.7 By 3.3.4 and 3.3.5, there exists t ∈ T , such that (U × U)(v̇ẋt, ẋ) · hJ ⊂ X.

Consider K = {aj | baj
= 0}. Then for any j, j ′ ∈ K with j 6= j ′, we have that

|j − j ′| > 2 and < α∨j , αj′ >= 0. Set y =
∏

j∈K sj. Then y is well-defined. Note that

(1− y)yxω∨i , (1− y)vxω
∨
i ∈

∑
j∈K R>0α

∨
j . By 3.3.3, (ẋ−1ẏv̇ẋt, 1) ·hJ ∈ X. Therefore,

(ẋ−1ẏv̇ẋt, 1) · hJ ∈ X. By 3.3.6, x−1yvx = x−1v1x = wJ . Therefore, ZJ,wJ ∩X 6= ∅.

By 3.3.1, G acts transitively on ZJ,wJ . Therefore ZJ,wJ ⊂ X.

3.3.8 We assume that G is of type Cn and set

ε =





1, if 2 | i;

0, otherwise.

Now set v = sn−i+1sn−i+3 · · · sn−ε, x1 = s−1
[n−i,n−1]s

−1
[n−i−1,n−2] · · · s

−1
[1,i] and x2 =

s−1
[n+ε−1,n]s

−1
[n+ε−3,n] · · · s

−1
[n−i+2,n]. Set λ = α∨n−i+1 + α∨n−i+3 + · · · + α∨n−ε. Then we have

that (v, λ) is admissible.

Now set λ′ =
∑

j∈I min(i, j)α∨j ∈ Nω∨i . Set x1,j = s−1
[j−i+1,j]s

−1
[j−i,j−1] · · · s

−1
[1,i] for

i− 1 6 j 6 n− 1, s. Then we can show by induction that x1,jλ
′ =

∑i
k=1 kα

∨
j−i+1+k +

i
∑n

l=j+2 α
∨
l . In particular, x1ω

∨
i =

∑i
k=1 kα

∨
n−i+k.

For 0 6 j 6 (i+ε−1)/2, set x2,j = s−1
[n−i+2j,n]s

−1
[n−i+2j−2,n] · · · s

−1
[n−i+2,n]. Then we can

show by induction that x2,jx1λ
′ =

∑j−1
k=0 α

∨
n−i+1+2k +

∑i−2j
l=1 lα∨n−i+2j+l. In particular,

we have that x2x1λ
′ = λ. Therefore, there exists t ∈ T , such that (U,U)(v̇ẋ2ẋ1t, ẋ2ẋ1)·

hJ ⊂ X.

Now set y1 = sn+ε−1sn+ε−3 · · · sn−i and y2 = s[1,n−i−1]. For 1 6 j 6 n − i − 1, set

βk = −(vx2x1)
−1αk = −αk+i. Thus by 3.3, there exists u ∈ Uβ1Uβ2 · · ·Uβn−i

, such

that (ẋ−1
1 ẋ−1

2 ẏ1ẏ2v̇ẋ2ẋ1ut, 1) · hJ ∈ X.

For 0 6 j 6 (i+ ε− 1)/2, set

v2,j = s[1,n−i](sn−i+2sn−i+4 · · · sn−i+2j)(sn−i+1sn−i+3 · · · sn−i+2j−1)s
−1
[n−i+2j+1,n].

It is easy to see that s[n−i+2j,n]v2,js
−1
[n−i+2j,n] = v2,j−1. Therefore, we can show by

induction that x−1
2 y1y2vx2 = x−1

2,jv2,jx2,j for 0 6 j 6 (i + ε − 1)/2. In particular,
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x−1
2 y1y2vx2 = s[1,n−i]s

−1
[n−i+1,n].

For i − 1 6 j 6 n − 1, set v1,j = s[1,j−i+1]s[j+2,n]s
−1
[j−i+2,j+1]. Then we have that

s[j−i+1,j]v1,js
−1
[j−i+1,j] = v1,j−1. Therefore, we can show by induction that x−1

1 s[1,n−i]s
−1
[n−i+1,n]x1 =

x−1
1,jv1,jx1,j for i− 1 6 j 6 n− 1. In particular, x−1

2 y1y2vx2 = s[i+1,n]s
−1
[1,i] = wJ .

Moreover, w−1
n−i−k+1w

−n+i+k+1βk = w−1
n−i−k+1(−αn−1) = −

∑n
l=n−k αl. Since n −

k ∈ Jn−i−k−1−Jn−i−k, Uβk
⊂ẇ

n−i−k−1ẇn−i−k+1 (UP−
Jn−i−k

∩U−Jn−i−k−1
). By 3.3.1, we have

that (ẋ−1
1 ẋ−1

2 ẏ1ẏ2v̇ẋ2ẋ1ut, 1) · hJ ∈ ZJ,wJ . Therefore, ZJ,wJ ⊂ X.

For type Bn, we have the similar results.

3.3.9 In 3.3.9 and 3.3.10, we assume that G is of type Dn. In 3.3.9, assume that

i 6 n− 2.

If 2 | i, then set v = sn−isn−i+2 · · · sn−2, λ = α∨n−i + α∨n−i+2 + · · · + α∨n−2 and

x = (s−1
[n−1,n]s

−1
[n−3,n] · · · s

−1
[n−i+1,n])(s

−1
[n−i−1,n−2]s

−1
[n−i−2,n−3] · · · s

−1
[1,i]).

If 2 - i, then set v = (sn−isn−i+2 · · · sn−1)sn, λ = α∨n−i + α∨n−i+2 + · · · + α∨n−3 +

1/2(α∨n−1 + α∨n) and x = (s−1
[n−2,n]s

−1
[n−4,n] · · · s

−1
[n−i+1,n])(s

−1
[n−i−1,n−2]s

−1
[n−i−2,n−3] · · · s

−1
[1,i]).

By the similar calculation to what we did for type Cn−1, we have that in both

cases (v, λ) is admissible and x−1λ = ω∨i . Moreover, by the similar argument to what

we did for type Cn−1, we can show that ZJ,wJ ⊂ X.

3.3.10 Assume that i = n. Set

ε =





1, if 2 | [n/2];

0, otherwise.

If 2 - n, set v = sn+ε−1(s1s3 · · · sn−2)sn−ε, x = sn+ε−1(s
−1
[n−3,n]s

−1
[n−5,n] · · · s

−1
[2,n])sn−1

and λ = 3
2
α∨n−ε + 1

2
α∨a+ε−1 +

∑(n−3)/2
j=0 α∨2j+1. Then λ = 2xω∨n and (v, λ) is admissible.

Set y = s2s4 · · · sn−3. Then (v̇ẋt, ẏ−1ẋ) ·hJ ∈ X for some t ∈ T . By 3.3, (ẋ−1ẏv̇ẋt, 1) ·

hJ ∈ X. Since x−1yvx = sn−1s
−1
[1,n−2]sn = wJ , ZJ,wJ ⊂ X.
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If 2 | n, set v = (s1s3 · · · sn−3)sn−ε, λ = α∨n−ε +
∑n/2−2

j=0 α∨1+2j and

x =





s2s4, if n = 4;

sn−2sn+ε−1(s
−1
[n−4,n]s

−1
[n−6,n] · · · s

−1
[2,n])sn−1, otherwise.

Then λ = 2xω∨n and (v, λ) is admissible. Therefore, there exists t ∈ T , such that

(U,U)(v̇ẋt, ẋ) ·hJ ⊂ X. Set y1 = s2s4 · · · sn−2, y2 = sn+ε−1 and β = −(vx)−1αn+ε−1 =

−αn/2. By 3.3.3, there exists u ∈ Uβ and t ∈ T , such that (ẋ−1ẏ1ẏ2v̇ẋut, 1) · hJ ∈ X.

It is easy to see that x−1y1y2vx = sn−1s
−1
[1,n−2]sn = wJ and

w−1
2 β =





−
∑3

l=1 αl, if n = 4;

−
∑n−2

l=n/2−1 αl, otherwise.

Note that J0 = I − {n} and J1 = I − {n− 2, n}. Thus Uβ ⊂
w2 (UP−

J1

∩ U−J0
). By

3.3.1, ZJ,wJ ⊂ X.

Similarly, ZI−{i−1},sns
−1
[1,n−2]

sn−1
⊂ X.

3.3.11. Type G2 Set v = si, x = wJ and λ = α∨i = xω∨i . Then (v, λ) is admissible.

Set y = s3−i, then (ẋ−1ẏv̇ẋt, 1) · hJ ∈ X for some t ∈ T . Note that x−1yvx = wJ .

Therefore, ZJ,wJ ⊂ X.

3.3.12. Type F4 If i = 1, then set v = s2, x = s1s4w
2 and λ = α∨2 = xω∨1 .

Thus (v, λ) is admissible. Set y1 = s1s3, y2 = s4 and β = −(vx)−1α4 = −(α2 + α3).

Then there exists u ∈ Uβ and t ∈ T , such that (ẋ−1ẏ1ẏ2v̇ẋut, 1) · hJ ∈ X. Note that

x−1y1y2vx = wJ and w−1
2 β = −(α2 + 2α3 + α4). By 3.3.1, ZJ,wJ ⊂ X.

If i = 2, then set v = s1s3, x = s2w
2 and λ = α∨1 + α∨3 = xω∨2 . Thus (v, λ) is

admissible. Set y = s2s4, then (ẋ−1ẏv̇ẋt, 1) · hJ ∈ X for some t ∈ T . Note that

x−1yvx = wJ . Thus ZJ,wJ ⊂ X.

If i = 3, then set v = s2s4, x = s3w
2 and λ = 2α∨2 + α∨4 = xω∨3 . Thus (v, λ)

is admissible. Set y = s1s3, then (ẋ−1ẏv̇ẋt, 1) · hJ ∈ X for some t ∈ T . Note that

x−1yvx = wJ . Thus ZJ,wJ ⊂ X.
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If i = 4, then set v = s3, x = s1s4w
2 and λ = α∨3 = xω∨1 . Thus (v, λ) is admissible.

Set y1 = s2s4, y2 = s1 and β = −(vx)−1α1 = −(α2 + 2α3). Then there exists u ∈ Uβ

and t ∈ T , such that (ẋ−1ẏ1ẏ2v̇ẋut, 1) · hJ ∈ X. Note that x−1y1y2vx = wJ and

w−1
2 β = −(α1 + 2α2 + 2α3). By 3.3.1, ZJ,wJ ⊂ X.

3.3.13. Type E6 If i = 1, then set v = s1s5s3s6, x = s1s4s3s1s6w
J and λ =

α∨1 + 2α∨3 + α∨5 + 2α∨6 = 3xω∨1 . Thus (v, λ) is admissible. Set y1 = s4, y2 = s2 and

β = −(vx)−1α2 = −(α3 + α4 + α5). Then there exists u ∈ Uβ and t ∈ T , such that

(ẋ−1ẏ1ẏ2v̇ẋut, 1) ·hJ ∈ X. Note that x−1y1y2vx = wJ and w−1
2 β = −(α2 +α3 +2α4 +

α5 + α6). By 3.3.1, ZJ,wJ ⊂ X.

Similarly, ZI−{6},s2s1s3s4s5s6 ⊂ X.

If i = 2, then set v = s4, x = s2s3s5s4s2w
J and λ = α∨4 = xω∨1 . Thus (v, λ)

is admissible. Set y1 = s2s3s5, y2 = s1s6, β1 = −(vx)−1α1 = −(α4 + α5) and

β2 = −(vx)−1α6 = −(α3 + α4). Then there exists u ∈ Uβ1Uβ2 and t ∈ T , such

that (ẋ−1ẏ1ẏ2v̇ẋut, 1) · hJ ∈ X. Note that x−1y1y2vx = wJ , w−1
2 β1 = −

∑6
l=3 αl and

w−1
2 β2 = −(α1 + α3 + α4 + α5). By 3.3.1, ZJ,wJ ⊂ X.

If i = 3, then set v = s3s6s1s4s5, x = s2s3s4s1s3w
J and λ = 2α∨1 + α∨3 + 3α∨4 +

5α∨5 + α∨6 = 3xω∨3 . Thus (v, λ) is admissible. Set y = s2, then (ẋ−1ẏv̇ẋt, 1) · hJ ∈ X

for some t ∈ T . Note that x−1yvx = wJ . Thus ZJ,wJ ⊂ X.

Similarly, ZI−{5},s2s1s3s4s6s5 ⊂ X.

If i = 4, then set v = s2s3s5, x = s4(w
J)2 and λ = α∨2 + α∨3 + 5α∨5 = xω∨3 . Thus

(v, λ) is admissible. Set y = s1s4s6, then (ẋ−1ẏv̇ẋt, 1) · hJ ∈ X for some t ∈ T . Note

that x−1yvx = wJ . Thus ZJ,wJ ⊂ X.

3.3.14. Type E7 If i = 1, then set v = s4, x = s3s1s2s5s4s3s1s7(w
J)2 and λ = α∨4 =

xω∨1 . Thus (v, λ) is admissible. Set y1 = s3s2s5 , y2 = s1s6s7, β1 = −(vx)−1α1 =

−
∑6

l=3 αl, β2 = −(vx)−1α6 = −(α4 + α5) and β3 = −(vx)−1α7 = −(α2 + α3 +

α4). Then there exists u ∈ Uβ3Uβ2Uβ1 and t ∈ T , such that (ẋ−1ẏ1ẏ2v̇ẋut, 1) · hJ ∈

X. Note that x−1y1y2vx = wJ , w−1
2 β1 = −α4 −

∑7
l=2 αl, w

−1
2 β2 = −

∑6
l=2 αl and

w−1
3 (wJ)−1β3 = −(α2 + α4 + α5 + α6). By 3.3.1, ZJ,wJ ⊂ X.
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If i = 2, then set v = s2s3s5s7, x = s4s2s7(w
J)3 and λ = α∨2 + 2α∨3 + α∨5 + α∨7 =

2xω∨2 . Thus (v, λ) is admissible. Set y = s1s4s6. Then (ẋ−1ẏv̇ẋt, 1) · hJ ∈ X for some

t ∈ T . Note that x−1yvx = wJ . Thus ZJ,wJ ⊂ X.

If i = 3, then set v = s2s3s5, x = s1s4s3s7(w
J)3 and λ = α∨2 + α∨3 + α∨5 = xω∨3 .

Thus (v, λ) is admissible. Set y1 = s1s4s6, y2 = s7 and β = −(vx)−1α7 = −(α4 +α5).

Then there exists u ∈ Uβ3Uβ2Uβ1 and t ∈ T , such that (ẋ−1ẏ1ẏ2v̇ẋut, 1) · hJ ∈ X.

Note that x−1y1y2vx = wJ and w−1
2 β = −(α2 + α4 + α5 + α6). By 3.3.1, ZJ,wJ ⊂ X.

If i = 4, then set v = s1s4s6, x = s2s3s5s4(w
J)3 and λ = α∨1 + 2α∨4 + α∨6 = xω∨4 .

Thus (v, λ) is admissible. Set y = s2s3s5s7. Then (ẋ−1ẏv̇ẋt, 1) · hJ ∈ X for some

t ∈ T . Note that x−1yvx = wJ . Thus ZJ,wJ ⊂ X.

If i = 5, then set v = s2s3s5s7, x = s4s6s5(w
J)3 and λ = α∨2 + 2α∨3 + 3α∨5 + α∨7 =

2xω∨5 . Thus (v, λ) is admissible. Set y = s1s4s6. Then (ẋ−1ẏv̇ẋt, 1) · hJ ∈ X for some

t ∈ T . Note that x−1yvx = wJ . Thus ZJ,wJ ⊂ X.

If i = 6, then set v = s4s6, x = s1s5s7s6(w
J)3 and λ = α∨4 + α∨6 = xω∨6 . Thus

(v, λ) is admissible. Set y1 = s2s3s5s7, y2 = s1 and β = −(vx)−1α1 = −(α3 +α4 +α5).

Then there exists u ∈ Uβ and t ∈ T , such that (ẋ−1ẏ1ẏ2v̇ẋut, 1) · hJ ∈ X. Note that

x−1y1y2vx = wJ and w−1
2 β = −α4 −

∑5
l=1 αl. By 3.3.1, ZJ,wJ ⊂ X.

If i = 7, then set v = s2s5s7, x = s6s7s4s5s6s7s1(w
J)2 and λ = α∨2 + α∨5 + α∨7 =

2xω∨7 . Thus (v, λ) is admissible. Set y1 = s4s6, y2 = s3s1, β1 = −(vx)−1α3 =

−(α3 + α4 + α5) and β2 = −(vx)−1α1 = −(α2 + α4 + α5 + α6). Then there exists

u ∈ Uβ3Uβ1 and t ∈ T , such that (ẋ−1ẏ1ẏ2v̇ẋut, 1)·hJ ∈ X. Note that x−1y1y2vx = wJ ,

w−1
2 β1 = −α4 −

∑6
l=1 αl, w

−1
3 (wJ)−1β2 = −α4 −

∑5
l=1 αl. By 3.3.1, ZJ,wJ ⊂ X.

3.3.15. Type E8 If i = 1, then set v = s4s6, x = s3s1s2s5s4s3s1s8(w
J)5 and

λ = α∨4 + α∨6 = xω∨1 . Thus (v, λ) is admissible. Set y1 = s2s3s5s7, y2 = s1s8, β1 =

−(vx)−1α1 = −α4 −
∑6

l=2 αl and β2 = −(vx)−1α8 = −
∑7

l=3 αl. Then there exists

u ∈ Uβ2Uβ1 and t ∈ T , such that (ẋ−1ẏ1ẏ2v̇ẋut, 1)·hJ ∈ X. Note that x−1y1y2vx = wJ ,

w−1
2 β1 = −α4 − α5 −

∑7
l=2 αl and w−1

2 β2 = −α4 −
∑8

l=2 αl. By 3.3.1, ZJ,wJ ⊂ X.

If i = 2, then set v = s2s3s5s7, x = s4s2s7s8(w
J)6 and λ = α∨2 +α∨3 +α∨5 +α∨7 = xω∨2 .

Thus (v, λ) is admissible. Set y = s1s4s6s8. Then (ẋ−1ẏv̇ẋt, 1)·hJ ∈ X for some t ∈ T .
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Note that x−1yvx = wJ . Thus ZJ,wJ ⊂ X.

If i = 3, then set v = s2s3s5s7, x = s1s4s3s7s8(w
J)6 and λ = α∨2 +α∨3 +2α∨5 +α∨7 =

xω∨3 . Thus (v, λ) is admissible. Set y = s1s4s6s8. Then (ẋ−1ẏv̇ẋt, 1) · hJ ∈ X for

some t ∈ T . Note that x−1yvx = wJ . Thus ZJ,wJ ⊂ X.

If i = 4, then set v = s1s4s6s8, x = s2s5s3s4s8(w
J)6 and λ = α∨1 +3α∨4 +2α∨6 +α∨8 =

xω∨4 . Thus (v, λ) is admissible. Set y = s2s3s5s7. Then (ẋ−1ẏv̇ẋt, 1) · hJ ∈ X for

some t ∈ T . Note that x−1yvx = wJ . Thus ZJ,wJ ⊂ X.

If i = 5, then set v = s2s3s5s7, x = s4s6s5(w
J)6 and λ = α∨2 + 2α∨3 + 2α∨5 + α∨7 =

xω∨5 . Thus (v, λ) is admissible. Set y = s1s4s6s8. Then (ẋ−1ẏv̇ẋt, 1) · hJ ∈ X for

some t ∈ T . Note that x−1yvx = wJ . Thus ZJ,wJ ⊂ X.

If i = 6, then set v = s1s4s6, x = s1s5s7s6(w
J)6 and λ = α∨1 + 2α∨4 + α∨6 = xω∨6 .

Thus (v, λ) is admissible. Set y1 = s2s3s5s7, y2 = s8 and β = −(vx)−1α8. Then

there exists u ∈ Uβ and t ∈ T , such that (ẋ−1ẏ1ẏ2v̇ẋut, 1) · hJ ∈ X. Note that

x−1y1y2vx = wJ and w−1
2 β = −α4 −

∑5
l=1 αl. By 3.3.1, ZJ,wJ ⊂ X.

If i = 7, then set v = s2s3s5, x = s6s7s8s4s5s6s7(w
J)5 and λ = α∨2 + α∨3 + α∨5 =

xω∨7 . Thus (v, λ) is admissible. Set y1 = s1s4s6, y2 = s7s8, β1 = −(vx)−1α7 =

−(α3 + α4 + α5) and β2 = −(vx)−1α8 = −(α2 + α4 + α5 + α6). Then there exists

u ∈ Uβ2Uβ1 and t ∈ T , such that (ẋ−1ẏ1ẏ2v̇ẋut, 1)·hJ ∈ X. Note that x−1y1y2vx = wJ ,

w−1
2 β1 = −α4 −

∑6
l=1 αl and w−1

3 (wJ)−1β2 = −α4 −
∑5

l=1 αl. By 3.3.1, ZJ,wJ ⊂ X.

If i = 8, then set v = s4, x = s1s5s6s7s8(w
J)5 and λ = α∨4 = xω∨8 . Thus (v, λ)

is admissible. Set y1 = s5s2s3, y2 = s1s6s7s8, β1 = −(vx)−1α1 = −α4 −
∑7

l=2 αl,

β2 = −(vx)−1α6 = −(α3 + α4 + α5), β3 = −(vx)−1α7 = wJβ2 and β4 = −(vx)−1α8 =

(wJ)2β2. Then there exists u ∈ Uβ4Uβ3Uβ2Uβ1 and t ∈ T , such that (ẋ−1ẏ1ẏ2v̇ẋut, 1) ·

hJ ∈ X. Note that x−1y1y2vx = wJ , w−1
2 β1 = −

∑6
l=3 αl −

∑7
l=1 αl, w

−1
2 β2 = −α4 −

∑7
l=1 αl, w

−1
3 (wJ)−1β3 = −α4−

∑6
l=1 αl and w−1

4 (wJ)−2β4 = −α4−
∑5

l=1 αl. By 3.3.1,

ZJ,wJ ⊂ X.
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3.4 The explicit description of Ū

3.4.1 We assume that G1 is a disconnected algebraic group such that its identity

component G0 is reductive. Following [St, 9], an element g ∈ G1 is called quasi-

semisimple if gBg−1 = B, gTg−1 = T for some Borel subgroup B of G0 and some

maximal torus T of B. We have the following properties.

(a) if g is semisimple, then it is quasi-semisimple. See [St, 7.5, 7.6].

(b) g is quasi-semisimple if and only if the G0-conjugacy class of g is closed in

G1. See [Spa, 1.15].

(c) Let g ∈ G1 is a quasi-semisimple element and T1 be a maximal torus of ZG0(g)0,

where ZG0(g)0 is the identity component of {x ∈ G0 | xg = gx}. Then any quasi-

semisimple element in gG0 is G0-conjugate to some element of gT1. See [L8, 1.14].

3.4.2 Let ρi : G → GL(Vi) be the irreducible representation of G with lowest

weight −ωi and ρ̄i : Ḡ → P
(
End(Vi)

)
be the morphism induced from ρi. Let N be

the subvariety of Ḡ consisting of elements such that for all i ∈ I, the images under

ρ̄i are represented by nilpotent endomorphisms of Vi. We have the following result.

Theorem 3.4.3. We have that

Ū − U = N =
⊔

J$I

⊔

w∈WJ ,supp(w)=I

ZJ,w.

Proof. By 3.2.11 and the results in section 3.3, we have that

⊔

J$I

⊔

w∈WJ ,supp(w)=I

ZJ,w ⊂ Ū − U .

For i ∈ I, let Xi be the subvariety of P
(
End(Vi)

)
consisting of the elements that

can be represented by unipotent or nilpotent endomorphisms of Vi. Then Xi is closed

in P (End(Vi)). Thus, ρ̄i(z) ∈ Xi for z ∈ Ū . Moreover, since G is simple, for any

g ∈ Ḡ, ρ̄i(g) is represented by an automorphism of Vi if and only if g ∈ G. Thus if

z ∈ Ū − U , then ρ̄i(z) is represented by an nilpotent endomorphism of Vi. Therefore
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Ū − U ⊂ N .

Assume that w ∈ W J with supp(w) 6= I and N ∩ ZJ,w 6= ∅. Let C be the

closed LJ,w-stable subvariety that corresponds to N ∩ZJ,w. We have seen that ẇ is a

quasi-semisimple element of NG(LJ,w). Moreover, there exists a maximal torus T1 in

ZLJ,w
(w)0 such that T1 ⊂ T . Since C is an LJ,w-stable nonempty closed subvariety of

CJ,w, ẇt ∈ C for some t ∈ T1. Set z = (ẇt, 1) · hJ . Then z ∈ N .

Since supp(w) 6= I, there exists i ∈ I with i /∈ supp(w). Then −wωi = −ωi. Let v

be a lowest weight vector in Vi. Assume that ρ̄i(z) is represented by an endomorphism

A of V . Then Av ∈ k∗v. Thus z /∈ N . That is a contradiction. Therefore N ⊂
⊔
J$I

⊔
w∈WJ ,supp(w)=I ZJ,w. The theorem is proved.

Corollary 3.4.4. Let i ∈ I and J = I − {i} and w be a Coxeter element of W with

w ∈ W J . Then ZJ,w =
⊔
K⊂J

⊔
w′∈WK ,supp(w′)=I ZK,w′.

Proof. Note that ZJ,w ⊂ Ū ∩ (
⊔
K⊂J ZK). Since Ū and

⊔
K⊂J ZK are closed, ZJ,w ⊂

Ū ∩ (
⊔
K⊂J ZK) =

⊔
K⊂J

⊔
w′∈WK ,supp(w′)=I ZK,w′ . Therefore by 3.2.11,

ZJ,w =
⊔

K⊂J

⊔

w′∈WK ,supp(w′)=I

ZK,w′ .

3.4.5 Let σ : G → T/W be the morphism which sends g ∈ G to the W -orbit in T

that contains an element in the G-conjugacy class of the semisimple part gs. The map

σ is called Steinberg map. The fibers of σ are called Steinberg fibers. The unipotent

variety is an example of Steinberg fiber. Some other interesting examples are the

regular semisimple conjugacy classes of G.

Let F be a fiber of σ. It is known that F is a union of finitely many G-conjugacy

classes. Let t be a representative of σ(F ) in T , then F = Gdiag · tU and F̄ = Gdiag · tŪ

(see [Spr3, 1.4]). It is easy to see that t(Ū−U) ⊂ N . Thus F̄−F = Gdiag ·t(Ū−U) ⊂

N . Therefore, if (w, λ) is admissible and x−1 · λ dominant, then there exists some

t′ ∈ T such that (U × U)(ẇẋt′, ẋ) · hI(x−1λ) ⊂ tŪ . Thus by 3.2.11 and the results in
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section 3.3,
⊔
J$I

⊔
w∈WJ ,supp(w)=I ZJ,w ⊂ F̄ − F . Therefore, we have

F̄ − F = N =
⊔

J$I

⊔

w∈WJ ,supp(w)=I

ZJ,w.

Thus F̄−F is independent of the choice of the Steinberg fiber F . As a consequence,

in general, F̄ contains infinitely many G-orbits (answering a question that Springer

asked in [Spr3]).

3.4.6 For any variety X that is defined over the finite field Fq, we write |X|q for

the number of Fq-rational points in X.

If G is defined and split over the finite field Fq, then for any w ∈ W J , |Z̃J,w|q =

|G|qq
−l(w) (see [L8, 8.20]). Thus

|ZJ,w|q = |G|qq
−l(w)(q − 1)−|I−J | = (

∑

w∈W

ql(w))(q − 1)|J |ql(w0w).

Set L(w) = {i ∈ I | wsi < w}. Then w ∈ W J if and only if J ⊂ L(w0w).

Moreover, if w 6= 1, then L(w0w) 6= I. Therefore

|Ū − U|q =
∑

J 6=I

∑

w∈WJ ,supp(w)=I

|ZJ,w|q = (
∑

w∈W

ql(w))
∑

J 6=I

∑

w∈WJ ,supp(w)=I

(q − 1)|J |ql(w0w)

= (
∑

w∈W

ql(w))
∑

supp(w)=I

∑

J⊂L(w0w)

ql(w0w)(q − 1)|J |

= (
∑

w∈W

ql(w))
∑

supp(w)=I

ql(w0w)+|L(w0w)|.

Remark. Note that |Ḡ|q =
∑

w∈W ql(w)
∑

w∈W ql(w0w)+|L(w0w)| (see [DP, 7.7]). Our

formula for |Ū − U|q bears some resemblance to the formula for |Ḡ|q.
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Chapter 4

The G-stable pieces of the

wonderful compactification

Let G be a connected, simple algebraic group over an algebraically closed field. There

is a partition of the wonderful compactification Ḡ of G into finite many G-stable

pieces, which were introduced by Lusztig. In this chapter, we will investigate the

closure of any G-stable piece in Ḡ. We will show that the closure is a disjoint union

of some G-stable pieces, which was first conjectured by Lusztig. We will also prove

the existence of cellular decomposition if the closure contains finitely many G-orbits.

4.0. Introduction

An adjoint semi-simple group G has a “wonderful” compactification Ḡ, introduced

by De Concini and Procesi in [DP]. The variety Ḡ is a smooth variety with G × G

action. Denote by Gdiag, the image of the diagonal embedding of G into G×G. The

Gdiag orbits of Ḡ were studied by Lusztig in [L8]. He introduced a partition of Ḡ into

finitely many G-stable pieces. The G orbits on each piece can be described explicitly.

Based on the partition, he established the theory of “parabolic character sheaves” on

Ḡ.

The main results of this chapter concern the closure of the G-stable pieces. The

closure of each piece is a union of some other pieces and if the closure contains finitely
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many G-orbits, then it admits a cellular decomposition.

We now review the content of this chapter in more detail.

In section 4.1, we recall the definition of G-stable pieces in [L8] and establish some

basic results. The pieces are indexed by the pairs I = {(J, w)}, where J is a subset

of the simple roots and w is an element of the Weyl group W , which has minimal

length in the coset wWJ . One interesting result is that any G-stable piece is the

minimal G-stable subset that contains a particular B×B-orbit, where B is the Borel

subgroup. The closure of any B × B-orbit in Ḡ was studied by Springer in [Spr2].

Based on his result and the relations between G-stable pieces and B × B-orbits, we

are able to investigate the closure of the G-stable pieces.

In section 4.2, we recall the definition of the “wonderful” compactification and

introduce “compactification through the fibres”, a technique tool that will be used

to prove the existence of cellular decomposition. In section 4.3, we describe a partial

order on I, which is the partial order that corresponds to the closure relation of the

G-stable piece, as we will see in section 4.4. In section 4.4, we also discuss the closure

of any G-stable piece that appears in [L7].

In section 4.5, we discuss the existence of cellular decomposition. Each piece does

not have a cellular decomposition. However, a union of certain pieces has a cellular

decomposition. (This is motivated by Springer in [Spr2], in which he showed that a

union of certain B ×B-orbits is isomorphic to an affine space.) In fact, if the closure

contains finitely many G-orbits, then it has a cellular decomposition.

The methods work for arbitrary connected component of a disconnected algebraic

group with identity component G. The results for that component is just a “twisted”

version of the results for G itself.

4.1 The G-stable pieces

4.1.1 We keep the notation of 1.1.1-1.1.4.

In the sequel, we assume that G is adjoint. Let Ĝ be a possibly disconnected

reductive algebraic group over an algebraically closed field with identity component
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G. Let G1 be a fixed connected component of Ĝ. There exists an isomorphism

δ : W → W such that δ(I) = I and gP ∈ Pδ(J) for g ∈ G1 and P ∈ PJ . There exists

g0 ∈ G
1 such that g0 normalizes T and B. Moreover, g0 can be chosen in such a way

that g0LJ = Lδ(J) for J ⊂ I. We will fix such g0 in the rest of this chapter.

In particular, if G1 = G, then δ = id, where id is the identity map. In this case,

we will choose g0 to be the unit element 1 of G.

4.1.2 We will follow the set-up of [L8].

Let J, J ′ ⊂ I and y ∈ J ′
W J be such that Ad(y)δ(J) = J ′. For P ∈ PJ , P ′ ∈ PJ

′
,

define Ay(P, P
′) = {g ∈ G1 | pos(P ′, gP ) = y}. Define

Z̃J,y,δ = {(P, P ′, γ) | P ∈ PJ , P ′ ∈ PJ
′

, γ ∈ UP ′\Ay(P, P
′)/UP}

with G×G action defined by (g1, g2)(P, P
′, γ) = (g2P, g1P ′, g1γg

−1
2 ).

By [L8, 8.9], Ay(P, P
′) is a single P ′, P double coset. Thus G×G acts transitively

on ZJ,y,δ.

Let z = (P, P ′, γ) ∈ Z̃J,y,δ. Then there exists g ∈ γ such that gP contains

some Levi of P ∩ P ′. Now set P1 = g−1(gP )(P ′P )g, P ′1 = P P ′
. Define α(P, P ′, γ) =

(P1, P
′
1, UP ′

1
gUP1). By [L8, 8.11], The map α doesn’t depend on the choice of g.

To z = (P, P ′, γ) ∈ Z̃J,y,δ, we associate a sequence (Jn, J
′
n, un, yn, Pn, P

′
n, γn)n>0

with Jn, J
′
n ⊂ I, un ∈W , yn ∈

J ′
nW δ(Jn),Ad(yn)δ(Jn) = J ′n, Pn ∈ P

Jn , P ′n ∈ P
J ′

n , γn =

UP ′
n
gUPn

for some g ∈ G satisfies pos(P ′n,
gPn) = yn. The sequence is defined as

follows.

P0 = P, P ′0 = P ′, γ0 = γ, J0 = J, J ′0 = J ′, u0 = pos(P ′0, P0), y0 = y.

Assume that n > 1, that Pm, P
′
m, γm, Jm, J

′
m, um, ym are already defined for m < n

and that um = pos(P ′m, Pm), Pm ∈ P
Jm , P ′m ∈ P

J ′
m for m < n. Let

Jn = Jn−1 ∩ δ
−1Ad(y−1

n−1un−1)Jn−1, J
′
n = Jn−1 ∩ Ad(u−1

n−1yn−1)δ(Jn−1),
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(Pn, P
′
n, γn) = α(Pn−1, P

′
n−1, γn−1) ∈ Z̃Jn,yn,δ(see [L8, 8.10]),

un = pos(P ′n, Pn), yn = u−1
n−1yn−1, γn = UP ′

n
gn−1UPn

.

It is known that the sequence is well defined. Moreover, for sufficient large n, we

have that Jn = J ′n = Jn+1 = J ′n+1 = · · · = J∞, un = un+1 = · · · = 1, yn = yn+1 =

· · · = y∞, Pn = Pn+1 = · · · = P∞, P ′n = P ′n+1 = · · · = P ′∞ and γn = γn+1 = · · · = γ∞.

Now we set β(z) = y∞. Then we have that β(z) ∈W δ(J). By [L8, 8.18] and [L7, 2.5],

the sequence (Jn, J
′
n, un, yn)n>0 is uniquely determined by β(z) and y.

For w ∈W δ(J), set

Z̃w
J,y,δ = {z ∈ Z̃J,y,δ | β(z) = w}.

Then (Z̃w
J,y,δ)w∈W δ(J) is a partition of Z̃J,y,δ into locally closed G-stable subvarieties.

For w ∈ W δ(J), let (Jn, J
′
n, un, yn)n>0 be the sequence determined by w and y. The

restriction of the map α on Z̃w
J,y,δ is a G-equivariant morphism from Z̃w

J,y,δ onto Z̃w
J1,y1,δ

.

We also denote this morphism by α. It is known that α induces a bijection from the

set of G-orbits on Z̃w
J,y,δ to the set of G-orbits on Z̃w

J1,y1,δ
.

For sufficiently large n, ϑ = αn : Z̃w
J,y,δ → Z̃w

J∞,w,δ is independent of the choice of

n and is a G-equivariant morphism. Moreover, ϑ induces a bijection from the set of

G-orbits on Z̃w
J,y,δ to the set of G-orbits on Z̃w

J∞,w,δ.

4.1.3 In the rest of this section, we will fix J, y, δ, w and J∞. First, we will give an

explicit description of J∞ in terms of J, δ and w.

Lemma 4.1.4. Keep the notion of 4.1.2. Then

J∞ = max{K ⊂ J | Ad(w)δ(K) = K}.

Proof. Set v = y1w
−1. By [H2, 2.2], v ∈ WJ . Now J1 = J ∩ δ−1Ad(y−1

1 )J . Thus

Φδ(J1) ⊂ Ad(y−1
1 )ΦJ = Ad(w−1)Ad(v−1)ΦJ = Ad(w−1)ΦJ .

Let i ∈ J . Assume that αδ(i) ∈ Ad(y−1
1 )ΦJ . Then αδ(i) = Ad(y−1

1 )α = Ad(y−1)Ad(u0)α

76



for some α ∈ ΦJ . Then αAd(y)δ(i) = Ad(u0)α. Note that αAd(y)δ(i) is a simple root

and u0 ∈ W J . Then α = αj for some j ∈ J . Hence i = δ−1Ad(y−1
1 )j. Therefore,

i ∈ J ∩ δ−1Ad(y−1
1 )J = J1. So

J1 = max{K ⊂ J | Φδ(K) ⊂ Ad(w−1)ΦJ}.

Set J ′∞ = max{K ⊂ J | Ad(w)δ(K) = K}. Then J ′∞ ⊂ J . Moreover, Φδ(J ′
∞) =

Ad(w−1)ΦJ ′
∞
⊂ Ad(w−1)ΦJ . Thus J ′∞ ⊂ J1. We can show by induction that J ′∞ ⊂ Jn

for all n. Thus J ′∞ ⊂ J∞. By the definition, J∞ = J∞ ∩ δ
−1Ad(w−1)J∞. Thus

Ad(w)δ(J∞) = J∞. So J∞ = J ′∞. The lemma is proved.

4.1.5 Now set h̃J,y,δ = (PJ ,
ẏ−1
PJ ′ , Uẏ−1

PJ′
g0UPJ

) ∈ ZJ,y,δ. For w ∈ W δ(J) and

v ∈ W , set ˜[J, w, v]y,δ = (B ×B)(ẇ, v̇) · h̃J,y,δ. Then we have the following result.

Lemma 4.1.6. Keep the notion of 4.1.2. Let g ∈ PJ1. Set z = (ẇ, g) · h̃J,y,δ and

z′ = (ẇ, g) · h̃J1,y1,δ. Then α(z) = z′.

Proof. Set P = PJ , P
′ = ẇẏ−1

PJ ′ , g1 = ẇg0g and v = y1w
−1. Then v ∈ WJ .

By the proof of [H2, 2.3], v̇−1
LJ ′

1
is a Levi factor of P ∩ P ′ and P P ′

= v̇−1
PJ ′

1
,

(P ′)P = ẇẏ−1
PAd(y)δ(J1). Moreover,

v̇−1

LJ ′
1

= ẇẏ−1
1 LJ ′

1
= ẇLδ(J1) = ẇg0LJ1 ⊂

ẇg0PJ = ẇg0gPJ .

So g1P contains some Levi of P ∩ P ′. We have that

g−1
1 (g1P )(ẇẏ−1

PAd(y1)δ(J1))g1 = g−1

P (g
−1
0 ẏ−1

PAd(y)δ(J1)) = g−1

PJ∩δ−1Ad(y−1)Ad(y)δ(J1)

= g−1

PJ1 = PJ1 .

Thus α(z) = z′. The lemma is proved.

Proposition 4.1.7. We have that

Z̃w
J,y,δ = Gdiag · ˜[J, w, 1]y,δ = Gdiag · (PJ ,

ẇẏ−1

PJ ′ , Uẇẏ−1
PJ′
ẇg0(B ∩ LJ∞)UPJ

).
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Proof. It is easy to see that Z̃w
J∞,w,δ = Gdiag(ẇ, LJ∞) · h̃J∞,w,δ. Thus for any b ∈ B,

αn
(
(ẇ, b) · h̃J,y,δ

)
∈ Z̃w

J∞,w,δ for sufficiently large n. Therefore, Gdiag(ẇ, B) · h̃J,y,δ ⊂

Z̃w
J,y,δ.

Note that ẇg0 normalizes (LJ∞) and (LJ∞) ∩ B. Thus ẇg0LJ∞ = {lẇg0bl
−1 | l ∈

LJ∞ , b ∈ LJ∞ ∩B}. Hence any element in Z̃w
J∞,w,δ is G-conjugate to (ẇ, l) · h̃J∞,w,δ for

some l ∈ LJ∞ ∩B. Now let z ∈ Z̃w
J,y,δ. Then ϑ(z) is G-conjugate to (ẇ, l) · h̃J∞,w,δ for

some l ∈ LJ∞ ∩B. Set z′ = (ẇ, l) · h̃J,y,δ ∈ Z̃
w
J,y,δ. Then ϑ(z′) lies in the same G-orbit

as ϑ(z). Since ϑ induces a bijection from the set of G-orbits on Z̃w
J,y,δ to the set of

G-orbits on Z̃w
J∞,w,δ. Thus z is G-conjugate to z′. So Z̃w

J,y,δ = Gdiag(ẇ, B∩LJ∞))·h̃J,y,δ.

The proposition is proved.

4.1.8 In [L8, 8.20], Lusztig showed that Z̃w
J,y,δ is an iterated affine space bundle over a

fibre bundle over PJ∞ with fibres isomorphic to LJ∞ . In 4.1.10, we will prove a similar

(but more explicit) result, which will be used to establish the cellular decomposition.

Before doing that, some simple results about fibre products will be discussed.

Lemma 4.1.9. Let X be a variety with G-action and Y be a subvariety such that

X = G · Y . Let H be a closed subgroup of G such that if gy = y ′ for some y, y′ ∈ Y ,

then g ∈ H. Consider the morphism π : G × (H · Y ) → X sending (g, y) to g · y

for g ∈ G and y ∈ H · Y . Then the morphism is invariant under the H-action given

by h(g, y) = (gh−1, h · y). Denote by G ×H (H · Y ) the quotient, then π induces an

isomorphism G×H (H · Y )
∼
−→ X.

Proof. Let x ∈ X. Then there exists g ∈ G and y ∈ Y such that x = g · y.

The subvariety π−1(x) of G × (H · Y ) is stable under the action of H. Moreover, if

(g1, h1y1), (g2, h2y2) ∈ π
−1(x) with h1, h2 ∈ H and y1, y2 ∈ Y , then (h−1

1 g−1
1 g2h2) ·y2 =

y1. Thus h−1
1 g−1

1 g2h2 ∈ H. So g2 ∈ g1H. So H acts simply transitively on π−1(x) for

each x ∈ X. Hence, π induces an isomorphism G×H (H · Y )
∼
−→ X.

Proposition 4.1.10. For a ∈ W , set Ua = U ∩ ȧU−. Set L̃wJ,y,d = (LJ∞ , LJ∞)(ẇ, 1) ·

h̃J,y,δ. Then we have the following results.

(1) Z̃w
J,y,δ is isomorphic to G×PJ∞

(
(PJ∞) · L̃wJ,y,δ

)
.
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(2) (PJ∞) · L̃wJ,y,δ = (B ×B) · L̃wJ,y,δ
∼= (U ∩ ẇJ∞

0 ẇẏ−1ẇJ′

0 U−)× L̃wJ,y,δ, where L̃wJ,y,δ is

isomorphic to LJ∞.

(3) Gdiag(ẇT, 1) · h̃J,y,δ is dense in Z̃w
J,y,δ.

Proof. It is easy to see that L̃wJ,y,δ = (ẇ, LJ∞) · h̃J,y,δ is isomorphic to LJ∞ . By 4.1.7,

Z̃w
J,y,δ = Gdiag · L̃

w
J,y,δ. Consider the G-equivariant map p : Z̃w

J∞,w,δ → P
J∞ defined by

p(P, P, γ) = P for (P, P, γ) ∈ Z̃w
J∞,w,δ. For l ∈ LJ∞ and g ∈ G, if p ◦ ϑ

(
(g, g)(ẇ, l) ·

h̃J,y,δ
)

= PJ∞ , then g ∈ PJ∞ . Thus (PJ∞)diag · L̃
w
J,y,δ = (p ◦ ϑ)−1(PJ∞).

Assume that (g, g)(ẇ, l1) · h̃
w
J,y,δ = (ẇ, l2) · h̃

w
J,y,δ for g ∈ G and l1, l2 ∈ LJ∞ . Then

gPJ∞ = p ◦ ϑ
(
(g, g)(ẇ, l1) · h̃

w
J,y,δ

)
= p ◦ ϑ

(
(ẇ, l2) · h̃

w
J,y,δ

)
= PJ∞ . So g ∈ PJ∞ . Part (1)

is proved.

We have that (B×B) · L̃wJ,y,δ = (B)diag(1, B) · L̃wJ,y,δ and p◦ϑ
(
(1, B) · L̃wJ,y,δ

)
= PJ∞ .

Thus (B × B) · L̃wJ,y,δ ⊂ (B)diag(PJ∞)diagL̃
w
J,y,δ = (PJ∞)diagL̃

w
J,y,δ. On the other hand,

(PJ∞)diagL̃
w
J,y,δ ⊂ (PJ∞ , PJ∞) · L̃wJ,y,δ = (B × B) · L̃wJ,y,δ. Hence (PJ∞) · L̃wJ,y,δ = (B ×

B) · L̃wJ,y,δ. Now consider π : (U ∩ ẇJ∞
0 ẇẏ−1ẇJ′

0 U−) × L̃wJ,y,δ → (B × B) · L̃wJ,y,δ defined

by π(u, l) = (u, 1)l for u ∈ U ∩ ẇJ∞
0 ẇẏ−1ẇJ′

0 U− and l ∈ L̃wJ,y,δ.

Note that (1, BLJ∞)·h̃J,y,δ = (1, UPJ
LJ∞UJ)·h̃J,y,δ = (Uδ(J), LJ∞)·h̃J,y,δ. Since w ∈

W δ(J), BẇUδ(J) = Bẇ = UPJ∞
LJ∞ẇ. Hence (Bẇ,BLJ∞)·h̃J,y,δ = (UPJ∞

ẇLδ(J∞), LJ∞)·

h̃J,y,δ = (UPJ∞
ẇ, LJ∞) · h̃J,y,δ. Since wy−1 ∈W J ′

and Ad(yw−1)J∞ ⊂ J ′, then

UPJ∞
= (UPJ∞

∩ ẇẏ−1ẇJ′

0 U−)(UPJ∞
∩ ẇẏ−1

UPJ′ )

= (U ∩ ẇJ∞
0 ẇẏ−1ẇJ′

0 U−)(UPJ∞
∩ ẇẏ−1

UPJ′ ).

Therefore, (Bẇ,BLJ∞) · h̃J,y,δ =
(
(U ∩ ẇJ∞

0 ẇẏ−1ẇJ′

0 U−)ẇ, LJ∞
)
· h̃J,y,δ. So π is

surjective.

Let u ∈ U ∩ ẇJ∞
0 ẇẏ−1ẇJ′

0 U− and l1, l2 ∈ LJ∞ . Assume that (u, 1)(ẇ, l1) · h̃J,y,δ =

(ẇ, l2) · h̃J,y,δ. Note that the isotropy subgroup of G × G at the point (ẇ, 1) · h̃J,y,δ

is {(Uẇẏ−1
PJ′
l′, UPJ

g−1
0 ẇ−1l′ẇg0) | l

′ ∈ ẇLδ(J)}. Thus u ∈ Uẇẏ−1
PJ′
l′ and l−1

2 l1 ∈

UPJ
g−1
0 ẇ−1l′ẇg0 for some l′ ∈ ẇLδ(J). Then l′ ∈ LJ∞ and u = 1. Thus π is injective.

In fact, we can show that the bijective morphism π is an isomorphism. The
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verification is omitted.

Part (3) can be proved in the same way as in [H2, 2.7].

4.1.11 For P ∈ PJ , let HP be the inverse image of the connected center of P/UP

under P → P/UP . We can regard HP/UP as a single torus ∆J independent of P .

Then ∆J acts (freely) in the natural way on Z̃J,y,δ and the action commutes with the

action of G. Moreover, each piece Z̃w
J,y,δ is ∆J -stable.

Define

ZJ,y,δ = {(P, P ′, γ) | P ∈ PJ , P ′ ∈ PJ
′

, γ ∈ HP ′\Ay(P, P
′)/UP}

= {(P, P ′, γ) | P ∈ PJ , P ′ ∈ PJ
′

, γ ∈ UP ′\Ay(P, P
′)/HP}

with G×G action defined by (g1, g2)(P, P
′, γ) = (g2P, g1P ′, g1γg

−1
2 ).

Then ZJ,y,δ and ∆J\Z̃J,y,δ can be identified in the natural way as varieties with

G-action. Set Zw
J,y,δ = ∆J\Z̃

w
J,y,δ. Then

ZJ,y,δ = tw∈W δ(J)Zw
J,y,δ.

Set hJ,y,δ = (PJ ,
ẏ−1
PJ ′ , Hẏ−1

PJ′
g0UPJ

) ∈ ZJ,y,δ, L
w
J,y,δ = (LJ∞ , LJ∞)(ẇ, 1) · hJ,y,δ.

For w ∈ W δ(J) and v ∈ W , set [J, w, v]y,δ = (B × B)(ẇ, v̇) · hJ,y,δ. Then as a

consequence of 4.1.7 and 4.1.10, we have the following result.

Proposition 4.1.12. For w ∈ W δ(J), we have that

(1) Zw
J,y,δ = Gdiag · [J, w, 1]y,δ.

(2) Zw
J,y,δ is isomorphic to G×PJ∞

(
(PJ∞) · LwJ,y,δ

)
.

(3) (PJ∞) · LwJ,y,δ = (B ×B) · LwJ,y,δ
∼= (U ∩ ẇJ∞

0 ẇẏ−1ẇJ′

0 U−)× LwJ,y,δ, where LwJ,y,δ is

isomorphic to LJ∞/Z(LJ).

(4) Gdiag(ẇT, 1) · hJ,y,δ is dense in Zw
J,y,δ.
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4.2 Compactification through the fibres

4.2.1 For any connected, semi-simple algebraic group of adjoint type, De Concini

and Procesi introduced its wonderful compactification Ḡ(see [DP]). It is an irre-

ducible, projective smooth G×G-variety. The G×G-orbits ZJ of Ḡ are indexed by

the subsets J of I. Moreover, ZJ = (G×G)×P−
J
×PJ

GJ , where P−J × PJ acts on the

right on G × G and on the left on GJ by (q, p) · z = πP−
J

(q)zπPJ
(p). Denote by hJ

the image of (1, 1, 1) in ZJ . We will identify ZJ with ZJ,w0wJ
0 ,id

and hJ with hJ,w0wJ
0 ,id

,

where id is the identity map on I (see [H2, 2.5]).

Let us consider the B × B-orbits on Ḡ. For any J ⊂ I, u ∈ W J and v ∈ W , set

[J, u, v] = (B ×B)(u̇, v̇) · hJ . Then Ḡ =
⊔
J⊂I

⊔
x∈WJ ,w∈W

[J, x, w]. The following result is

due to Springer (see [Spr2, 2.4]).

Theorem. Let x ∈ W J , x′ ∈ WK, w,w′ ∈ W . Then [K, x′, w′] is contained in the

closure of [J, x, w] if and only if K ⊂ J and there exists u ∈ WK , v ∈ WJ ∩W
K with

xvu−1 6 x′, w′u 6 wv and l(wv) = l(w)+ l(v). In particular, for J ⊂ I and w ∈W J ,

the closure of [J, w, 1] in Ḡ is tK⊂J tx∈WK ,u∈WJ , and x>wu
[K, x, u].

4.2.2 We have defined ZJ,y,δ in 4.1.11. As we have seen, ZJ,y,δ is a locally trivial

fibre bundle over PJ ×PJ
′
with fibres isomorphic to LJ/Z(LJ). Note that LJ/Z(LJ)

is a connected, semi-simple algebraic group of adjoint type. Thus we can define the

wonderful compactification LJ/Z(LJ) of LJ/Z(LJ). In this section, we will define

ZJ,y,δ, which is a locally trivial fibre bundle over PJ × PJ
′
with fibres isomorphic to

LJ/Z(LJ).

4.2.3 We keep the notation of 4.1.2. Fix g ∈ Ay(P, P
′). Then Ay(P, P

′)g−1 = P ′UgP

(see [L8, 8.9]). Now define LP,P ′,g = gP ∩ P ′/HgP∩P ′ and Φg : HP ′\Ay(P, P
′)/HP →

LP,P ′,g defined by HP ′\Ay(P, P
′)/HP

·g−1

−−→ HP ′\Ay(P, P
′)g−1/HgP

i
←− LP,P ′,g, where i

is the obvious isomorphism. The P×P ′ action on HP ′\Ay(P, P
′)/HP induces a P×P ′

action on LP,P ′,g. Now for g, g′ ∈ Ay(P, P
′), set Φg,g′ = Φg′Φ

−1
g : LP,P ′,g

∼
−→ LP,P ′,g′ .

Then Φg,g′ is compatible with the P × P ′ action. Moreover, (LP,P ′,g,Φg,g′) forms an
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inverse system and

HP ′\Ay(P, P
′)/HP = lim

←
LP,P ′,g.

Note that LP,P ′,g is a semi-simple group of adjoint type. Then we can define the

De Concini-Procesi compactification LP,P ′,g of LP,P ′,g. The P × P ′ action on LP,P ′,g

can be extended in the unique way to a P × P ′ action on LP,P ′,g. The isomorphism

Φg,g′ : LP,P ′,g
∼
−→ LP,P ′,g′ can be extended in the unique way to an isomorphism from

LP,P ′,g onto LP,P ′,g′ . We will also denote this isomorphism by Φg,g′ . It is easy to see

that this isomorphism is compatible with the P ×P ′ action. Now (LP,P ′,g,Φg,g′) forms

an inverse system. Define

HP ′\Ay(P, P ′)/HP = lim
←
LP,P ′,g.

We also obtain a P × P ′ action on HP ′\Ay(P, P ′)/HP . Thus we can identify

HP ′\Ay(P, P ′)/HP with LP,P ′,gg as varieties with P × P ′ action.

Remark. HP ′\Ay(P, P ′)/HP is isomorphic to LP,P ′,g as a variety. However, we are

also concerned with the P ′ × P action. In this case, HP ′\Ay(P, P ′)/HP is regarded

as LP,P ′,gg with “twisted” P ′ × P action.

4.2.4 In this section, we will consider a special case, namely, P = P ′ = G0. In this

case, Ay(P, P
′) = G1 and we will identify HG\Ay(G,G)/HG with G1.

Let VG be the projective variety whose points are the dim(G)-dimensional Lie

subalgebras of Lie(G × G). The Ĝ × Ĝ action on Lie(G × G) which is defined by

(g1, g2) · (a, b) = (Ad(g2)a,Ad(g1)b) for g1, g2 ∈ Ĝ and a, b ∈ Lie(G) induces a Ĝ× Ĝ

action on VG. To each g ∈ Ĝ, we associate a dim(G)-dimensional subspace Vg =

{(a,Ad(g)a) | a ∈ Lie(G)} of Lie(G×G). Then Vg1gg−1
2

= (g1, g2) · Vg for g1, g, g2 ∈ Ĝ

and g 7→ Vg is an embedding G1 ⊂ VG. We denote the image by i(G1).

If G1 = G, then the closure of i(G) in VG is Ḡ (see [DP]). Note that Vgg0 =

(1, g−1
0 )Vg for all g ∈ G. Thus i(G1) = (1, g−1

0 )i(G). Hence the closure of i(G1) in VG

is (1, g−1
0 )Ḡ, which is just Ḡ1 defined above.

Remark. In [L8, 12.3], Lusztig defined the compactification of G1 to be the closure of
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i(G1) in VG. As we have seen, our definition coincides with his definition.

4.2.5 In [L8, 12.3], Lusztig showed that Ḡ1 = tJ⊂IZJ,w0w
δ(J)
0 ,δ

, where the base point

h
J,w0w

δ(J)
0 ,δ

= (PJ , P
−
δ(J), HP−

δ(J)
g0HPJ

) is identified with the dim(G)-dimensional sub-

algebra {(lu, g0lg
−1
0 u′) | l ∈ LJ , u ∈ UPJ

, u′ ∈ UP−
δ(J)
} of Lie(G × G). We will simply

write h
J,w0w

δ(J)
0 ,δ

as hJ,δ, [J, w, v]
w0w

δ(J)
0 ,δ

as [J, w, v]δ and Zw

J,w0w
δ(J)
0 ,δ

as Zw
J,δ. If G1 = G,

then hJ,id = hJ and [J, w, v]id = [J, w, v].

Note that hJ corresponds to the dim(G)-dimensional subalgebra {(lu, lu′) | l ∈

LJ , u ∈ UPJ
, u′ ∈ UP−

J
} of Lie(G × G). Thus hJ,δ = (1, g−1

0 )hδ(J). Hence [J, w, v]δ =

(B × B)(ẇ, v̇) · hJ,δ = (B × B)(ẇ, v̇)(1, g−1
0 ) · hJ = (1, g−1

0 )(B × B)(ẇ, ˙δ(v)) · hδ(J) =

(1, g−1
0 )[δ(J), w, δ(v)]. Thus we have the following result.

Proposition. Let J ⊂ I and w ∈ W δ(J). Then the closure of [J, w, 1]δ in Ḡ1 is

tK⊂J tx∈W δ(K),u∈WJ , and x>wδ(u)
[K, x, u]δ.

4.2.6 Define

ZJ,y,δ = {(P, P ′, γ) | P ∈ PJ , P ′ ∈ PJ
′

, γ ∈ HP ′\Ay(P, P ′)/HP}

with G×G action defined by (g1, g2)(P, P
′, γ) = (g2P, g1P ′, g1γg

−1
2 ).

Set P = PJ and P ′ = ẏ−1
PJ ′ . Then Ay(P, P ′) can be identified with LP,P ′,g0g0 as

varieties with P ′ × P action. Moreover, we have a canonical isomorphism between

LP,P ′,g0 and Lδ(J). For K ⊂ J , I will identify hδ(K)g0 with the corresponding element

in Ay(P, P ′).

Then the G×G-orbits in ZJ,y,δ are one-to-one correspondence with the subsets of

J ′, i. e.,

ZJ,y,δ = tK⊂J(G×G) · (P, P ′, hδ(K)g0).

Set yK = yw
δ(J)
0 w

δ(K)
0 . Note that UPJ

(LJ ∩ UPK
) = UPK

and

UP ′(ẏ
−1

LJ ′ ∩ UP−
δ(K)

) = (ẏ
−1
K UẏKP ′)ẏ

−1
K (ẏK ẏ

−1

LJ ′ ∩ ẏKUP−
δ(K)

)

= ẏ−1
K (UPJ′ (LJ ′ ∩ UPAd(yK )δ(K)

)) = ẏ−1
K UPAd(yK )δ(K)

.
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The isotropic subgroup of G × G at (P, P ′, hδ(K)g0) is {(l1u1, g
−1
0 l2g0u2) | l1, l2 ∈

Lδ(K), l1l
−1
2 ∈ Z(Lδ(K)), u1 ∈ Uẏ

−1
K PAd(yK )δ(K)

, u2 ∈ UPK
}. Now set Q = PK , Q

′ =

ẏ−1
K PAd(yK)δ(K) and γ = HQ′g0HQ. Then pos(Q′, g0Q) = yK and (Q,Q′, γ) ∈ ZK,yK ,δ.

The isotropic subgroup of G×G at (P, P ′, hδ(K)g0) is the same as the isotropic sub-

group of G × G at (Q,Q′, γ) ∈ ZK,yK ,δ. Thus we can identify (P, P ′, hδ(K)g0) with

(Q,Q′, γ) and (G × G) · (P, P ′, hδ(K)g0) with ZK,yK ,δ as varieties with G × G action.

In other words,

ZJ,y,δ = tK⊂JZK,ywδ(J)
0 w

δ(K)
0 ,δ

.

4.3 Partial order on Iδ

In this section, we will only consider subvarieties of G and for any subvariety X of

G, we denote by X̄ the closure of X in G.

4.3.1 Let y, w ∈ W . Then y 6 w if and only if for any reduced expression w =

s1s2 · · · sq, there exists a subsequence i1 < i2 < · · · < ir of 1, 2, . . . , q such that

y = si1si2 · · · sir . (see [L4, 2.4])

The following assertion follows from the above property.

(1) If l(wu) = l(w) + l(u), then for any w1 6 w and u1 6 u, w1u1 6 wu.

(2) Let u, v ∈ W and i ∈ I. Assume that siv < v, then u 6 v ⇔ su 6 v.

(3) Let u, v ∈ W and i ∈ I. Assume that u < siu, then u 6 v ⇔ u 6 siv.

The assertion (1) follows directly from the above property. The proofs of assertions

(2) and (3) can be found in [L4, 2.5].

4.3.2 It is known that G = tw∈WBẇB and for w,w′ ∈ W , BẇB ⊂ Bẇ′B if and

only if w 6 w′. Moreover,

BṡiBẇB =





BẇB, if siw < w;

BṡiẇB, if siw > w.

Similarly, G = tw∈WBẇB
− and for w,w′ ∈ W , BẇB− ⊂ Bẇ′B− if and only if

84



w > w′. Moreover,

BṡiBẇB− =





BẇB−, if siw > w;

BṡiẇB−, if siw < w.

Lemma 4.3.3. Let u,w ∈W . Then

(1) The subset {vw | v 6 u} of W contains a unique minimal element y. Moreover,

l(y) = l(w)− l(yw−1) and Bu̇BẇB− = BẏB−.

(2) The subset {vw | v 6 u} of W contains a unique maximal element y ′. More-

over, l(y′) = l(w) + l(y′w−1) and Bu̇BẇB = Bẏ′B.

Proof. We will only prove part (1). Part (2) can be proved in the same way.

For any v 6 u, Bv̇ ⊂ Bu̇B. Thus Bv̇ẇB− ⊂ Bu̇BẇB− ⊂ Bu̇BẇB−. On

the other hand, Bu̇BẇB− is an irreducible, closed, B × B−-stable subvariety of G.

Thus there exists y ∈ W , such that Bu̇BẇB− = BẏB−. Since Bv̇ẇB− ⊂ BẏB−,

we have that vw > y. Now it suffices to prove that y = vw for some v 6 u with

l(vw) = l(w)− l(v).

We argue by induction on l(u). If l(u) = 0, then u = 1 and statement is clear.

Assume now that l(u) > 0. Then there exists i ∈ I, such that siu < u. We denote

siu by u′. Now

Bu̇BẇB− = BṡiBu̇′BẇB− = BṡiBu̇′BẇB−.

By induction hypothesis, there exists v′ 6 u′, such that l(v′w) = l(w)− l(v′) and

Bu̇′BẇB− = Bv̇′ẇB−. Thus

BṡiBu̇′BẇB− = BṡiBv̇′ẇB− = BṡiBv̇′ẇB− =





Bv̇′ẇB−, if siv
′w > v′w;

Bṡiv̇′ẇB−, if siv
′w < v′w.

Note that siu < u and v′ 6 siu < u. Thus siv
′ 6 u. Moreover, if siv

′w < v′w,

then l(siv
′w) = l(v′w) − 1 = l(w) − l(v′) − 1. Thus we have that l(siv

′) = l(v) + 1

and l(siv
′w) = l(w)− l(siv

′). Therefore, the statement holds for u.

Corollary 4.3.4. Let u,w,w′ ∈ W with w′ 6 w. Then
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(1) There exists v 6 u, such that vw′ 6 uw.

(2) There exists v′ 6 u, such that uw′ 6 v′w.

Proof. Let v 6 u be the element of W such that vw′ is the unique minimal element

in {v′w′ | v′ 6 u}. Then Bu̇Bẇ′B− = Bv̇ẇ′B−. Since w′ 6 w, we have that

BẇB− ⊂ Bẇ′B−. Thus

Bu̇ẇB− ⊂ Bu̇BẇB− ⊂ Bu̇Bẇ′B− ⊂ Bu̇Bẇ′B− = Bv̇ẇ′B−.

So uw > vw′. Thus Part (1) is proved. Part (2) can be proved in the same

way.

4.3.5 We will recall some known results about W J .

(1) If w ∈ W J and i ∈ I, then there are three possibilities.

(a) siw > w and siw ∈ W
J ;

(b) siw > w and siw = wsj for some j ∈ J ;

(c) siw < w in which case siw ∈W
J .

(2) If w ∈ W J , v ∈ WJ and K ⊂ J , then v ∈WK if and only if wv ∈WK .

(3) If w ∈ J ′
W J and u ∈ WJ ′ , then uw ∈ W J if and only if u ∈ WK , where

K = J ′ ∩ Ad(w)J .

Lemma 4.3.6. Let w ∈ J ′
W J , u ∈ WJ ′ and K = J ′ ∩ Ad(w)J , then uw = vwu′ for

some v ∈ WJ ′ ∩WK and u′ ∈ WAd(w−1)K.

Proof. We argue by induction on l(u). If u = 1, then the statement is clear. Now

assume that u = siu1 for some i ∈ J ′ and l(u1) < l(u). Then by induction hypothesis,

u1w = v1wu
′
1 for some v1 ∈WJ ′ ∩WK and u′1 ∈ WAd(w−1)K .

If siv1w ∈ W
J , then the statement holds for u. Now assume that siv1w /∈ W J .

Then siv1w > v1w. Hence siv1 > v1. Moreover, siv1 /∈ WK . Thus siv1 = v1sk for

some k ∈ K. Note that skw = wsl for some l ∈ Ad(w−1)K. Thus the statement

holds for u. The lemma is proved.
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4.3.7 Let J ⊂ I and w,w′ ∈W with l(w) = l(w′). We say that w′ can be obtained

from w via a (J, δ)-cyclic shift if w = si1si2 · · · sin is a reduced expression and either

(1) i1 ∈ J and w′ = si1wsδ(i1) or (2) in ∈ δ(J) and w′ = sδ−1(in)wsin . We say

that w and w′ are equivalent in J if there exists a finite sequences of elements w =

w0, w1, . . . , wm = w′ such that wk+1 can be obtained from wk via a (J, δ)-cyclic shift.

(We then write w ∼J,δ w
′.)

4.3.8 Let (J, w) ∈ Iδ. For x ∈ W , we say that x >J,δ w if x > w′ for some w′ ∼J,δ w.

It is easy to see that x > w ⇒ x >J,δ w ⇒ l(x) > l(w).

Now for (J1, w1), (J2, w2) ∈ Iδ, we say that (J1, w1) 6δ (J2, w2) if J1 ⊂ J2 and

w1 >J,δ w2. In the end of this section, we will show that 6 is a partial order on Iδ.

(The definition of partial order can be found in 4.3.12). Before doing that, we will

investigate some properties of >J,δ.

Proposition 4.3.9. Let (J, w) ∈ Iδ. Then for any u ∈ WJ and v ∈ Wδ(J) with

δ(u) 6 v, we have that u−1wv >J,δ w.

Proof. I will prove the proposition by induction on |J |. Assume that the statement

holds for all J ′ ⊂ I with |J ′| < |J |. Then I will prove that the statement holds for J

by induction on l(v).

Set w = w′y with w′ ∈ WJ and y ∈ JW δ(J). Set K = δ(J) ∩ Ad(y−1)J , v = v1v2

with v1 ∈ WK , v2 ∈
KW and u = u1u2 with δ(u1) 6 v1, δ(u2) 6 v2 and l(u) =

l(u1) + l(u2). There are two cases.

Case 1. u2 = v2 = 1.

In this case, u ∈ wK , v ∈ Wδ(K) and w ∈ W δ(K). If |K| < |J |, then by induction

hypothesis we have that u−1wv >K,δ w. Thus u−1wv >J,δ w. If K = J , then since

w = w′y ∈ W δ(J), we have that w′ = 1. Thus u−1wv > w. The statement is proved

in this case.

Case 2. v2 6= 1.

In this case, l(v1) < l(v). By induction hypothesis, there exists w1 ∼J,δ w, such

that w1 6 u−1
1 wv1. Let u3 6 u2 be the element in W such that u−1

3 w1 is the unique

minimal element in {(u′)−1w1 | u
′ 6 u2}. Then l(u−1

3 w1) = l(w1)− l(u3) and u−1
3 w1 6
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u−1
2 u−1

1 wv1 = u−1wv1. By 4.3.6, u−1w = ab for some a ∈ W δ(J) and b ∈ WK . Thus

l(u−1wv1v2) = l(abv1v2) = l(a) + l(bv1v2) = l(a) + l(bv1) + l(v2) = l(abv1) + l(v2) =

l(u−1wv1)+ l(v2). By 4.3.1, u−1
3 w1δ(u3) 6 u−1wv. Now assume that u3 = si1si2 · · · sik

and u−1
3 w1 = sj1sj2 · · · sjl are reduced expressions. Now for m = 1, 2, . . . , k + 1,

set xm = (simsim+1 · · · sik)(sj1sj2 · · · sjl)(sδ(i1)sδ(i2) · · · sδ(im−1)). Then l(xm) 6 k + l =

l(w1) for all m. On the other hand, for any m, there exists x ∈ WJ , such that

xm = x−1wδ(x). Note that w ∈ W J , we have that l(x−1wδ(x)) > l(wδ(x))− l(x−1) =

l(w) = l(w1) for all x ∈ WJ . Therefore, l(xm) = l(w1) and xm ∼J,δ w1 for all m. In

particular, u−1
3 w1u3 = xk+1 ∼J,δ w1. The statement is proved in this case.

Remark. 1. As a consequence of the proposition, w′ >J,δ w if and only if w′ >

x−1wδ(x) for some x ∈WJ .

2. We can see from the proof that u−1wv > x−1wδ(x) for some x 6 u. This result

will be used in the proof of 4.5.2.

Lemma 4.3.10. Let J ⊂ I, w ∈W J , u ∈W with l(uw) = l(u) + l(w). Assume that

uw = xv with x ∈ W J and v ∈ WJ . Then for any v′ 6 v, there exists u′ 6 u, such

that u′w = xv′.

Proof. We argue by induction on l(u). If l(u) = 0, then u = 1 and statement is clear.

Assume now that l(u) > 0. Then there exists i ∈ I, such that siu < u. We denote

siu by u1. Let u1w = x1v1 with x1 ∈ W
J and v1 ∈WJ . Then six1 > x1.

If six1 ∈ W
J , then the lemma holds by induction hypothesis. If six1 /∈ W

J , then

there exists j ∈ J , such that six1 = x1sj. In this case, sjv1 > v1. Let v′ 6 sjv1. If

v′ 6 v1, then the lemma holds by induction hypothesis. If v′ 
 v1, then v′ = sjv
′
1 for

some v′1 6 v1. By induction hypothesis, there exists u′1 6 u1, such that u′1w = x1v
′
1.

Thus siu
′
1w = x1sjv

′
1. The lemma holds in this case.

Lemma 4.3.11. Fix J ⊂ I and w ∈ W δ(J). For any K ⊂ J , w′ ∈ W δ(K) with

w′ >J,δ w, there exists x ∈ W δ(K), u ∈ WJ and u1 ∈ WK, such that x > wδ(u) and

w′ = u−1
1 u−1xδ(u1).

Proof. Since w′ >J,δ w, there exists v1 ∈ WJ , such that w′ > v−1
1 wδ(v1). By 4.3.4,

there exists v′ 6 v1, such that v′w′ > wδ(v1) > wδ(v′). Let v be a minimal element
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in the set {v ∈ WJ | vw
′ > wδ(v)}. Then l(vw′) = l(v) + l(w′). Now assume

that vw′ = xδ(v′) for some x ∈ W δ(K) and v′ ∈ WK . Then there exists v′1 6 v′,

such that x > wδ(v)δ(v′1)
−1. By 4.3.10, xδ(v′1) = v2w

′ for some v2 6 v. Since

l(xδ(v′1)) = l(x) + l(v′1), v2w
′ = xδ(v′1) > wδ(v) > wδ(v2). Therefore, v2 = v

and v′1 = v′. So x > wδ(v)δ(v′)−1. Now set u = v(v′)−1 and u1 = v′. Then

w′ = v−1xδ(v′) = u−1
1 u−1xδ(u1).

4.3.12 A relation 6 is a partial order on a set S if it has:

1. Reflexivity: a 6 a for all a ∈ S.

2. Antisymmetry: a 6 b and b 6 a implies a = b.

3. Transitivity: a 6 b and b 6 c implies a 6 c.

Proposition 4.3.13. The relation 6δ on the set Iδ is a partial order.

Proof. Reflexivity is clear from the definition.

For (J1, w1), (J2, w2) ∈ Iδ with (J1, w1) 6δ (J2, w2) and (J2, w2) 6δ (J1, w1), we

have that J1 = J2 and l(w1) = l(w2). Since w1 > w′2 for some w′2 ∼J,δ w2 and

l(w1) = l(w2) = l(w′2), w1 = w′2 ∈ W δ(J2). Hence w1 = w′2 = w2. Therefore

(J1, w1) = (J2, w2). Antisymmetry is proved.

Let (J1, w1), (J2, w2) and (J3, w3) ∈ Iδ. Assume that (J1, w1) 6δ (J2, w2) and

(J2, w2) 6δ (J3, w3). Then J1 ⊂ J2 ⊂ J3. Moreover, there exists x ∈ W δ(J2), u ∈ WJ3

and u1 ∈ WJ2 , such that x > w3δ(u) and w2 = u−1
1 u−1xδ(u1). Since w1 >J2,δ w2, there

exists u2 ∈ WJ2 , such that w1 > u−1
2 u−1xδ(u2). Note that l(xδ(u2)) = l(x) + l(u2)

and x > w3δ(u). Thus xδ(u2) > w3δ(uu2). By 4.3.4, there exists v 6 uu2, such that

w1 > v−1w3δ(uu2). By 4.3.7, w1 >J3,δ w3. Transitivity is proved.

4.4 The closure of any G-stable piece

4.4.1 We have that

G1 = tw∈WBẇU
−ẇ

δ(J)
0 g0 = tw∈WBẇẇ

δ(J)
0 UP−

δ(J)
Uδ(J)g0.
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Moreover, BẇU− = tb∈U−
J
∩ẇ−1

U−BẇUP−
J
b. Thus

BẇUP−
J
UJ = BẇẇJ0U

−ẇJ0 = t
b∈U−

J
∩(ẇẇJ

0 )−1
U−
BẇẇJ0UP−

J
bẇJ0

= tb∈UJ∩ẇ−1
U−BẇUP−

J
b.

Note that if w = w′u with w′ ∈W J and u ∈ WJ , then

UJ ∩
ẇ−1

U− = u̇−1

(u̇UJ ∩
(ẇ′)−1

U−) = u̇−1

(u̇UJ ∩ U
−
J ) = UJ ∩

u̇−1

U−J .

Lemma 4.4.2. Let (J, w) ∈ Iδ. For any u ∈ W and b ∈ B, there exists v 6 u, such

that u̇bẇ ∈ Bv̇ẇUP−
δ(J)
Uδ(J).

Proof. We will prove the statement by induction on l(u).

If u = 1, then the statement holds. If u = siu1 with l(u1) = l(u) − 1, then

by induction hypothesis, there exists v1 6 u1, such that u̇1bẇ ∈ b
′v̇1ẇUP−

δ(J)
Uδ(J) for

some b′ ∈ B. Write b′ = b1b2, where b1 ∈ UP{i}
and b2 ∈ U{i}. Then ṡib

′v̇1ẇ =

(ṡib1ṡ
−1
i )ṡib2v̇1ẇ with ṡib1ṡ

−1
i ∈ B.

If (v̇1ẇ)−1b2v̇1ẇ ∈ UP−
δ(J)
Uδ(J), then ṡib2v̇1ẇ ∈ ṡiv̇1ẇUP−

δ(J)
Uδ(J). Otherwise, b2 6=

1 and (v̇1ẇ)−1U−{i}v̇1ẇ ⊂ UP−
δ(J)
Uδ(J). Note that ṡib2 ∈ BU−{i}. Thus ṡib2v̇1ẇ ∈

Bv̇1ẇUP−
δ(J)
Uδ(J). The statement holds in both cases.

4.4.3 Let z ∈ (G, 1) · hJ,δ. Then z can be written as z = (bẇu̇b′, 1) · hJ,δ with

b ∈ B, w ∈W δ(J), u ∈ Wδ(J) and b′ ∈ Uδ(J) ∩
u̇−1

U−δ(J). Moreover, w, u, b′ are uniquely

determined by z.

Set J0 = J . To z ∈ (G, 1) · hJ,δ, we associate a sequence (Ji, wi, vi, v
′
i, ci, zi)i>1

with Ji ⊂ J , wi ∈ W
δ(J), vi ∈ WJi−1

∩ JiW , v′i ∈ WJi
, ci ∈ Uδ(Ji−1) ∩

δ̇(v−1
i )U−δ(Ji−1) and

zi ∈ (Bẇiδ̇(v
′
i)Uδ(J)δ̇(vi)ci, 1) · hJ,δ and in the same Gdiag-orbit as z. The sequence is

defined as follows.

Assume that z ∈ (Bẇδ̇(u)Uδ(J), 1) · hJ,δ with w ∈ W δ(J) and u ∈ Wδ(J). Then set

z1 = z, J1 = J , w1 = w, v1 = 1, v′1 = u and c1 = 1.

Assume that k > 1, that Jk, wk, vk, v
′
k, ck, zk are already defined and that Jk ⊂
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Jk−1, wk ∈ W δ(J), WJk−1
wk ⊂ W δ(J)Wδ(Jk), vk ∈ WJk−1

∩ JkW , v′k ∈ WJk
, ck ∈

Uδ(Jk−1) ∩
δ̇(v−1

k
)U−δ(Jk−1) and zk ∈ (Bẇkδ̇(v

′
k)Uδ(J)δ̇(vk)ck, 1) · hJ,δ.

Set zk+1 = (g−1
0 δ̇(vk)ckg0, g

−1
0 δ̇(vk)ckg0)zk. Then zk+1 ∈ (G, 1) · hJ,δ. Moreover,

by 4.4.2, there exists xk 6 vk, such that zk+1 ∈ (Bẋkwkδ̇(v
′
k)Uδ(J), 1) · hJ,δ. Let

yk+1 be the unique element of the minimal length in WJk
xkwkδ(v

′
k)Wδ(J). Set Jk+1 =

Jk∩δ
−1Ad(y−1

k+1)Jk. SinceWJk−1
wk ⊂ W δ(J)Wδ(Jk), then xkwkδ(v

′
k) = wk+1δ(v

′
k+1vk+1)

for some wk+1 ∈ W
δ(J), v′k+1 ∈WJk+1

and vk+1 ∈WJk
∩ Jk+1W . Note that WJk

wk+1 ⊂

W δ(J)Wδ(J)∩Ad(y−1
k+1)Jk

. On the other hand, WJk
wk+1 ⊂ WJk−1

wkWδ(Jk) ⊂ W δ(J)Wδ(Jk).

Thus WJk
wk+1 ⊂ (W δ(J)Wδ(J)∩Ad(y−1

k+1)Jk
) ∩ (W δ(J)Wδ(Jk)) = W δ(J)Wδ(Jk+1). Moreover

zk+1 ∈ (Bẇk+1δ̇(v
′
k+1)Uδ(J)δ̇(vk+1)ck+1, 1) · hJ,δ for a unique ck+1 ∈ UJk

∩ δ̇(v−1
k+1)U−Jk

.

This completes the inductive definition. Moreover, for sufficient large n, we have

that Jn = Jn+1 = · · · , wn = wn+1 = · · · , v′n = v′n+1 = · · · and vn = vn+1 = · · · = 1.

4.4.4 Let K ⊂ J , y ∈ KW δ(K) and K = Ad(y)δ(K). Then for any u ∈WK , we have

that (Bẏδ̇(u)Uδ(K), 1) · hJ,δ ⊂ Gdiag(ẏLδ(K), B) · hJ,δ = Gdiag(ẏLδ(K), UPK
) · hJ,δ. Note

that for any l ∈ LK , there exists l′ ∈ LK , such that l′ẏg0l(l
′)−1 ∈ ẏg0(LK ∩B). Thus

(LK)diag(ẏ(Lδ(K)∩B), UPK
) ·hJ,δ = (ẏLδ(K), UPK

) ·hJ,δ. Hence (Bẏδ̇(u)Uδ(K), 1) ·hJ,δ ⊂

Gdiag(ẏ(Lδ(K) ∩B), UPK
) · hJ,δ = Gdiag(ẏ, B) · hJ,δ = Zy

J,δ.

Now for any z ∈ (G, 1) · hJ,δ, let (zi, Ji, wi, vi, v
′
i, ci)i>1 be the sequence associated

to z. Assume that Jn = Jn+1 = · · · , wn = wn+1 = · · · , v′n = v′n+1 = · · · and

vn = vn+1 = · · · = 1. Then we have showed that zn ∈ Z
wn

J,δ . Thus z ∈ Zwn

J,δ .

Note that for any z ∈ ZJ,δ, z is in the same G-orbit as an element of the form

(G, 1) · hJ,δ. Therefore, given z ∈ ZJ,δ, our procedure determines the G-stable piece

Zw
J,δ that contains z.

Now we are able to describe the closure of Zw
J,δ. In 4.5, we will only consider

subvarieties of Ḡ1 and for any subvariety X of Ḡ1, we denote by X̄ the closure of X

in Ḡ1.
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Theorem 4.4.5. For any (J, w) ∈ Iδ, we have that

Zw
J,δ = t(K,w′)6δ(J,w)Z

w′

K,δ.

Proof. Define π′ : G× [I, 1, 1]δ → Ḡ1 by π(g, z) = (g, g) ·z. The morphism is invariant

under the B-action defined by b(g, z) = (gb−1, π′(b, z)). Denote by G×B [I, 1, 1]δ the

quotient, we obtain a morphism π : G×B [I, 1, 1]δ → Ḡ1. Because G/B is projective,

π is proper and hence surjective.

Note that [J, w, 1]δ = tK⊂J tx∈W δ(K),u∈WJ , and x>wδ(u)
[K, x, u]δ. Since Zw

J,δ =

π(G×B [J, w, 1]δ), we have that

Zw
J,δ = tK⊂J ∪x∈W δ(K),u∈WJ , and x>wδ(u)

Gdiag · [K, x, u]δ.

For any z ∈ [K, x, u]δ with x ∈ W δ(K), u ∈ WJ and x > wδ(u), we have that

z ∈ (Bẋ,Bu̇) · hK,δ = Gdiag(u̇
−1Bẋ, 1) · hK,δ ⊂ tv6u−1Gdiag(Bv̇ẋUδ(K), 1) · hK,δ.

Fix v 6 u−1 and z′ ∈ (Bv̇ẋUδ(K), 1) · hK,δ. Let (zi, Ji, wi, vi, v
′
i, ci)i>1 be the

sequence associated to z′. Then for any i, there exists xi 6 vi, such that xiwiδ(v
′
i) =

wi+1δ(v
′
i+1vi+1). Assume that Jn = Jn+1 = · · · , wn = wn+1 = · · · , v′n = v′n+1 = · · ·

and vn = vn+1 = · · · = 1. Set x∞ = xnxn−1 · · · x2 and v∞ = v′n(vnvn−1 · · · v2).

Note that x1 = v1 = 1. Then x∞vx = x∞w1δ(v
′
1) = wnδ(v∞). Since v′n ∈ WJn+1

and vi ∈ WJi
∩ Ji+1W , we have that l(v∞) = l(v′n) + l(vn) + l(vn−1) + · · · + l(v2).

Thus x∞ 6 v∞. By 4.4.4, z′ ∈ ZK,x∞vxδ(v−1
∞ ). Note that v−1 6 u and l(wu) =

l(w) + l(u). Thus wδ(v−1) 6 wδ(u) 6 x. Similarly, wδ(v−1x−1
∞ ) 6 xδ(v−1

∞ ). By 4.3.4,

there exist v′ 6 v−1x−1
∞ , such that (v′)−1wδ(v−1x−1

∞ ) 6 x∞vxδ(v
−1
∞ ). Thus by 4.3.9,

x∞vxδ(v
−1
∞ ) >J,δ w.

Now for any K ⊂ J and w′ ∈ W δ(K) with w′ >J,δ w, there exists x ∈ W δ(K),

u ∈ WJ and u1 ∈ WK , such that x > wδ(u) and w′ = u−1
1 u−1xδ(u1). Since [K, x, u]δ ⊂

[J, w, 1]δ. We have that (ẋT, u̇) · hK,δ ⊂ Zw
J,δ. Therefore (u̇−1ẋT, 1) · hK,δ ⊂ Zw

J,δ. Note

that u−1x = u1w
′δ(u1)

−1. Then (u̇1ẇ
′δ̇(u1)

−1T, 1) · hK,δ ⊂ Zw
J,δ. Thus

(u̇−1
1 , u̇−1

1 )(u̇1ẇ
′δ̇(u1)

−1T, 1) · hK,δ = (ẇ′T, 1) · hK,δ ⊂ Zw
J,δ.
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By 4.1.12, Zw′

K,δ ⊂ Zw
J,δ. The theorem is proved.

Our method also works in another situation.

Proposition 4.4.6. The closure of Zw
J,1,δ in ZJ,1,δ is tw′∈W δ(J),w>Jw′Zw′

J,1,δ.

Proof. In the proof, we will only consider subvarieties of ZJ,1,δ and for any subvariety

X of ZJ,1,δ, we denote by X̄ its closure in ZJ,1,δ.

Note that the morphism π : ZJ,1,δ → P
J defined by π(P,Q, γ) = P for (P,Q, γ) ∈

ZJ,1,δ is a locally trivial fibration with isomorphic fibers. Moreover, i : π−1(PJ) →

G1/HPJ
defined by i(P,Q, γ) = γ for (P,Q, γ) ∈ π−1(PJ) is an isomorphism. Now

[J, w, 1]1,δ ⊂ π−1(PJ) and i([J, w, 1]1,δ) = BẇBg0/HPJ
. Thus [J, w, 1]1,δ = tw′6w[J, w′, 1]1,δ.

For any w′ ∈ W J with w >J,δ w
′, there exists u ∈WJ , such that w > u−1w′δ(u). Thus

(u̇−1ẇ′δ̇(u)T, 1)·hJ,1,δ ⊂ [J, w, 1]1,δ. HenceGdiag(u̇
−1ẇ′δ̇(u)T, 1)·hJ,1,δ = Gdiag(ẇ

′T, 1)·

hJ,1,δ ⊂ Zw
J,1,δ. So Zw′

J,1,δ ⊂ Zw
J,1,δ.

On the other hand, for any z ∈ [J, w′, 1]1,δ, by the similar argument as we did

in 4.4.3 and 4.4.4, there exists u 6 v ∈ WJ , such that uw′δ(v−1) ∈ W δ(J) and

z ∈ Zuw′v−1

J,1,δ . If moreover, w′ 6 w, then w > u−1(uw′δ(v−1))δ(v). Thus w >J,δ uw
′v−1.

Therefore z ∈ tw′∈W δ(J),w>J,δw′Zw′

J,1,δ. The proposition is proved.

4.5 The cellular decomposition

4.5.1 A finite partition of a variety X into subsets is said to be an α-partition

if the subsets in the partition can be indexed X1, X2, . . . , Xn in such a way that

X1 ∪ X2 ∪ · · · ∪ Xi is closed in X for i = 1, 2, . . . , n. We say that a variety has a

cellular decomposition if it admits an α-partition into subvarieties which are affine

spaces. It is easy to see that if a variety X admits an α-partition into subvarieties and

each subvariety has a cellular decomposition, then X has a cellular decomposition.

Lemma 4.5.2. Let (J, w) ∈ Iδ, K ⊂ J and w′ ∈ W with Ad(w′)δ(K) = K. If

w′v >J,δ w for some v ∈Wδ(K), then w′ >J,δ w.

Proof. Fix w′ and (J, w). It suffices to prove the following statement:
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Let u ∈ WJ and v ∈ Wδ(K). If w′v > u−1wδ(u), then w′ >J,δ w.

We argue by induction on l(u). Assume that the statement holds for all u′ < u.

Then I will prove that the statement holds for u by induction on l(v). If l(v) = 0,

then v = 1 and the statement holds in this case. Now assume that l(v) > 0.

Set u = u1u2 with u1 ∈ WK and u2 ∈ WK . If u2 = 1, then u ∈ WK and

wδ(u) ∈ W δ(K). By 4.3.4, there exists u′ 6 u, such that u′w′v > wδ(u). Assume that

v = v′sk for v′ < v and k ∈ δ(K). Then wδ(u) < wδ(u)sk. By 4.3.1, wδ(u) 6 u′w′v′.

By 4.3.4, there exists u′1 6 u′ 6 u, such that w′v′ > (u′1)
−1wδ(u). By the remark

of 4.3.9, w′v′ > (u′2)
−1wδ(u′2) for some u′2 6 u′1. Thus by induction hypothesis,

w′ >J,δ w.

If u2 6= 1. Then l(u1) < l(u). By 4.3.4, there exists u3 6 u2 and u4 6 u−1
2 , such

that u3w
′vδ(u4) > u−1

1 wδ(u1). Note that u3w
′vu4 = w′((w′)−1u3w

′)vδ(u4) ∈ w
′Wδ(K).

By induction hypothesis on l(u1), w
′ >J,δ w.

4.5.3 Let J ⊂ I. For w ∈W , set

I1(J, w, δ) = max{K ⊂ J | w ∈W δ(K)},

I2(J, w, δ) = max{K ⊂ J | Ad(w)Φδ(K) = ΦK}.

Now let (J, w) ∈ Iδ. Set

Wδ(J, w) = {u ∈ W | u >J,δ w, I2(J, u, δ) ⊂ I1(J, u, δ)}.

For any u ∈ Wδ(J, w), set

X(J,w,δ)
u = tK⊂I1(J,u,δ) tv∈Wδ(I2(J,u,δ))∩W

δ(K) Zuv
K,δ

= tv∈Wδ(I2(J,u,δ))
tK⊂I1(J,uv,δ) Z

uv
K,δ.

For w′ >J,δ w, we have that w′ = uv for some u ∈W δ(I2(J,w′)) and v ∈ Wδ(I2(J,w′)).

Then I2(J, u, δ) = I2(J, w
′, δ) ⊂ I1(J, u, δ). By 4.5.2, u >J,δ w. Thus u ∈ Wδ(J, w)

and tK⊂I1(J,w′,δ)Z
w′

K,δ ⊂ X
(J,w,δ)
u .
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For u1, u2 ∈ W (J, w) and v1 ∈ Wδ(I2(J,u1)), v2 ∈ Wδ(I2(J,u2)) with u1v1 = u2v2,

we have that I2(J, u1, δ) = I2(J, u1v1, δ) = I2(J, u2v2, δ) = I2(J, u2, δ). Note that

u1, u2 ∈W
δ(I2(J,u1)). Thus u1 = u2 and v1 = v2.

Therefore Zw
J,δ = tu∈Wδ(J,w)X

(J,w,δ)
u .

Lemma 4.5.4. Let (J, w) ∈ Iδ. Set I2 = I2(J, w, δ). For K ⊂ J , we have that

tv∈Wδ(I2)∩W
δ(K)(LI2)diag(ẇv̇, B ∩ LI2) · hK,δ = (LI2 , LI2)(ẇ, 1) · hK,δ.

Proof. At first, we will prove the case when K ⊂ I2. In this case, set g1 = g0ẇ. Then

g1Lδ(I2)g
−1
1 = Lδ(I2) and g1(Lδ(I2)∩B)g−1

1 = Lδ(I2)∩B. Now consider Lδ(I2)/Z(Lδ(I2))g1

(a variety that is isomorphic to Lδ(I2)/Z(Lδ(I2)), but with “twisted” Lδ(I2) × Lδ(I2)

action, see 4.2.3). We have that

tv∈Wδ(I2)∩W
δ(K)(Lδ(I2))diag(v̇, B ∩ Lδ(I2)) · (hδ(K)g1) = (Lδ(I2), Lδ(I2)) · (hδ(K)g1).

(In the case when gn1 ∈ Lδ(I2) for some n ∈ N, Lδ(I2)g1 is a connected component

of the group generated by Lδ(I2) and g1. In this case, the left hand side is the union

of some Lδ(I2)-stable pieces and the equality follows from [L8, 12.3]. The general case

can be shown in the same way.)

Therefore

tv∈Wδ(I2)∩W
δ(K) (ẇ−1, g0)(LI2)diag(ẇ, g

−1
0 )(v̇, B ∩ Lδ(I2)) · hδ(K)

= tv∈Wδ(I2)∩W
δ(K)(1, g1)(Lδ(I2))diag(1, g

−1
1 )(v̇, B ∩ Lδ(I2)) · hδ(K)

= (Lδ(I2), Lδ(I2))(ẇ, 1) · hδ(K).

Note that hK,δ = hδ(K)g0. Then tv∈Wδ(I2)∩W
δ(K)(ẇ−1, 1)(LI2)diag(ẇv̇, B ∩ LI2) ·

hK,δ = (Lδ(I2), LI2)·hK,δ. Hence tv∈Wδ(I2)∩W
δ(K)(LI2)diag(ẇv̇, B∩LI2)·hK,δ = (LI2 , LI2)·

hK,δ.

In the general case, Consider π : (Lδ(I2), LI2) · hK,δ → Lδ(I2)/Z(Lδ(I2))g0 defined

by π
(
(l1, l2)hK,δ

)
= (l1, l2) · (hδ(K)∩δ(I2)g0) for l1 ∈ Lδ(I2), l2 ∈ LI2 . Here hδ(K)∩δ(I2) on

the right side is the base point in Lδ(I2)/Z(Lδ(I2)) that corresponds to δ(K) ∩ δ(I2).
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It is easy to see that the morphism is well-defined. Now define the T -action on

(Lδ(I2), LI2) · hK,δ by t ·
(
(l1, l2)hK,δ

)
= (tl1, l2)hK,δ for t ∈ T and l1 ∈ Lδ(I2), l2 ∈ LI2 .

Then T acts transitively on π−1(a) for any a ∈ (Lδ(I2), LI2) · (hδ(K)∩δ(I2)g0). Now

tv∈Wδ(I2)∩W
δ(K) π

(
(ẇ−1, 1)(LI2)diag · (ẇv̇, B ∩ LI2) · hK,δ

)

= tv∈Wδ(I2)∩W
δ(K)(ẇ−1, 1)(LI2)diag(ẇv̇, B ∩ LI2) · (hδ(K)∩δ(I2)g0)

= (Lδ(I2), LI2) · (hδ(K)∩δ(I2)g0).

Moreover tv∈Wδ(I2)∩W
δ(K)(ẇ−1, 1)(LI2)diag · (ẇv̇, B ∩ LI2) · hK,δ is stable under T -

action. Thus tv∈Wδ(I2)∩W
δ(K)(ẇ−1, 1)(LI2)diag · (ẇv̇, B ∩LI2) ·hK,δ = (Lδ(I2), LI2) ·hK,δ.

The lemma is proved.

Lemma 4.5.5. Let (J, w) ∈ Iδ and u ∈ Wδ(J, w). Set I1 = I1(J, u, δ), I2 = I2(J, u, δ)

and L
(J,w,δ)
u = tK⊂I1(LI2 , LI2)(u̇, 1) · hK,δ. Then we have that

(1) L
(J,w,δ)
u is a fibre bundle over LI2/Z(LI2) with fibres isomorphic to an affine

space of dimension |I1| − |I2|.

(2) X
(J,w,δ)
u = Gdiag · L

(J,w,δ)
u is isomorphic to G×PI2

(
(PI2)diag · L

(J,w,δ)
u

)
.

(3) (PI2)diag · L
(J,w,δ)
u = (B ×B) · L(J,w,δ)

u
∼= (U ∩ ẇ

I2
0 u̇ẇ0U−)× L(J,w,δ)

u .

Proof. For part (1), note that L
(J,u,δ)
u = tK⊂I1(u̇, 1)(Lδ(I2), LI2) ·hK,δ = (u̇Lδ(I2), LI2) ·

(
tK⊂I1(T, 1)hK,δ

)
is a variety. Consider π′ : tK⊂I1(Lδ(I2), LI2)·hK,δ → Lδ(I2)/Z(Lδ(I2))g0

defined by π′
(
(l1, l2)hK,δ

)
= (l1, l2) · (hδ(K)∩δ(I2)g0) for l1 ∈ Lδ(I2), l2 ∈ LI2 . It is easy

to see that π′ is well defined and is a locally trivial fibration with fibers isomorphic

to an affine space of dimension |I1| − |I2|.

Let v ∈ Wδ(I2). ForK ⊂ J , if Ad(uv)δ(K) = K, then Ad(u)Φδ(K) = Ad(uv−1u−1)ΦK .

Since uv−1u−1 ∈ WI2 , we have that Ad(u)Φδ(K) ⊂ ΦK∪I2 . Thus Ad(u)Φδ(K∪I2) ⊂

ΦK∪I2 . By the maximal property of I2, K ∪ I2 ⊂ I2. Thus I2(J, uv, δ) ⊂ I2. There-
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fore,

Gdiag · L
(J,w,δ)
u = Gdiag

(
tK⊂I1(LI2 , LI2)(u̇, 1) · hK,δ

)

= Gdiag

(
tK⊂I1 tv∈Wδ(I2)∩W

δ(K) (LI2)diag(u̇v̇, B ∩ LI2(J,u,δ)) · hK,δ
)

= tK⊂I1 tv∈Wδ(I2)∩W
δ(K) Gdiag(u̇v̇, B ∩ LI2) · hK,δ

= tK⊂I1 tv∈Wδ(I2)
Zuv
J,δ = X(J,w,δ)

u .

Assume that (g, g)a = b for some g ∈ G and a, b ∈ L(J,u,δ)
u . Then a, b are in the

same G orbit. Note that any element in L
(J,u,δ)
u is conjugate by LI2 to an element of

the form (u̇v̇, l)hK,δ with v ∈ Wδ(I2), K ⊂ I1(J, uv, δ) and l ∈ LI2 ∩ B. Moreover,

(u̇v̇, LI2 ∩ B) · hK,δ ⊂ Zuv
K,δ. Thus if v1 6= v2 or K1 6= K2, then for any l, l′ ∈ LI2 ∩ B,

(u̇v̇1, l)·hK1,δ and (u̇v̇2, l
′)·hK2,δ are not in the same G orbit. Thus (g, g)(u̇v̇, l1)·hK,δ =

(u̇v̇, l2) · hK,δ for some v ∈ Wδ(I2), K ⊂ I1(J, uv, δ) and l1, l2 ∈ LI2 ∩ B. By 4.1.12,

g ∈ PI2(K,uv,δ). Since I2(K, uv, δ) ⊂ I2(J, uv, δ) ⊂ I2, we have that g ∈ PI2 . By 4.1.9,

X
(J,w,δ)
u

∼= G×PI2

(
(PI2)diag · L

(J,w,δ)
u

)
. Part (2) is proved.

For part (3), it is easy to see that (PI2(J,u,δ))diag · L
(J,w,δ)
u ⊂ (B × B) · L(J,w,δ)

u . On

the other hand,

(B ×B) · L(J,w,δ)
u = (UPI2

, UPI2
)(LI2)diag

(
tv∈Wδ(I2)

tK⊂I2(J,uv,δ) (u̇v̇, B) · hK,δ
)

= (LI2)diag(UPI2
, UPI2

)
(
tv∈Wδ(I2)

tK⊂I2(J,uv,δ) (u̇v̇, B) · hK,δ
)
.

By 4.1.12, (UPI2
, UPI2

)(u̇v̇, B) · hK,δ = (B × B)(u̇v̇, 1) · hK,δ ⊂ (PI2(K,uv,δ))diag ·

(LI2(K,uv,δ), LI2(K,uv,δ))(u̇v̇, 1)hK,δ. We have showed that I2(K, uv, δ) ⊂ I2. Hence

(UPI2
, UPI2

)(u̇v̇, B) · hK,δ ⊂ (PI2(J,u,δ))diag · L
(J,w,δ)
u . Therefore, (PI2)diag · L

(J,w,δ)
u =

(B ×B) · L(J,w,δ)
u .

Consider the morphism π : (U ∩ ẇ
I2
0 u̇ẇ0U−)× L(J,w,δ)

u → (B × B) · L(J,w,δ)
u defined

by π(b, l) = (b, 1) · l for b ∈ U ∩ ẇ
I2
0 u̇ẇ0U− and l ∈ L(J,w,δ)

u . By the similar argument as

we did in 4.1.10, we can show that π is an isomorphism.

Corollary 4.5.6. We keep the notation of 4.5.5. If moreover, I2 = ∅, then X
(J,w,δ)
u

admits a cellular decomposition.
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Proof. If I2 = ∅, then L
(J,w,δ)
u is an affine space. Thus X

(J,w,δ)
u is a fibre bundle over

PI2 with fibres isomorphic to an affine space of fixed dimension. Thus X
(J,w,δ)
u admits

a cellular decomposition.

4.5.7 For w1, w2 ∈Wδ(J, w), we say that w2 6′ w1 if there exists w1 = x0, x1, · · · , xn =

w2, vi ∈ δ(I2(J, xi+1, δ)) for all i, such that xi+1vi >I1(J,xi,δ),δ xi. By 4.5, X
(J,w,δ)
u1 ∩

X
(J,w,δ)
u2 = ∅ if u2 
′ u1. hence if 6′ is a partial order on Wδ(J, w), then Zw

J,δ =

tu∈Wδ(J,w)X
(J,w,δ)
u is an α-partition. We will show that 6′ is a partial order if Zw

J,δ

contains finitely many G-orbits.

Lemma 4.5.8. Let J ⊂ I, u ∈ W , w ∈ W J and v ∈ WJ . Assume that uwv = w′v′

for some w′ ∈ W J and v′ ∈WJ . If l(uwv) = l(wv)− l(u), then w′ 6 w. If moreover,

w′ = w, then Ad(w−1)supp(u) ⊂ J .

Proof. If u = si for some i ∈ J and l(sjwv) = l(wv) − 1, then either siw < w and

siw ∈ W
J or siw = wsj for some j ∈ J . It is easy to check that the statement holds

in both cases.

The general case can be proved by induction on l(u).

Lemma 4.5.9. If w1, w2 ∈ Wδ(J, w) with w1 6′ w2 and w2 6′ w1 and I2(J, w1, δ) =

I2(J, w2, δ) = ∅, then w1 = w2.

Proof. We will prove the case: if w1 >I1(J,w2,δ),δ w2, w2 >I1(J,w1,δ),δ w1 and I2(J, w1, δ) =

∅, then w1 = w2. The general case can be proved in the similar way.

We argue by induction on |J |. Since l(w1) > l(w2) and l(w2) > l(w1), we have that

l(w1) = l(w2). Thus w1 = u−1
2 w2δ(u2) and w2 = u−1

1 w1δ(u1) for some u1 ∈ WI1(J,w1,δ)

and u2 ∈ WI1(J,w2,δ). By induction hypothesis, it suffices to prove the case when

J = supp(u1) ∪ supp(u2).

We have that w1 = w′1δ(v1) and w2 = w′2δ(v2) for some w′1, w
′
2 ∈ W δ(J) and

v1, v2 ∈WJ . Note that w′1δ(v1) = u−1
2 w′2δ(v2u2) and l(u−1

2 w′2δ(v2u2)) = l(w′2δ(v2u2))−

l(u2). By 4.5.8, w′1 6 w′2. Similarly w′2 6 w′1. Therefore w′1 = w′2. By 4.5.8,

Ad(w′2)
−1supp(u2) ⊂ δ(J) and Ad(w′1)

−1supp(u1) ⊂ δ(J). Therefore Ad(w′1)
−1J ⊂
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δ(J). Hence Ad(w1)
−1ΦJ = Φδ(J). Since I2(J, w1, δ) = ∅, we have that J = ∅.

Therefore w1 > w2 and w2 > w1. Thus w1 = w2. The case is proved.

As a summary, we have the following result.

Theorem 4.5.10. If Zw
J,δ contains only finitely many G-orbits, then it has a cellular

decomposition.
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Math. I.H.E.S., 1960-1967

[FZ] S. Fomin and A. Zelevinsky, Double Bruhat cells and total positivity, J. Amer.

Math. Soc. 12 (1999), no. 2, 335–380.

[H1] X. He, Total positivity in the De Concini-Procesi compactification, Represent.

Theory 8 (2004), 52–71 (electronic).

[H2] X. He, Unipotent variety in the group compactification, to appear.

[H3] X. He, The G-stable pieces of the wonderful compactification, submitted.

[MR] R. J. Marsh and K. Rietsch, Parametrizations of flag varieties, Represent.

Theory 8 (2004), 212–242 (electronic).

[KL] Kazhdan, D., and G. Lusztig, Representations of Coxeter groups and Hecke

algebras, Invent. Math. 53 (1979), 165-184.

101



[L1] G. Lusztig, Total positivity in reductive groups, Lie Theory and Geometry: in

honor of Bertram Kostant, Progress in Math. 123 (1994), pp. 531–568.

[L2] G. Lusztig, Total positivity and canonical bases, Algebraic groups and Lie

groups (ed. G.I. Lehrer), Cambridge Univ. Press, 1997, 281–295.

[L3] G. Lusztig, Total positivity in partial flag manifolds, Represent.Theory 2

(1998), 70–78 (electronic).

[L4] G. Lusztig, Hecke algebras with unequal parameters, Amer. Math. Soc., Prov-

idence, RI, 2003

[L5] G. Lusztig, Character sheaves on disconnected groups. I, Represent. Theory 7

(2003), 374–403 (electronic)

[L6] G. Lusztig, Introduction to total positivity, Positivity in Lie theory: open prob-

lems (eds. J. Hilgert, J.D. Lawson, K.H. Neeb, E.B. Vinberg), de Gruyter

Berlin, 1998, pp. 133-145.

[L7] G. Lusztig, Parabolic character sheaves, I, Mosc. Math. J. 4 (2004), no. 1,

153–179.

[L8] G. Lusztig, Parabolic character sheaves, II, Mosc. Math. J. 4 (2004), no. 4,

869–896

[R1] K. Rietsch, Total positivity and real flag varieties, MIT thesis (1998).

[R2] K. Rietsch, An algebraic cell decomposition of the nonnegative part of a flag

variety, J. Algebra 213 (1999), no. 1, 144–154.

[Spa] N. Spaltenstein, Classes unipotentes et sous-groupes de Borel, Lecture Notes

in Math., 946, Springer, Berlin, 1982.

[Spr1] T. A. Springer, Linear algebraic groups, Second edition, Birkhäuser Boston,
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