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ABSTRACT

This paper offers a set of explicit functional relationships that link energy and the
economy. Despite the reliance on energy permeating the whole economy, no such
complete relationships had been presented before. How related are energy and the
economy? What role does energy play in the economic growth? Motivated to seek an
explicit functional answer, I theorize the role of energy and then test it with economic
models, using data for 16 OECD countries from 1980 to 2001. First, I find that energy is
a cross-country representative good whose prices are equalized when converted to a
reference currency. Thus, energy prices satisfy the purchasing power parity. For all but
one country, the half life of the real energy exchange rate is less than a year and as low as
six months, shorter than those derived by other real exchange rate measures. Second,
considering energy a cross-time representative good, I obtain that a country's utility
function is inversely proportional to both its income share of energy and its energy price.
I also obtain an explicit, unified two-dimensional (cross countries and time) production
function with energy and non-energy as the two inputs. Third, I conclude a cross-country
parity relationship for income shares of energy, similar to that for energy prices. Further,
I provide an intertemporal connection between the trajectory of the income share of
energy and the productivity growth of the economy. Lastly, I demonstrate the tradeoffs
between energy efficiency and economic wellbeing, with the energy price being the
medium for the tradeoffs. One may apply the functional roles of energy offered in this
paper to help frame the current global-scale issues that are energy relevant.

Thesis Advisor: Jerry A. Hausman
Title: John & Jennie S. MacDonald Professor of Economics
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Notations and Glossaries [Partial List]

BTU: British Thermal Unit, a unit of measure for heat content.

AU: The symbol for gold in the periodic table of chemistry. Depending on the

content, in most places it may also be used as an abbreviation to represent

the country of Australia.

i: The country index, i 1 -16 to represent 16 OECD countries:

Canada (CA), United States (US), Austria (AT), Belgium (BE), Finland

(FI), France (FR), Italy (IT), Netherlands (NL), Norway (NO), Sweden

(SW), Switzerland (SZ), United Kingdom (UK), Australia (AU), Japan

(JA), South Korea (KS), and New Zealand (NZ).

t: The time index, t = 1 - 22 to represent years 1980-2001.

u : A country index to represent the US.

w: A country index to represent the World. The World is defined over the 16

countries in Sections 3-5.

b : A time index to represent the base year. In most places, it is used to

represent year 2000.

Y,: GDP in terms of nominal national currency for country i in year t.

E, : Real end-user energy consumption in terms of heat content for country i

in year t. The heat content unit I choose to use is the British Thermal Unit,

or BTU.



P, : Price of energy to the end users in terms of nominal national currency for

country i in year t. Its unit is nominal national currency per BTU.

X,,: Nominal market exchange rate of country i's current national currency vis-

a-vis the current US dollar in year t. Its unit is current (nominal) US dollar

per current (nominal) national currency.

Q;,: Inverse of the GDP deflator for country i in year t. Its unit is constant

national currency per current national currency. The constant currency is

based on that of year 2000.

Y,: GDP in constant national currency for country i in year t. Its unit is

constant national currency. Note Y, =- Q ,Y,.

Price of energy in constant national currency for country i in year t. Its

unit is constant national currency per BTU. Note P - QP ,.

R,": Real energy exchange rate for country i in year t.

Swit itPw, - tiP R,,ll
P.t

a,,: Energy income share, or, income share of energy. a , = ý E.
v

a,, e (0,1).

S,": Energy income share indexed to the world for country i in year t.

Sit =-

Pi,

1



V,,: RIVER, which stands for Ratio of Income Vs. Energy Revenue.

YI
Pit E a,,

CES: Constant Elasticity of Substitution.

Cross-country CES production function:

Ye, - -

S= Lait (AE,it ) + (- a, )(AN,iN,, T j'-1

Intertemporal CES production function:

Yi = [,, (BE,itE,,)L + (1 - f , )(BN, , Nit '• I
t

'

K,,: Real capital employed in country i at time t.

L,: Real labor employed in country i at time t.

N,,: Real non-energy employed in country i at time t.

AE,i : Energy factor augmenting technology in the cross-country production

function.

AN,,,: Non-energy factor augmenting technology in the cross-country production

function.

BE,it : Energy factor augmenting technology in the cross-time production

function.



BNit Non-energy factor augmenting technology in the cross-time production

function.

a, : Elasticity of substitution between energy and non-energy factors in the

cross-country CES production function at time t, for all countries.

a-, E (0, o)

ai,: Elasticity of substitution between energy and non-energy factors in the

intertemporal CES production function for country i, at all time.

7; E (0, 00)

a- , -1
,7 t ( ,1

I A (-OD1).

/f, : The distribution parameter which determines the relative importance of

the energy factor in the intertemporal CES production function.

/, E (0,1).

Mi,: Cross-sectional marginal product of energy. Mi, it= -- -i a, A,'aEi, ,E,,

M, : Intertemporal marginal product of energy. M, a--it-- -s- fi, BEJi
CRRA:E,, E,,onstant Relative Risk Aversion

CRRA: Constant Relative Risk Aversion



U, (.): Utility function for country i at time t. A CRRA utility is defined in this

paper: Ui, (.) = 101 Yi

PIEi,

1-9,

'I

U,t (.): Marginal utility. Ui,

0,,: Constant relative risk coefficient of a CRRA utility function

6,,: Subject discount factor of the utility function.

H,: Energy efficiency. Hi, --= 1 .
Ei, a,p

C',w The world's real marginal cost of extracting a BTU from the energy

source. It also includes any energy supply shocks.

F,, : The world's real marginal efficiency of converting a source BTU to an

end-use BTU.

y : Exponent of the conjectured biology-analogous one-factor production

function: Y,* oc E,r

D: The dimensions of for the energy distribution network in the conjectured

biology-analogous energy economy.

I

(.) = p(,E, 0



1 Introduction

1.1 Motivation

It is perhaps common knowledge that energy is important to the economic growth and the

welfare of the society. Most of us have gained such knowledge from our daily reading of

newspapers, magazines and commentaries. In the US and perhaps throughout the

developed economies, the public are particularly sensitive to the gasoline price at the

pump. Additionally, there are issues of global scale, such as those of environment,

geopolitical satiability, and climate change, etc., that all seem to be closely connected

with energy.

Physically speaking, energy is used to transfer raw material into useful output, and to

transport goods and services to every corner of the economy. One may consider the role

that energy plays to today's economy might be similar to that to a biological body.

Inspired by this possible similarity, I start looking into whether I could find an explicit

relationship between energy and the economy, whether or not it may be analogous to the

relationship between energy consumption and a biological mass.

However, I have found the existing models' unsatisfactory as far as my goal is concerned.

The explicit functional relationships, if exist, have remained elusive to economists. It is

therefore the objectives of this paper to attempt for such relationships. I wish to come up

with explicit expressions that link energy and the economy, functionally and

quantitatively. Should such functional relationships be found, we would be able to put the

global issues such as climate change, alternative energy, etc. into a perhaps more robust

framework that may lead to more fruitful discussions across industries and governments.

It is with such an objective that I start the research that leads to this paper.

1.2 Questions and Scope

'I will review the models in the existing literatures in Sections 3-5 in this paper.



The questions I am asking are:

1. What is the cross-sectional role of energy in the international economy?

2. What is the role of energy in economic growth?

3. What energy investments do we need in order to sustain the economic growth?

4. What type of new energy economy, if necessary, is desired?

5. Would there be an optimal transition path to the new energy economy? And if

yes, what might it be?

This paper will address only the first two questions. The remaining questions will be

discussed in subsequent papers.

In order to attain meaningful functional forms to address the first two questions, I

constrain the scope of this paper to the country level; i.e., I will not discuss industry-level

relationships. Also, I treat the economy consisting of only two sectors, namely energy

and non-energy. Lastly, I leave out the energy's interaction with the environment.

To ensure smooth and coherent flow of the paper, I will review the literatures only in the

sections that are respectively relevant to the sections, namely, purchasing power parity

literatures in Section 3, production function in Sections 4-5, and so on.

1.3 Key Findings

I find the following functional relationships between energy and the economy:

1. Energy is a cross-country representative good whose prices are equalized when

converted to a reference currency and thus satisfies the purchasing power parity.

The average life of real energy exchange rate is within a year, shorter than any

other real exchange rate measures.

2. Energy can be an intertemporal representative good whose marginal values

(defined as the multiplication of marginal utility and marginal product of energy)

are equalized when converted to the same base year.



3. A country's utility function is risk-neutral and inversely proportionally to the

energy income share, and carries a discount factor that depends on the energy

price.

4. The production functions, both cross countries and over time, can be

approximated to be of Cobb-Douglas form with energy and non-energy being the

two factors, and can be unified into a single two-dimensional production function.

The exponents to the energy and non-energy factors are energy income share and

non-energy income share, respectively.

5. There exists a cross-sectional relationship for the energy income share, which is

parallel to that of the energy purchasing power parity.

6. The energy income share's time trajectory is closely connected with the total

factor productivity's growth. Because the energy income share seems ubiquitous

in almost all of the relationships, I propose that it be one of the state variables that

describe the status of the economy.

7. There exist tradeoffs, intratemporal and intertemporal, between energy efficiency

and economic wellbeing, with the energy price being the medium for the

tradeoffs. These tradeoffs should deserve policy makers' attention.

1.4 Outline of the Paper

I organize the paper as follows. Section 2 lists the data that I use for this paper. The data

are from various sources including institutions and individuals. I characterize the data in

terms of their stationarity for statistical inferences. Section 3 uses no-arbitrage argument

to link the market exchange rates with the energy prices. It also provides empirical

evidences. Section 4 explores the functional form for the cross-country production

function. Section 5 hypothesizes and tests empirically the intertemporal relationships

between energy and economic growth. This involves the assumption and testing of the

preference function and the intertemporal production function. Section 6 combines the

results from Sections 3-5 and concludes that it is the energy income share that runs

through almost all the functional relationships between energy and the economy, both

intratemporally and intertemporally. Section 7 extends the results further to discuss



energy efficiency, the utility function, and the intratemporal tradeoff between welfare and

energy efficiency. Section 8 concludes several key fundamental functional relationships

that I have obtained through economic modeling and empirical tests from Sections 2-7.

Section 9 concludes the paper and also discusses future work.



2 Data

2.1 Data Sources and Descriptions

I use the following set of data for the empirical tests in this paper. They and their sources

are:

* GDP in constant US dollar, 135 countries, 1980-2001: US Energy Information

Agency

* Energy end-use Consumption, 135 countries, 1980-2001: US Energy Information

Agency

* GDP in current (nominal) national currency, 16 selected countries: Global

Financial Data Corp.

* GDP in constant national currency, 16 selected countries: Global Financial Data

Corp.

* GDP in current (nominal) US dollar based on the market exchange rates, 16

selected countries: Global Financial Data

* GDP deflator, 16 selected countries: calculated from the data of GDP in current

(nominal) national currency and GDP in constant national currency

* Nominal exchange rate, 16 selected countries: calculated from the data of GDP in

current (nominal) national currency and GDP in current (nominal) US dollar

* Energy price index in nominal national currency, 16 countries, 1980-2001:

International Energy Agency

* Energy end-use consumption, over 100 countries, 1970-2001: International

Energy Agency

* Swedish energy consumption & price, 1900-2000: hand-copied from Kander's

thesis (2002)

* Swedish GDP, 1900-2000: provided directly by Lennart Schon, Department of

Economic History, Lund University, Sweden

* Consumer price index: Global Financial Data Corp.



Because of data availability issue, I confine my universe for this paper to 16 OECD

countries for the time period from 1980 to 2001. The data are all on an annual basis.

Throughout this paper, I use i for the country index which takes value from 1 to I, where

I = 16 denoting the total number for countries, to represent Canada (CA), United States

(US), Austria (AT), Belgium (BE), Finland (FI), France (FR), Italy (IT), Netherlands

(NL), Norway (NO), Sweden (SW), Switzerland (SZ), United Kingdom (UK), Australia

(AU), Japan (JA), South Korea (KS), and New Zealand (NZ), respectively. Notice that I

exclude Germany because there is no energy data for East Germany prior to its

reunification with West Germany in 1989. For the time index, I use t and it goes from 1

to T to represent years from 1980 to 2001, where T = 22 denoting the total numbers of

time periods.

To set up for later discussions in this section, I use the following notions:

Y, : GDP in terms of nominal national currency for country i in year t.

E, : Real end-user energy consumption in terms of heat content for country i

in year t. The heat content unit I choose to use is the British Thermal Unit,

or BTU.

P1, : Price of energy to the end users in terms of nominal national currency for

country i in year t. Its unit is nominal national currency per BTU.

X,,: Nominal market exchange rate of country i's current national currency vis-

A-vis the current US dollar in year t. Its unit is current (nominal) US dollar

per current (nominal) national currency.

Q, : Inverse of the GDP deflator for country i in year t. Its unit is constant

national currency per current national currency. The constant currency is

based on that of year 2000.



Y,*": GDP in constant national currency for country i in year t. Its unit is

constant national currency. Note Yi Qi, Yi,.

Pi : Price of energy in constant national currency for country i in year t. Its

unit is constant national currency per BTU. Note P* -= Qi, Pi,.

R,,: Real energy exchange rate for country i in year t, defined in Section 3.

S,,: Energy income share indexed to the world for country i in year t, defined

in Section 4.

u: A county index to represent the US.

b : A time index to represent the base year, which is year 2000 in Section 2.

For the complete list of the notations, see Notations and Glossaries.

2.2 Data Characteristics

2.2.1 Stationarity Tests for Time-Series Data [Reader may go directly to the

Conclusion part of Section 2.2.1, and skip the rest of the section]

In order to have valid statistical inferences, a data series needs to be stationary. One way

of testing stationary is unit root test. If a series is stationary, then it is an integrated of

order 0, or I(0), process; if its first difference is stationary, then the series is an

integrated of order 1, or I(1), process; and so on. The unit root tests below will allow us

to determine what kind of processes our data are.



To test the unit root for the nominal GDP time series, I use following AR(1) regression

model, for a given i,

In Y, = p In Yi,,- 1 + •,t, t [2, T], (2.1)

where 6,, is i.i.d. with zero mean and constant variance. The null hypothesis is thatp = 1

and the alternative p < 1. When the null is true, the t-statistics from the OLS regression is

no longer t-distributed. To obtain the critical values of that distribution, one has to use

simulation model. Table 2.1 reports the critical value for the distribution under the null.

In our case, since we have only 21 samples or fewer, we have to extrapolate from the

table to get the critical values. For 95% and 90%, the critical values I choose to use are

-1.95 and - 1.6, respectively. So if the t-statistics for the slope coefficient estimator,

(P - 1)/se(p), is less than -1.95, then we would reject the null hypothesis and conclude

that In Y,, does not have a unit root at the 5% level.

However, rejecting the null is insufficient to conclude that the series under test is

stationary. One needs to further test whether p • -1, because ifp i -1, then the series is

also nonstationary2. This additional test will be null p = -1 vs. alternative p > -1. The

OLS t-statistics under the null is t-distributed. I call this test the negative unit root test.

So if we reject the unit root test that p = 1 (vs. alternative p < 1) and also reject the

negative unit test that p = -1 (vs. alternative p > -1), then In Yt, is stationary.

In case the unit root test of (2.1) is not rejected, I proceed to consider testing the first

difference, A, In Yi, - In Yi - In Y,,-,, using the following regression model:

A, In Y, = p A,_- In Y•,,,_ + ,,, t E [3, T] . (2.2)

2 In this case, then process is nonstationary while oscillating, because the AR(1) coefficient is negative and
its magnitude is greater or equal to 1. This additional test is rarely discussed in the literatures.



If we reject both p = 1 (vs. p < 1 ) and p = -1 (vs. p > -1), then A, In Y,, is stationary.

For the series that I use in this paper, the following tables summarize their OLS t-

statistics, (, - l)/se(p), for the coefficient p. They are: Table 2.2 unit root test for level

regressions (2.1), Table 2.3 unit root test for first difference regressions (2.2), and Table

2.4 negative unit root test for fist difference regressions (2.2). In these tables, because of

the data availability issue3, I use Pit• Pub/X,,, for P,, and Pi/Pb Pub/Xib for Pi. I

also include in these tables two variables Ri, and Si, that I will define later in Sections 3

and 4, respectively. The former stands for the real energy exchange rate, and the latter the

energy income share indexed to the world.

It is apparent that from the OLS t-statistics in Table 2.2 for unit root test of the level

regressions, we cannot reject that p = 1 for almost all the series and for almost all

countries. Thus none of the data series is stationary.

However, in Table 2.3 for the unit root test of the first difference regressions, for the

series of A, In Y,, and A, In Yi, we cannot reject the null. For A, In E,, we reject South

Korea at the 10% level and the rest at the 5% level. For A, In Y, /E,, we reject the null for

all countries at the 5% level except for Sweden and UK, of which we reject at the 5-10%

level. For the series of A, In Pi, and A, In Pi*, we reject the null at the 5% level for all

countries. For A, In Ri, and A, In S,,, we reject the null at the 5% level for all countries.

Further, in Table 2.4 for the negative unit root test of the first difference regressions, for

all series that need further tests, we reject the null for all countries. Therefore we cannot

reject that A, In E,,, AnYi, l/Eit, , In A, InP P, At InRi, and A, In S, are stationary.

This is very important as I will use these five series later in this paper for modeling and

regression.

3 Except for the US, I have data for only the price index, not price itself.



Notice that A, In Y,, and A, In Yi* are still nonstationary. I have tested that A2, In Y,, and

A', In Y$ are stationary, though I do not display the testing results here.

Conclusion

Therefore, we can conclude that for all countries, the time series data exhibit the

characteristics of processes as follows: In Y, and In Y,* are 1(2) processes, and In E,,

In Y, /E,, In P,, In P,*, In R, and In S, are I(1) processes.



Table 2.1: Critical value for the Dickey-Fuller test based on estimated OLS t-statistics

Probability that t-statistics is less than entry

Sample size 0.01 0.025 0.05 0.10 0.90 0.95 0.975 0.99

25 -2.66 -2.26 -1.95 -1.60 0.92 1.33 1.70 2.16
50 -2.62 -2.25 -1.95 -1.61 0.91 1.31 1.66 2.08
100 -2.60 -2.24 -1.95 -1.61 0.90 1.29 1.64 2.03
250 -2.58 -2.23 -1.95 -1.62 0.89 1.29 1.63 2.01
500 -2.58 -2.23 -1.95 -1.62 0.89 1.28 1.62 2.00

The probability shown at the head of the column is the area in the left-hand tail
Source: Hamilton (1994), p. 763.
It is originally generated by Dickey and Fuller (1976) using the Monte Carlo method.

Table 2.2. OLS t-statistics of unit root test for AR(1) time-series, level regression
Country InY InY* InE InY/E InP lnP* InR InS

CA 8.77 5.53 2.42 -6.86 2.85 1.23 -3.94 1.62
US 12.96 7.67 2.02 -10.38 0.97 -1.11 -1.05 -2.95
AT 14.82 6.29 2.09 2.26 0.67 -1.25 -1.34 0.25
BE 13.52 4.95 1.87 3.31 1.08 -0.19 -3.38 -0.31
FI 6.39 3.72 1.56 -5.30 1.93 -0.72 -2.33 -1.76
FR 8.05 7.64 2.56 -9.78 1.61 -0.73 -2.05 -0.45
IT 8.58 7.92 2.40 5.59 3.50 -0.12 -1.65 -1.54

NL 14.86 5.79 1.52 -5.09 1.24 0.23 -1.07 -2.11
NO 8.74 8.44 1.85 -5.27 3.47 0.11 -1.00 -0.37
SW 8.80 4.71 0.81 -7.65 3.32 0.46 -1.28 -2.36
SZ 7.88 4.12 1.06 -3.70 0.37 -1.37 -2.99 0.48
UK 14.26 6.52 0.96 -11.27 2.98 -0.85 -0.72 1.37
AU 9.64 7.01 5.77 -7.57 2.95 0.16 -1.67 0.22
JA 5.26 4.29 2.97 2.05 -1.71 -1.91 -2.51 1.48
KS 10.57 8.19 6.74 5.32 1.37 -1.71 -1.34 -1.43
NZ 6.25 4.30 4.37 -5.88 3.02 -1.04 -1.49 0.23

Avg 9.96 6.07 2.56 -3.76 1.85 -0.55 -1.86 -0.48
The 5% critical value is -1.95 and the 10% critical value is -1.6
Reject the unit root if the OLS t-stat is less than the critical value



Table 2.3: OLS t-statistics of unit root test for AR(M) time-series, first-difference regression

Country

CA
US
AT
BE
FI
FR
IT
NL
NO
SW
SZ
UK
AU
JA
KS
NZ

d(lnY) d(lnY*) d(lnE) d(lnY/E) d(lnP) d(lnP*) d(lnR) d(lnS)

-2.13
-1.76
-1.07
-0.97
-1.60
-1.96
-2.74
-0.37
-1.80
-1.23
-1.61
-1.15
-1.47
-1.57
-1.53
-1.93

-1.85
-1.56
-1.41
-2.05
-1.60
-1.12
-1.03
-1.47
-0.84
-2.42
-2.06
-1.13
-1.88
-2.12
-1.61
-2.82

-2.89
-2.67
-4.48
-2.77
-4.08
-2.75
-3.21
-3.16
-5.29
-3.39
-5.55
-5.86
-2.38
-2.98
-1.60
-2.42

-2.87
-2.64
-2.69
-2.06
-2.09
-2.67
-2.56
-2.78
-2.52
-1.77
-4.23
-1.94
-2.34
-2.80
-3.29
-2.76

-3.61
-4.24
-4.37
-3.49
-4.49
-3.46
-2.87
-3.64
-3.30
-2.90
-4.45
-3.52
-2.63
-2.82
-2.62
-3.68

-3.29
-3.78
-3.65
-3.37
-4.20
-3.85
-3.46
-3.77
-4.32
-4.39
-3.81
-3.03
-4.10
-2.93
-1.80
-5.16

-2.85
-3.09
-5.05
-4.69
-3.67
-5.29
-4.03
-5.26
-4.99
-3.73
-4.99
-2.95
-4.89
-4.02
-3.66
-3.17

-3.30
-2.99
-4.71
-4.39
-3.57
-4.84
-3.76
-5.71
-4.32
-3.73
-6.84
-4.58
-3.26
-5.56
-2.28
-4.71

Avg -1.56 -1.68 -3.47 -2.63 -3.51 -3.68 -4.15 -4.28
The 5% critical value is -1.95 and 10% critical value is -1.6
Reject the unit root if the OLS t-stat is less than the critical value

Table 2.4: OLS t-statistics of negative unit root test for AR(J)

Country d(ln(E) d(lnY/E)

CA 6.58 18.36
US 7.11 25.38
AT 3.82 7.98
BE 6.89 10.06
FI 4.66 10.53
FR 7.60 16.85
IT 6.13 29.20

NL 8.25 11.58
NO 3.51 7.75
SW 5.06 13.71
SZ 4.12 7.01
UK 3.64 15.96
AU 7.58 15.15
JA 6.39 9.42
KS 11.86 14.30
NZ 7.83 15.41

Avg 6.31 14.29
The 5% critical value is 1.729

time-series, first-difference regression

d(lnP) d(lnP*) d(lnR) d(lnS)

13.79
5.45
6.22
7.11
5.39
7.25

10.76
7.41
9.96
8.31
4.60

10.01
9.44
7.61
9.57
7.95

8.18

9.63
5.15
6.03
6.66
4.62
5.09
5.80
6.33
4.62
4.65
4.98
6.77
4.81
6.57

10.59
3.69

6.00

9.88
6.66
4.09
4.75
5.20
3.57
4.95
3.60
3.54
5.08
5.05
6.21
4.23
4.64
5.09
5.90

5.15

6.00
6.56
4.25
5.47
5.31
4.11
5.00
3.80
4.49
3.99
4.01
3.74
5.95
3.62
8.67
3.97

4.93

Reject the negative unit root is the OLS t-stat is greater than the critical value



2.2.2 Stationarity Tests for Cross-Sectional Data [Reader may skip Section 2.2.2

entirely]

Although unit root test is usually used to test the stationarity of time series data, its

methodology can nevertheless be applied to cross-sectional data4 .

For a given t, the level and first difference AR(1) models are:

In Y, = pIn Y,, + ,, i E [2, 1], (2.3)

Ai In Yi, = p Ai_ In Y,,, + cE,, i E [3, 1], (2.4)

where Ai In Yt, - In Y, - In Yi,. ,.

For the series that I will use in this paper, the tables below summarize their t-statistics for

the coefficient p. They are Table 2.5 unit root test for level regressions (2.3), and Table

2.6 negative unit root test for level regressions (2.4). Again, I have used i, /,b - Pub /Xib

for Pi .

In Table 2.5 for the unit root test of the level regressions, for In Y,, In E,,, In(X,Yi,, /E,,),

we cannot reject the null. For In X,,, In P,i, In(Y, /E ,), we reject the null for all 22 years

at the 5% level.

4 The meaning is however a bit more difficult to interpret, since in my definition, from cross-sectional

standpoint, for example In Yj, are denominated in different national currencies. Another issue is that my

ordering of the countries--by region, first North America, then Europe and Asia Pacific, and within each
regions by alphabetic order of the country's name--is only one of the many possible combinations (to be
exact 16 factorial, 16!). However, this issue is not a concern to me, because throughout this paper, I use
only one ordering of the countries. All I need to do is ensure to obtain stationarity from the cross-sectional
data based the particular ordering I use in this paper.



Further, in Table 2.6 for the negative unit root test of the level regressions, for all series

that need further tests, we reject the null for all countries. Therefore we cannot reject that

In X,, In P, , and In(Y,/E,, ) are cross-sectioanlly stationary.

Notice that In Y, , In Ei,, and In(X,Y,, /E, ) are cross-sectionally nonstationary. I have

tested that A, In Y,, A, In E,,, and Ai In(Xi,Y, /E,, ) are cross-sectionally stationary,

though I do not display the testing results here.

Conclusion

Therefore, we can conclude that for all 22 years, the cross-sectional data exhibit the

characteristics of processes as follows: In Y , In Ei, and In(X, Y /E,) are cross-sectional

I(1) processes, and InX,, In P, and In(Y, /E,) are cross-sectional I(0) processes.



Table 2.5: OLS t-statistics of unit root test for AR(1) cross-sectional, level regression
Year InY InE InXY/E InX InP InY/E

1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1997
1998
1999
2000
2001

Avg

-0.63
-0.62
-0.62
-0.61
-0.61
-0.61
-0.60
-0.59
-0.59
-0.59
-0.59
-0.59
-0.59
-0.59
-0.59
-0.59
-0.59
-0.59
-0.59
-0.59
-0.59
-0.58

-0.60

-0.63
-0.63
-0.62
-0.62
-0.62
-0.62
-0.61
-0.61
-0.61
-0.61
-0.60
-0.60
-0.60
-0.61
-0.60
-0.60
-0.60
-0.60
-0.60
-0.60
-0.60
-0.60

-0.61

-0.65
-0.61
-0.50
-0.39
-0.32
-0.33
-0.49
-0.61
-0.62
-0.51
-0.50
-0.46
-0.51
-0.61
-0.70
-0.77
-0.80
-0.74
-0.66
-0.63
-0.50
-0.49

-0.56

-2.24
-2.17
-2.10
-2.05
-2.00
-1.99
-2.07
-2.14
-2.16
-2.15
-2.17
-2.17
-2.15
-2.15
-2.20
-2.26
-2.22
-2.18
-2.14
-2.12
-2.06
-2.04

-2.13

-2.38
-2.27
-2.21
-2.19
-2.16
-2.13
-2.21
-2.22
-2.23
-2.21
-2.17
-2.17
-2.17
-2.15
-2.16
-2.15
-2.13
-2.12
-2.15
-2.14
-2.06
-2.06

-2.17

-3.24
-3.33
-3.40
-3.44
-3.48
-3.51
-3.53
-3.56
-3.58
-3.61
-3.65
-3.68
-3.69
-3.70
-3.71
-3.71
-3.73
-3.73
-3.71
-3.71
-3.72
-3.71

-3.60
The 5% critical value is -1.95 and the 10% critical value is -1.6
Reject the unit root if the OLS t-statistics is less than the critical value



Table 2.6: OLS t-statistics of negative unit root test for AR(1) cross-sectional, level regression

Year InX InP InY/E

1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1997
1998
1999
2000

6.24
6.45
6.66
6.84
6.99
7.01
6.74
6.54
6.47
6.50
6.44
6.44
6.49
6.50
6.36
6.20
6.29
6.41
6.52
6.60
6.78

5.89
6.17
6.32
6.38
6.48
6.57
6.31
6.28
6.25
6.31
6.42
6.44
6.43
6.49
6.48
6.48
6.56
6.58
6.50
6.53
6.78

2001 6.84 6.79 3.88

Avg 6.56 6.43 4.01
The 5% critical value is 1.96
Reject negative unit root if the OLS t-statistics is greater than the critical value

4.42
4.32
4.22
4.17
4.13
4.11
4.10
4.07
4.05
4.01
3.95
3.91
3.91
3.91
3.89
3.89
3.88
3.87
3.88
3.88
3.86



2.3 Summary

I characterize the stationarity features of both the time-series data and the cross-sectional

data. Most time-series data are nonstationary in level but stationary in first difference.

Some cross-sectional data exhibit the same features. However, there are other cross-

sectional data that are stationary in level. To obtain valid statistical inferences, I will use

only those data that are stationary for regression models.



3 Energy and Purchasing Power Parity

3.1 Background

Purchasing power parity (PPP) is a simple empirical proposition. The most common

definition of PPP is that the national price levels should be equal at any given time, once

converted to a common currency. It is equivalent to say that the real exchange rate for the

aggregate goods and services should remain unity at any time. However, PPP does not

survive empirical verification. The consensus is that the real exchange rate tends toward

purchasing power parity in the long run. The speed of convergence is usually summarized

by the half-life, the time necessary for half the effect of a shock to dissipate. According to

Rogoff (1996), the consensus estimates for the half life is in the range of three to five

years, meaning that the deviation from PPP due to a shock takes 3-5 years to get reduced

to a half. Lately, Imbs et al. (2005) state that by accounting for the heterogeneous

components of the real exchange rate, its half life may fall as low as 11 months.

Perhaps it is not so surprising that the PPP that chooses the consumer price index (CPI),

the price index for a typical basket of consumption goods for a country, as the price level

may not hold, even if the law of one price holds true. The law of one price states that the

price of tradable goods should be same in every country. There is little reason to believe

that the baskets of goods used to calculate the CPI for each country are identical across

different countries. So even the law of one price holds for each good and service, the CPI

PPP is unlikely to hold true.

There are other variations of PPP that choose different types of representative good. For

example, The Economists magazine has chosen McDonald's fast food restaurant chain's

Big Mac hamburgers as the representative good. Ong (1997) tests the Big Mac PPP

empirically and finds that the Big Mac Index is accurate in tracking the exchange rates

over eight out of nine years. Caetano, Moura and Da Silva (2004) do a joint test over time

and reject the Big Mac PPP. They find that trade barriers can explain the departures from

the Big Mac PPP.



Pokka and Pollard (1996 and 2003) maintain that the Big Mac PPP, just as other more

sophisticated measures do, generally fails to hold except under special circumstances and

does poorly as a predictive tool. They argue it is because Big Mac is a composite of

tradable commodities and non-tradable service content, and the existence of both trade

barriers and non-tradable component tend to make PPP fail. In this regard, Parsley and

Wei (2004) provide a micro-foundation for the Big Mac PPP 1990-2002 by decomposing

a Big Mac into tradable and non-tradable components. They include both time and

country dummies in their regressions and find that the half life of a Big Mac is about 2.1

years, its tradable components 1.4 years, and its non-tradable components 3.9 years.

Whether Big Mac PPP holds or not, one may consider a piece of hamburger not a good

representation. Although it is universal that McDonald's is present in many countries, a

hamburger is too narrow a representative good for it does not relate to every sector or

geography of the economy. Furthermore, in some countries a Big Mac may not be seen as

just food but as an experience connecting to the world outside. As Pakko and Pollard

(2003) point out that, for example, "MacDonald's in China attracts young urban

professionals who see eating there as a way to connect with the world. For those who

visit Beijing from the Chinese countryside, McDonald's is viewed as a tourist stop...

These factors may be reflected in the price differences of a Big Mac around the world."

Another variation is Gold PPP. Diebold et al. (1991) study the behavior of real exchange

rate during the gold standard era. They find that PPP holds in the long run for each

currency and the typical half life of a shock to parity is approximately 3 years. Hedge and

Papell (2002) study the same period and use the same data, and find the half life is 2.85-

10.76 years, but is reduced to 0.61-2.54 years if regime changes are allowed in the time

series data. Neither of the above two groups studies the cross-sectional relationship.

Again, whether Gold PPP holds or not, gold is rare metal and its production is

concentrated in a few limited regions in the world. Like Big Max, gold is also too

narrowly used in the economy to be qualified for a good representative good.



Instead of gold or a consumption bundle or a Big Mac, yet another variation is to

consider energy the representative good that may satisfy the PPP. In this paper, I

hypothesize an Energy Purchasing Power Parity, proposing that energy be the

representative good for the PPP. I use a common physical unit to aggregate all sources of

energy, oil included. As a precursor to the study of this paper, Amano and Norden (1998)

document the negative correlation between term of trade and lagged oil price for the US,

Japan and Germany from 1974 too 1992, and suggest that oil price shocks could be the

most important factor determining real exchange rates in the long run.

3.2 Theory

3.2.1 Assumptions

Energy is used for transportation, in distributing nutrition, raw material, goods and

services from one place to another. Energy is used for transformation, in changing one

form of material to another form that is useful. Energy is used for transmission, in

transmitting heat and information to sustain life and support economic activities.

It is a fact that energy is used by almost all sectors, manufacturing or service, across

almost all regions, cities or country sides, and is needed by almost all walks of life for

work or leisure. Energy is ubiquitous in the economy as much as are electromagnetic

waves in the universe. So energy is universal for every country uses it, and is also broad

enough for it relates to every sector of the economy.

But in order to qualify for a representative good, one may ask: is energy tradable? Not

completely, if one would define energy as sources, such as oil or coal or wood, or

carriers, such as electricity or hydrogen. However, energy could be considered fully

tradable if one would define energy as the aggregation of final consumption in terms of

heat content. The later is in fact my definition in this paper. So the energy that I am



referring to throughout this paper is the aggregation of heat count from all sources and

carriers that is consumed in the economy, not a particular energy sources or carriers.

There are several equivalent units for heat content one can choose from. The common

ones are the British thermal unit (BTU), joules, calories, and kilowatt-hours. For their

conversion schedule, see www.eia.doe.gov/basics/conversion_basics.html. In this paper,

I use the BTU as the unit base for aggregating all energy forms that are consumed by the

end users. 5

Let me elaborate more about energy's tradability. When a country exports coal, it exports

the BTU amount that is equal to the heat content of the coal. When it imports oil, it

imports BTU. When it exports a good or service, it also exports the heat content that has

been used to produce such a good or service. So it is in this sense, I assume that energy

measured in terms of BTU is fully tradable.

One may argue that energy may not be a good candidate in testing the PPP because oil is

usually quoted in the US dollar in the international market. The argument would be valid

should all the 16 counties in my universe use oil as their only energy sources. Table 3.1

shows that in 1990, the shares of petroleum products, of which oil is only a part, range

from less than 40% for the Netherlands to near 70% for South Korea. Not only do the

shares of petroleum have large variability across countries, but also other energy sources

and carriers. For example, natural gas shares go from 0% for Norway to 45% for the

Netherlands and the electricity shares range from 13% for South Korea to 46% for

Norway. So we may assert that the energy sector mix is unique in each country.

s Berndt (1978) argues that based on The Second Law of Thermodynamics, it ought to be the available
energy or available useful work, not energy per se, that is of critical importance. However, because
available energy is not measured and hence the data is unavailable, so I use BTU as a common measure for
energy.



Table 3.1: Comparison of energy use mix (%) of total final consumption for 16 OECD countries in 1990

CA US AT BE FI FR IT NL NO SW SZ UK AU JA KS NZ

Coal & Coal Products 2 4 6 11 7 5 3 3 4 3 2 7 7 11 18 10
Petroleum Products 44 53 46 52 43 54 55 39 44 44 65 47 53 62 68 45
Natural Gas 27 23 15 21 4 16 26 45 0 1 8 29 15 5 1 13
Hydro 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Geothermal 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3
Solar/Wind/Other 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Combustible Renewables 5 2 11 1 15 6 1 1 5 14 3 0 6 1 0 5
Electricity 22 17 18 15 22 18 16 12 46 32 21 16 19 21 13 24
Heat 0 0 3 1 8 0 0 1 0 5 1 0 0 0 0 0

Total 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100

Source: lEA



3.2.2 Energy Purchasing Power Parity (EPPP)

3.2.2.1 Perfect No-Arbitrage for Energy

If energy is a representative good across economies, then by the argument of no arbitrage

or the law of one price per BTU, at any given time t, the following relationship must

hold:

XtPi, = Xi,Pt,, Vi, j e [1, 1] (3.1)

where X;, and X, , are the nominal exchange rates at time t for countries i andj

respectively, and P, and P,, are the nominal energy prices at time t for countries i andj

respectively. The unit of exchange rate is defined as the value of the home currency in

terms of the reference currency. The unit of energy price is nominal home currency per

BTU. So Eq. (3.1) states that the nominal exchange rates equalize the nominal energy

price differentials across countries, or conversely the nominal energy prices equalize the

exchange rate differentials.

Note that Eq. (3.1) asserts only a relationship in equilibrium; it is silent about causality.

In fact, throughout this paper, I am only interested in exploring the functional

relationships and make no attempt to claim any causal relationships.

By convention, I choose the US dollar as the reference currency. Hence XU, = 1, ,Vt,

where u stands for the country index for the US. Then at any given time t, (3.1) will

becomes

P

pit



Further define the energy real exchange rate between countries i and u as the value of

country i's BTU in terms of country u's BTU:

Xit PitX1,, P
P1//

Suppose (3.1) holds, then

Ri, = 1, Vic e[1, I]

(3.3)

(3.4)

In R, = O, Vi e [1, I] (3.5)

This is a relationship of purchasing power parity considering energy is the representative

good. I refer to this relationship as the Energy Purchasing Power Parity (EPPP) or the

Absolute Energy Purchasing Power Parity.

Partly because of the limited success of empirical validation of PPP, relative PPP has

been considered an alternative. Relative PPP focuses on the relationships about the rates

of change over time instead of about the levels at a particular time.

So extending (3.3), the Relative EPPP holds if any of the following equivalent forms

holds:

d d
dt dt Vi [1,I],

Xit i Pt
(3.6)



d ddI nX,,, = d n P,, Vi [1,I] (3.7)
dt dt

or

ln R,, ,= O, Vi E [1, I]. (3.8)
dt

It is straightforward to show that if Absolute EPPP holds for all t, then Relative EPPP

also holds for all t. So the Absolute EPPP always implies the Relative EPPP 6. This

statement is true regardless the real exchange, R,,, being deterministic or stochastic over

time, because PPP is a cross-sectional relationship, not an intertemporal one.

Additionally, it is also obvious to see that relative EPPP does not necessarily imply the

absolute EPPP.

So far, by convention, I have conveniently used the US, indexed by u, as the reference

country, so X,, = 1, Vt. In fact, the US economy cannot be the reference economy to

represent the world economy at all time. A better reference will be the "world" economy,

denoted by the index of w and defined later in this section, whose exchange rate with

respect to the reference economy (i.e. itself) will be always unity at all time. So

modifying (3.1), we have

XwitPit = XwjP,, =it X,,,P, = Xww,,,Pw, = Pwt, Vi, j e [1, 1] (3.9)

One cay verify that if

6 It is obvious by comparing (3.5) and (3.8). We know (3.5) implies (3.8), but not the other around.
Intuitively, the no arbitrage argument behind the PPP is no arbitrage for the level of combined effect of
exchange rate and price and if the combined level holds true for no arbitrage, then so do their combined
movement. So if we should accept Absolute PPP, we would have to accept Relative PPP, and there would
be no need to test the Relative PPP.



Xi ,Vi t [1,I], (3.10)
XWilt

then all the relationships (3.1)-(3.5) for the Absolute EPPP and (3.6)-(3.8) for the

Relative EPPP still hold. It is logical because all I do is simply shift the reference country

between "u" and "w". For cross-sectional analysis for the Absolute EPPP, this does not

matter. And if it does not affect the Absolute EPPP analysis, it does not affect the

Relative EPPP analysis. In fact, in a perfect no arbitrage world, i.e. when the equalities

in (3.9) hold without any errors, it does not matter regarding the choice of the reference

country, whether it be "u" or "w" or any "i".

3.2.2.2 Imperfect No-Arbitrage for Energy

In an incomplete no-arbitrage world, the equalities in (3.9) can no longer hold without

errors and should be replaced with approximations. One may consider the errors are due

to any noises or transactions frictions in trades.

With the error terms present, (3.9) becomes

XwiPit Xw - - XwwP' - Pw,, Vi, j [1, 1I] (3.11)
Rit Rjit Rut Rwt

where R, denotes the measure for the deviation from the perfect no arbitrage world. If

R,, < 1, we say country i's currency undervalued or its energy underpriced or both; if

R,, > 1, then we say country i's currency overvalued or its energy overpriced or both.

Note this kind of deviation by definition cannot be fully explored by arbitrage, because it

is noisy. We should expect that the deviation is non-persistent over time.

Notice that R,, is the value of country i's BTU in terms of country w's BTU. This is the

real energy exchange rate for country i. It must be equal to unity in the perfect no-



arbitrage world. In a noisy world, however, it is not. Let me repeat its definition for

clarity:

(3.12)Xwit Pit
R,- P

I then define the world's real exchange rate, Rw,, and the world's energy price, P, , as

the geometric mean of all the countries in the universe: 7

(3.13)

Pt = X;t, 17* = XPit)i=1 Riti=Pit), , Vte [1,T].

Then, the no arbitrage relationship (3.11) becomes

X it I

Rit

P u
Rut

jt jt

Pwt

Xwu

Therefore we can obtain the noisy EPPP as, at any given t,

7 I define the energy price and the real energy exchange rate of the "world" as the simple geometric mean of
the countries in my data universe. The reason is two fold. First, conventionally in economics, we often take
logarithm of interested variables before we proceed with the analysis. The geometric mean will become the
arithmetic mean in a logarithmic sense. Second, that a simple arithmetic mean puts equal weighs on all
countries is consistent with the OLS setup. We can certainly employ weighted least square (WLS) that
would assign different weighs to different countries. The WLS may have the merit, because economically
speaking, we do not believe that in the no-arbitrage market for the BTU, all countries have the same market
power. However, I think that redefining (3.13) and (3.14) as a weighted mean will be an improvement of
only the second order.

(3.14)

= - ' , Vi, j [1,I]
Rut wul

where

(3.15)

(3.16)

Rw, = R, - 1, Vt E [1, T] ,
i=I

I 1X,, i /7 o /7= -- '= XI-I Pi, , Vt e [1,T]
1 it i=1



X, =P,_ -, ,Vi where Ri, = 1 (3.17)

Rit R,,, i=1

and noisy Relative EPPP as, at any given t,

d XitP d P
SIn Ri = 1 Ind u' , Vi, where R,, =1 (3.18)
dt Rit dt R,,

Again, noisy EPPP implied noisy Relative EPPP, but not the other way around.

An interesting question to ask: should (3.17) hold empirically for energy, would this

imply the existence of an energy standard economy?

3.3 Regression Models and Results for (Absolute) EPPP

As discussed previously, Absolute EPPP always implies Relative EPPP. So I will focus

on testing first the noisy Absolute EPPP in this subsection.

3.3.1 Setup

I will focus on testing the noisy EPPP (3.17), which requires the information of X,, and

P, . However, since I do not have the data for P, , I cannot directly test (3.17). Instead I

have the data only for the price index, i.e. Pi, /Ph, Vi e [1, I], where b stands for the

reference year. Fortunately, we can derive an equivalent relationship by combining

(3.17) for an arbitrary t and for t = b and to obtain the following representations , one for

level, and the other for first difference in a logarithmic sense. For level,

8 This combination assumes that (3.17) holds. I propose a simple way to check the validity of (3.17) and
compare energy price and CPI immediately following the Setup section in this chapter.



/b P,,b 1 R,,- - , Vi [1,I] (3.21)
Xi b  R/ lRub Xit Rib

or

In , + (- In Xi, + In R",i[1,I] (3.22)
X ),, R Rub /Rb Rib

and for first difference,

Pi/b Pi-tP-1 b i_ -X. it Rit Ril
X b  ) ,ibj Vi E [2, 1] (3.23)

RP/ _ý R.

A, In '- Aib (- lnX,,)+ A, ln R" , i[2,I] (3.24)
Xib 2 Rib

As discussed in Section 2, In X,, In iP,, A, In X, and A, In P, are all stationary in i.

Notice I have the exchange rate as the RHS variable in (3.22) and (3.24). I could have

the price on the RHS. In theory, these two specifications are identical. However, for

regression estimation, these two specifications may differ if we have to consider the

measure error problems. Because the exchange rate data are obtained from the foreign

exchange market, which is liquid and with low friction, I believe that measure errors are

not a problem. As for the energy prices, according to the data source 9, the energy price

data are obtained via a complicated process of calculation that uses both market data and

survey information, so we cannot assume away the measure error problems. To mitigate

the possible measure error problems associated with the energy prices, I thus specify in

(3.22) and (3.24) energy price on the LHS and exchange rates on the RHS.

9 International Energy Agency



Furthermore, from regression's stand point, the specifications of (3.22) and (3.24) are

preferred to their respective alternatives where all variable are normalized to the base

year:

In b =b + In't +nint , Vi = [1, 1] (3.25)
P/P =InR/Rib- Xib Rib

Ai ln(, /Pb )=i In + Ai n , i [1, -1] (3.26)

The reason is that in (3.25) and (3.26), as t -- b, both RHS and LHS will converge to 1,

and thus (3.25) and (3.26) will become untestable. For a given t, the farther t is away

from b, the more testable they will become because there will be more variability in both

LHS and RHS variables. One way to check whether (3.17) holds before diving into full-

blown tests on (3.22) and (3.24) is as follows. First, let b = 1980, then specify the

regression models based on (3.25) and (3.26) and test the hypothesis for t = 2001.

Second, let b = 2001, then specify the regression models based on (3.25) and (3.26) and

test the hypothesis for t = 1980. Third, if we do not reject the hypotheses, then we

conclude that we cannot reject the validity of (3.17) and hence we may go ahead using

the specification of (3.22) and (3.24). However, if we reject either one, then we reject

(3.17) and hence we cannot use the specification of (3.22) and (3.24).

3.3.2 A Simple Validation: Energy PPP vs. CPI PPP [Reader may skip Section

3.3.2 entirely]

Here, I will setup regression models base on (3.26) that will give us a simple, quick

validation whether (3.17) holds. The regressions model is:

S in(, /b )= bF (t) + b(t) A- n + A In i[2,] (3.27)
A~ *i lb L) 2 kt) i -ib Rib



And the null hypothesis H :

for base year b = 1980, bFD(t = 2001) = 0, bFD (t = 2001) = 1, and

for base year b = 2001, bFD (t = 1980) = 0, bFD(t = 1980) = 1.

Figure 3.1 shows the results. If we choose the base year to be 1980, we cannot reject

bFD(t) = 0 for all t, and also we cannot reject bFD(t) = 1 for all t except 1981. If we

choose the base year to be 2001, we cannot reject b,FD (t) = 0 for all t, and also we cannot

reject bFD(t) = 1 for years 1980-1982 and 1985-1995. So, we cannot reject H 0.

Therefore we cannot reject the validity of (3.17) for energy price and hence we cannot

reject the specifications of (3.21)-(3.24) for energy price.

For comparison, let me also test CPI PPP with the same regression model and same null:

A, In(CPI, /CPIib )= bFD(t)+ bD (t) Al-ln X + Ai In R" , i E [2, I] (3.28)

Figure 3.2 shows the results for CPI. It is obvious that regarding the base year we choose,

though we cannot reject bFD (t) = 0 for all t, we reject bFD (t) = 1 for any t. The joint F

test also reject bFD(t) = 0 and bFD (t) = 1 for any t. So we reject H0 for CPI. Therefore

we reject the validity of (3.17) for CPI and hence we cannot use the specifications of

(3.21)-(3.24) for CPI.

To summarize, we cannot reject the validity of (3.21)-(3.24) for the relationship between

energy price and exchange rate. But we reject the validity of (3.21)-(3.24) for the

relationship between CPI and exchange rate.

Given the validity for (3.21)-(3.24) for energy price, for the remaining of the paper I will

choose the base year to be year 2001 through the end of Section 3.3, and then from there

on use the base year to be year 2000 for the remaining of the paper.



Fig 3.1: Estimated coefficients, b, (t) and b2 (t) , and their 95% confidence bounds as

functions of t, for the cross-sectional regression (3.27):

Ai In P/ Pib = b, (t) + b2 (t) Ai (- In X, / Xib )+ Ei, i E [2,I]

Upper two panels: base year b = 1980,

Ho : b,(2001)= 0,b 2(2001) = 1

Left panel: bI (t) vs. t, right panel: L2 (t) vs. t

Lower two panels: base year b = 2001,
Ho : b1(1980) = 0,b 2 (1980) = 1

Left panel: b• (t) vs. t, right panel: b2 (t) vs. t
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Fig 3.2: Estimated coefficients, b, (t) and b2 (t) , and their 95% confidence bounds as
functions of t, for the cross-sectional regression (3.28):

A; In CPI, / CPIib = b, (t) + b2 (t) (- In X, / Xib )+ ,, i [2, 1]

Upper two panels: base year b = 1980,
H o : b, (2001) = 0, b2(2001) = 1

Left panel: b, (t) vs. t, right panel: b2 (t) vs. t

Lower two panels: base year b = 2001,
Ho : b,(1980)= 0,b 2 (1980)=1

Left panel: b, (t) vs. t, right panel: b2(t) vs. t
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3.3.3 Period-by-Period Regressions

3.3.3.1 Period-by-Period Level Regressions

Model:

From specification of (3.22), we have the regression model: at any give t E [1, T],

In( b1(t)+b(t) (-lInXi,)+lnRL, i e [1, I] (3.31)

The null hypothesis for each time period: b2 (t) = 1, and the alternative hypothesis:

b2 (t) • 1. The null for joint F-test for all time periods: b, (t) = 1, Vt E [1, T], and its

corresponding alternative: b, (t) # 1, 3t E [1, T].

Validity of the Model:

From Section 2, we have leaned that both LHS and RHS variables are stationary across i.

Notice that in setting up (3.31), I assume the RHS variable and the error term are cross-

sectionally uncorrelated. To test this assumption, I employ the Hausman specification

test (1978). The instrument I choose for the RHS variable, In X,, is

I T1 = In X., . I believe that this instrument variable for a given t, should be
T =-1l

orthogonal to the error term in (3.31) because this instrument does not contain any

sample of the same time t. I also believe that the instrument should be also correlated

with the RHS variable in (3.31) since In X, is an 1(1) process (though not shown in

Section 2) over time and therefore In X,, should be intertemporally correlated.

Table 3.2 below lists the chi-square statistics for five selected years for the Hausman test

using the above instrument variable. Because the test statistics are smaller than the



critical values for any given time, we cannot reject the null hypothesis that the RHS

variable is uncorrelated with the error term in (3.31).

Table 3.2: Hausman test for (3.31)

Year 1980 1985 1990 1995 2000

Chi2-stat 0.0018 0.4656 0.0044 0.1224 0.0001
The 5% critical value of chi square with 1 degree of freedom is 3.84
Use average over time (excluding current time) of exchange rates as instrument

Results:

Figure 3.3 consists of four graphs, representing the actual and the fitted data of the

regressions (3.31) for the years of 1980, 1985, 1990, and 1995, respectively. They are all

with high R 2 and slope b, (t) being close to unity.

Figure 3.4 displays the estimated coefficients and their 95% respective confidence

bounds as functions of time. The slopes are all statistically equal to 1, with high p-values

(not shown in the graphs) for all t. It is obvious that we cannot reject the null for all t.

The sample average across all year, b2 - - 2 (t) = 1.0054 (0.0169), is also statistically

equal to 1, with R 2 = 0.9965. The F-statistics for the joint tests of

H0 : b2 (t) = 1, Vt [1, T] is 0.1391 with the 5% critical value of 1.5769. The p-value of

the F-test is as high as 1.0000. So we cannot reject H0.



Fig 3.3: Actual and fitted curves for different years for cross-sectional level regressions (3.31):

In(P, l/Pe -Xib 1)= b,(t) + b2 (t) (- IlnX ,)+ 18 ,, ie [1, I ] .
From left to right and then top to down: 1980, 1985, 1990, and 1995.
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Fig 3.4: Estimated coefficients and their 95% confidence bounds as functions of t, for the cross-

sectional level regression (3.31): In(Pt,/Pb Xi, - )= b (t) + b2 (t) (- lnX,)+ gi,, i e[1,I].
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Left panel: b• (t) vs. t, right panel: b2 (t) vs. t
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3.3.3.2 Period-by-Period First Difference Regressions

Model:

From the specification from of (3.24), at any give t E [1, T],

A, in I = b,(t) b(t) Ai(- InXJ,)+ A Iln • , i• [2,I] (3.32)
( Xib ) Rib

where the operator A1 is defined in Section 2. The null hypothesis for each time period:

b1 (t) = 0 and b, (t) = 1, and the alternative: b, (t) # 0 or b, (t) 1. Also the null for joint

F-tests for all time periods: b, (t) = 0 and b2 (t) = 1, Vt o [1, T], and its corresponding

alternative: b, (t) # 0 or b2 (t) 1, 3t E [1, T].

Validity of the Model:

From Section 2, we have leaned that both LHS and RHS variables are stationary across i.

Again, by way of Hausman test, we cannot reject that the RHS variable and the residual

term are cross-sectionally uncorrelated.

Results:

Figure 3.5 consists of four graphs, representing the actual and the fitted data of the

regressions (3.32) for the years of 1980, 1985, 1990, and 1995 respectively. They all

have high R 2 , intercept b (t) being close to 0, and slope b, (t) being close to 1.

Figure 3.6 displays the estimated coefficients and their respective 95% confidence

bounds as functions of time. The intercepts are all statistically equal to 0 and the slopes

are all statistically equal to 1, with high p-values (not shown in the graphs) for all t.

Again, it is obvious that we cannot reject the null for all t. The sample average across all

year, b, = -0.0187 (0.0547) is statistically 0, and b2 = 0.9963 (0.0171) is statistically 1.

Also R 2 = 0.9962. Additionally, the F-statistics for the joint tests of



Ho : b, (t)= 0, b2 (t)= 1, Vt e [1, T] is 0.1958 with the 95% critical value of 1.4185,

making the p-value of the F-test be 1.0000. So we cannot reject H o.



Fig 3.5: Actual and fitted curves for different years for cross-sectional first difference regression (3.32):

A, ln(P, /ib Xib- 1 
)= b (t ) + b, (t ) A, (- In X,, )+ e, i e [2,1I].

From left to right and then top to down: 1980, 1985, 1990, and 1995.
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Fig 3.6: Estimated coefficients and their 95% confidence bounds as functions of t, for the cross-sectional

first difference regression (3.32):. A in(P b -Xi-1)= b, (t) + b2 (t) (- In X,)+ ,,i e [2,1]

H : b, (t) = 0, b (t) = 1,Vt

Left panel: •, (t) vs. t, right panel: b2 (t) vs. t

b.Locall 1980-2001 b.Locall diLnPbx:1.-dLnX nd, Mean = 0.018729 (0.054727) bl.ocal, 1980-2001 b.Locall diLnPbx:l .-diLnX nd, Mean = 0.99631 (0.017055)

0.2 I 1.06 I .

0.15 - 1.04

0.1 -- i - - -- -/ -- - 1.02 ----- I - --

0.05 - - -- -- 1

rI1-0 0.98

-0.05- 0 96 I

-0.1 - -- -- - 094 ----- --
I / I• I .

19925 1994 1-96..1998 2000 1992 19-4 196 99 200190 198 198 198 198 1990I
1980 1982 1984 1986 1988 1990

Year
1980 1982 1984 981985 988 1990

Year
1992 1994 1996 1998 2000 1992 1994 1996 1998 2000



3.3.4 Pooled Regressions

3.3.4.1 Pooled Level Regressions

Model:

In the pooled regressions, I have unique intercept (fixed effect) per time period, but have

common slope for all time periods:

,In •ib = b, (t) + b2 (- In X,) + In -L, i E [1, I], t [1, T]
Rib

The null: b2 = 1, and the alternative: b2  1.

Results:

The regression results have that b2 = 1.0018 (0.0033), with the 95% critical value being

1.967, so the p-value is 0.5909. Therefore we cannot reject the null. Also, R 2= 0.9963.

3.3.4.2 Pooled First Difference Regressions

Model:

XA I( b = b, + b2 (- i In Xi,) + Ai ln R, i E [2, I], Vt ([1,T]
Rib

(3.34)

The null: b1 = 0 and b, = 1, and the alternative: b, # 0 or b2  1.

Results:

(3.33)



The regression results have that b, = 0.0115 (0.0108) and b2 = 0.9937 (0.0034), and the

joint F-statistics = 2.2917 with the critical value being 3.0233. So the p-value is 0.1027.

Therefore we do not reject the null. Also, R 2 = 0.9963.

3.3.5 Alternative Setup [Reader may skip Section 3.3.5 entirely]

An alternative setup is to swap RHS and LHS variables in (3.21)-(3.24), i.e. to have the

exchange rate on LHS and the energy price on the RHS. It turns out that this alternative

setup yields similar results: cannot reject the EPPP and the p-values are high. The p-

values are only slightly smaller than those of the setup in (3.21)-(3.24). So the measure

errors on the energy price may not be a real concern.

3.4 Regression Models and Results for Relative EPPP

3.4.1 Cross-Sectional Tests [Reader may go directly to the last paragraph of

Section 3.4.1 and skip the rest of this section]

The setup and models for testing the noisy Relative EPPP (3.18) are similar to those for

testing noisy EPPP (3.17) that have been spelled out in Section 3.3.3. Recall that in order

to use the regression models in Section 3.3.3, I have assumed that the RHS variable is

orthogonal to the error term.

Similar to (3.31) for period-by period, we have the following for testing the noisy

Relative EPPP, for any given t e [1, T - 1],

A, In = b, (t) + b2 ( t)(-A InX,) + A, In R, ,is [1, I] (3.35)
SXib ) Rib

The null hypothesis for each time period: b2 (t) = 1, and the alternative hypothesis:

b2 (t) # 1. The null for joint F-test for all time periods: b2 (t) = 1, Vt e [1, T], and its



corresponding alternative: b, (t) # 1, 3t e [1, T]. Notice that from Section 2, we have

leaned that both LHS and RHS variables are stationary across i.

Figure 3.7 shows the estimated coefficients and their 95% confidence bounds as

functions of time for the regression specification of (3.35). It is obvious that the slopes

are statistically different from 1 for all t. We thus reject the null. For the pooled

regression, the null b2 = 1 is also rejected (results not shown here). Therefore in

conclusion we reject the Relative EPPP based on the setup of (3.35).

Let us try the alternative setup, where we swap the RHS and LHS variables in (3.35):

- A, In X, = b, (t)+b 2 (t) .A, Int In , i E[1,I] (3.36)
Xib Rib

The null hypothesis for each time period: b2 (t) = 1, and the alternative hypothesis:

b2 (t) 1. The null for joint F-test for all time periods: b, (t) = 1, Vt e [1, T], and its

corresponding alternative: b2 (t) # 1, it e [1, T].

Figure 3.8 shows the estimated coefficients and their 95% confidence bounds as

functions of time for the regression specification of (3.36). We shall reject at 5% level the

null corresponding to the five periods of 1986-1987, 1987-1988, 1989-1990, 1990-1991,

and 1999-2000, out of 20 periods. One may say this is not too bad because only 5 out 20

get rejected. For the joint test, the F-test for Ho : b2 (t) = 1, Vt E [1, T] yields the F-

statistics being 2.8304 with the critical value being 1.592; so we reject the null for the

joint test. For the pooled regression, we also reject the null b2 = 1 because b2 = 0.6281

(0.0864). Therefore in summary we reject we reject the Relative EPPP based on the

setup of (3.36).

Recall that the regression models in (3.35)-(3.36) assume that the RHS variable is

orthogonal to the error term. This orthogonality assumption is stronger than necessary. If



we should not reject the null, then we would not reject the noisy Relative EPPP of (3.18).

However, if we should reject the null, we still could not reject (3.18). In fact, we must not

reject (3.18) because we do not reject (3.17).

Therefore we have learned that neither (3.35) nor (3.36) is the right regression

specification for testing (3.18) because the orthogonality condition is violated. So we

must use an instrument variable for the RHS variable in (3.35) and (3.36). I will postpone

this for future work. We have also learned that by comparing the regression results from

(3.35) and (3.36), the nominal exchange rate movements may be correlated with the real

energy exchange rate movements more than are the energy price movements.



Fig 3.7: Estimated coefficients and their 95% confidence bounds as functions of t, for the cross-

sectional regression (3.35): A, In(,/Pb -X,, )= b,(t) + b2 t)(-A, In X,)+,, , i [1,I].

Ho : b2 (t)= 1,Vt

Left panel: b, (t) vs. t, right panel: b2 (t) vs. t

b.Localt 1980-2001, #16 dtLnP:1.-dtlnXnd, Mean = 0.028582 (0.016474)
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Fig 3.8: Estimated coefficients and their 95% confidence bounds as functions of t, for the cross-

sectional regression (3.36): - A, n X, = b(t) + b(t) A, In(, /Pb Xib -)+ i [1,1].

Ho : b2 (t) = 1, Vt

Left panel: b, (t) vs. t, right panel: b• (t) vs. t
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3.5 Characteristics of Real Energy Exchange Rates

3.5.1 The Unity of Real Energy Exchange Rates

From Section 3.3, we have concluded that we cannot reject the Absolute EPPP. I.e. we

cannot reject that for any given t, Ri, = 1, Vi e [1, I]. Note that EPPP, absolute or relative,

is a cross-sectional notion. One may ask: are we able to push our EPPP tests further to

have some time-series meaning? Or, for any given i, is Ri, = 1, Vt E [1, T]?

To specify a regression model, we must keep in mind that from Section 2 we have

learned that R,, is an 1(1) process in time, so we have to use first difference instead of

level for regression models. A simple regression model for country-by-country: for any

given i,

A, In Ri, /Rib = b,(i)+ ,it, t e [2, T] (3.41)

We are interested in the null: b, (i) = 0, Vi e [1,1].

The left panel of Figure 3.9 shows the estimated coefficients and their 95% confidence

bounds as functions of time for the regression specification of (3.41). It is evident that we

cannot reject the null for all the countries. The p-values (not shown) are quite high for

each country.

An additional test is for pooled data:

A, In R,/Rib = b, + e,, te [2, T], i E [1, 1I] (3.42)

where the null: b, = 0. The test has b~ = 0 (0.0038). So we cannot reject the null.



Therefore based on the results from (3.41) and (3.42), we can conclude that for any given

i, A, In Ri, = 0, Vt e [1, T], i.e. R,, = R, , Vt E [1,T], where Ri is a country-dependent

constant. Therefore, combining both the cross-sectional and time-series results, we

cannot reject that:

R, = R,, Vi E [1,I], Vt E [1,T]. (3.43)

It is easy to verify that R,, obey both of the following properties, one for cross section,

and the other for time series:

1

I R, = 1,Vt• [1,T] (3.44)

R,, = Ri, Vi e [1, 1] (3.45)

where the value of R, is displayed in the right panel of Figure 3.9. Notice that R, takes

the value from 0.84 for UK to 1.15 for Austria. So R1 are not exactly equal to unity for

all countries as we have wished. However, for practical purpose, we may consider that

Ri 1, Vi . I call this phenomenon the "near" parity of the energy purchasing power, or

conveniently, the Energy Purchasing Power Parity, in short, the EPPP.

Given (3.44), we may tend to think that at any give time, the logarithm of the cross-

sectional real energy exchange rates is randomly distributed across countries with mean

zero. Also given (3.45), one may try that for any given economy, the logarithm of its real

exchange rates is a random process with mean reverting around In Ri . Figure 3.10

demonstrates such properties by showing the logarithm of real energy exchange rates in

both cross-sectional and cross-time dimensions. As we can see from the graphs, real

energy exchange rates show no persistency across either dimension.



Fig 3.9:

Left panel: Estimated coefficients, b, (i), and their 95% confidence bounds as functions of i, for

the time-series first difference regression (3.41): A, In Ri, /Rib = b, (i) + E,,, t e [2, T],
H0 : b, (i) = 0, Vi,

Right panel: Country-dependent constant real energy exchange R, vs. i

'980-2001 b.Local,, dtLnR: 1, bl, axg=0(0.01557)
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Fig 3.10: Display of the two-dimensional logarithm of real energy exchange rate In R,.

Left panel: In R,, vs. i

Right panel: In Ri, vs. t

18

0.4 - -

03 ---- - - -*I

0.1 - - i- -

0 - 'ra - . -

0.1 - - - - -- - - --

-3 -.- -8i L - U

--0.- - -- I - --- -

-0.4 -I --. ----- • ! • lzo .•

-0.5
0 2 4 6 8 10 12 14 16

Country CA-NZ

0.3

0.2

0.1

0

S-0.1

-0.2

-0.3

-0.4

-0.5
0 2 4 6 8 10 12 14 16 18 20

Year 1980-1999

0.0

0.0

0.0

-00

-0.0

*9!. , • I I

-~

L -

.7A 4

... T

I A --



3.5.2 Cross-Sectional Correlations and Half Life Calculations

I

Because of the validity of EPPP characterized by (3.13) and (3.44), IR, = 1, Vt e [1,T],
i=1

the real energy exchange rates are hence cross-sectionally correlated. Therefore, any

calculations for half-life should take into account such cross-sectional correlations. Why?

Let me illustrate with an example below.

Suppose I = 3, R, Vi e [1,I] are deterministic processes, and InR,, = 2esin(2nt/r), and

InR 2, = In R3, = -esin(2t /r), where E is an arbitrarily small constant and r is a

constant. One can verify that first of all, they satisfy the PPP condition. Secondly,

considering that t e [1, T] and T = n r, n 2 1. If n is an integer, one can find that the half

life for In R,,, denoted as v,, is infinity, i.e. v, = oo; likewise, v2 = v3 = 00. If n is not

an integer but reasonably large, then vi >> 0, Vi .10

The example tells us that although PPP is satisfied, half life can still be quite large if we

would leave out the cross-sectional correlations.

Therefore, I propose a "recipe" to calculate the half life correctly under PPP:

1. Test whether PPP holds. If yes, calculate the real exchange rate.

2. Use the Fourier transfer technique" to identify the most important components

(in terms of periods or frequencies) for each country's demeaned, detrended real

exchange rate. If the most important components (in terms of periods or

frequencies) are shared by all or majority of the countries, then we can say that

10 Given A t In R,, = pi In Ri,t, , half life satisfies exp(piv,) = 1/ 2, and thus vi = In(1 / 2 )/pi if

p, < O0. If pi 2 0, I simply define vi = o . In the examples here, In R,, = 2e sin(27nt / r),

, In R,, = 4cr/ r. cos(2nt / r), so •, 0; therefore v, oo. Similarly, V2 = oo and V3  oo.
" See Bracewell (1999). Fourier transfer is a technique that is commonly used to transfer data between time
domain and frequency domain. For time-series data, for some specific purpose, it may be more easily
analyzed in the frequency domain.



these components contribute to the cross-sectional corrections among the real

exchange rates across countries.

3. Take away the shared cross-sectional components, which shall include mean and

trend.

4. Ensure that the PPP still holds for the residuals after removing the mean, the

trend, and the cross-sectional correlation components.

5. Calculate the half life for the residuals for each country.

Now apply the recipe to our data.

Step 1: Test PPP. If it holds, calculate the real exchange rate.

* We know that EPPP holds.

Step 2: Use the Fourier transfer technique to identify the most important cross-sectional

correlation components for each country.

* Figure 3.11 consists of 16 graphs, one for each country. Each graph is a spectral

density of demeaned, detrended real energy exchange rate. Just eyeballing these

graphs, first we can realize that shapes of the spectral density seem to look similar

for all countries. Second, all countries seem to share similar periods (frequencies)

for their top two lodes that have the highest density. I call the periods

corresponding to these two lobes r, and r2 . Table 3.2 lists z, and r2 for each

country. The averages are -, = 18.10 years and F, = 7.96 years.

Step 3: Take away the shared cross-sectional correlation components, including mean and

trend.

We will keep the residuals from the regression below: 12

In R,, = bli + b2,i t + b3,i sin(2nt / 1,) + b4,i cos(2nt / (f3,)
(3.51)

+b5 , sin(27nt/r 2) +b6 i cos(2nt / -2)+ si,, Vt e [1,T]

12 This regression is for mere curve fitting and is not an economic specification.



Figure 3.12 consists of graphs representing the actual and the fitted data of the

regressions (3.51) for all countries. They all have reasonably high R2

Step 4: Ensure the PPP still holds after removal of cross-sectionally correlated

components.

* It is equivalent to check that the removed components satisfy the PPP too. So as

long as the following holds, then we are done checking.

bk,i = 0, Vk e [1,6] (3.52)
i=1

* Table 3.3 shows that indeed (3.52) holds. So we can be sure that the PPP holds for

both the removed components and the residual components.

Step 5: Calculate the half life on the residual components for each country.

* Let ri - In R, - In R;,, and A,r,, = p ±r,,,- + C,, then the half life, if pi < 0:

vi - In(1/2)/p, = 0.693/ p, (3.53)

* Table 3.4 list the half lives of each country considering three different scenarios

for the cross-sectional correlation components. The table shows us the more

cross-sectional correlations are removed from the original time-series data, the

shorter the half life. For example, the average half life of the 16 countries is 2.33

years (Case 1) when only the mean and trend are removed. But it is reduced to

only 9.5 months (Case 3) when we remove further the i, and r2 components.



Fig 3.11: Spectral density in the frequency domain for the demeaned, detrended logarithm of real
energy exchange rate, In R,, for all 16 countries. First from left to right, then from top to down are

CA, US, AT, BE, FI, FR, IT, NL, NO, SW, SZ, UK, AU, JA, KS, and NZ.
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Table 3.3: Periods corresponding to the two lobes with highest spectral density

Country taul (year) tau2 (year)

CA 16.79 8.13
US 17.66 8.26
AT 18.62 8.61
BE 15.28 7.37
FI 15.75 8.39
FR 18.96 8.61
IT 17.96 6.36
NL 17.07 6.74
NO 19.32 8.19
SW 14.84 5.66
SZ 15.75 7.70
UK 21.33 9.31
AU 22.76 9.75
JA 20.48 7.82
KS 18.96 8.61
NZ NA 7.88

Avg 18.10 7.96
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Fig 3.12: Actual and fitted curves for all 16 countries for time-series regressions of(3.51):
In Ri, = b, + b2,i -t + b3,i sin(27t / T, ) + b4,i cos(2nt / - ) + b5, sin(2nrt / 2 ) + b6,i cos(2nt / -2 ) +6 ,t E [1, T],

where F = 18.10, T, = 7.96 years. From left to right and then top to down: CA, US, AT, BE, FI, FR, IT,
NL, NO, SW, SZ, UK, AU, JA, KS, and NZ.
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Table 3.4: The

Country

CA
US
AT
BE
FI
FR
IT
NL
NO
SW
SZ
UK
AU
JA
KS
NZ

Sum

estimated

bl

-0.121
0.003
0.188
0.084
0.031
0.104

-0.172
-0.130
-0.057
-0.144
-0.003
-0.287
0.152

-0.041
0.243
0.148

0.000

coefficients of(3.51)

0.0
-0.0
-0.0
-0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

-0.0
0.0

-0.0
-0.0

0.0

b2 b3 b4

)05 0.028 -0.114
'09 0.128 0.002
'03 -0.053 0.017
)05 -0.028 0.077
01 -0.017 0.001
00 -0.001 -0.077
13 -0.088 -0.041
05 0.003 0.067
13 -0.080 -0.011
08 -0.099 -0.011
01 -0.017 0.048
08 0.048 0.040
08 -0.010 -0.020
02 -0.028 -0.024
26 0.198 0.055
04 0.017 -0.009

00 0.000 0.000

b5

-0.047
-0.063
0.019

-0.017
0.065

-0.032
0.000

-0.026
0.039
0.037
0.010
0.019

-0.012
-0.043
-0.029
0.080

0.000

b6

-0.072
-0.031
0.042
0.008

-0.022
0.066

-0.044
0.018

-0.002
-0.038
0.037

-0.037
-0.030
0.076

-0.004
0.033

0.000

I

411

coefficients 

of (3.5 
I)



Table 3.5: Half life of the real energy exchange rate after removing the cross-sectional correlations.
Case 1: Cross-sectional correlations are mean and trend
Case 2: Cross-sectional correlations are mean, trend, and taul components
Case 3: Cross-sectional correlations are mean, trend, taul and tau2 components

Half Life (year) Half Life (month)
Country Case 1 Case 2 Case 3 Case 3

CA 1.758 1.502 0.999 12.0
US 4.937 1.422 0.798 9.6
AT 1.796 1.096 0.755 9.1
BE 1.658 0.694 0.632 7.6
FI 1.522 1.470 0.740 8.9
FR 1.165 0.841 0.648 7.8
IT 2.583 0.997 0.666 8.0
NL 1.571 0.746 0.512 6.1
NO 2.691 0.932 0.739 8.9
SW 2.386 1.363 0.987 11.8
SZ 1.161 0.831 0.580 7.0
UK 2.658 1.820 1.423 17.1
AU 0.900 0.894 0.871 10.4
JA 1.456 1.243 0.700 8.4
KS 7.357 0.855 0.784 9.4
NZ 1.678 1.633 0.803 9.6

Avg J 2.330 1.146 0.790 9.5



3.6 Summary

I hypothesize an EPPP and empirically test the hypothesis. The EPPP is evidenced by

high p-value.

I show that Absolute EPPP always implies Relative EPPP. So if we accept the Absolute

EPPP, then there is no need to test the Relative EPPP. I illustrate that the conventional

setup, which separating the exchange rate movement from the price movement, of testing

the Relative EPPP would result in biased estimates because the orthogonality condition

fails, since either the price movement or the exchange rate movement correlated with the

real exchange rate movement. We will have to find a valid instrument to test the Relative

EPPP correctly.

I find that the real energy exchange rates seem to be randomly distributed across

countries at any given time, and be a mean-reversing random process over time for any

given country. I also conclude that we cannot reject the unity of the real energy rate at all

time and for all countries.

Finally, I propose a recipe to calculate the half life by considering the cross-sectional

correlations. It turns out I am able to reduce the half life for most of the countries to be

within a year, much smaller than those of other real exchange rate measures offered by

the existing literatures.

Note that the EPPP is a correlation, not a causality relationship between exchange rates

and energy prices. The validity of the EPPP sets the stage for all the subsequent analyses

and discussions in this paper.



4 Cross-Country Production Function and Energy Income Share

4.1 Background

In the Section 3, I have shown that the EPPP holds; i.e., the exchange rates equalize the

energy price differentials across countries. Logically one would expect exchange rates

would equalize the nominal marginal product of energy across countries in a competitive,

risk-neutral market. If such a relationship holds, it may give rise to the estimate of the

cross-sectional production function.

Since the first oil crisis the early 1970s, studies have focused on energy substitution with

other inputs. Berndt and Wood (1975) consider a cost function of four inputs (capital,

labor, energy and material), and find that energy is and a complement to capital and a

substitute to labor, using the US manufacturing time-series data.

Griffin (1976) estimates the cost function of the same fours inputs, using pooled

international data from the manufacturing sector of nine industrialized countries, where

the prices are converted using purchasing power parity and indexed to 1955 US dollar.

Griffin finds that the elasticity of substitutions between energy and capital is statistically

not different from one, and neither the elasticity of substitution between energy and labor;

however, the elasticity of substitution between capital and labor is less than one. This

finding means that the production is Cobb-Douglas in two inputs (energy and capital, and

energy and labor), but not Cobb-Douglas in three inputs (energy, capital, and labor).

Stern and Cleveland (2004)'s survey paper highlights subsequent studies about the

substitutions between energy and other production inputs, including Berndt and Wood

(1979) on manufacturing sector, Kauffman and Azary-Lee (1991) on US forest product

sector, and Stern (1993) on the US macroeconomy. These studies have come to various

conclusions regarding whether energy and capital are substitutes or complements. "It

seems that capital and energy are at best weak substitutes and possibly complements. The



degree of complementarity likely varies across industries and the level of aggregation

considered," they conclude.

In this paper, I will focus on the cross-country level, not the industry level. I will assume

a generic two factor (energy and non-energy) cross-sectional production function and let

the data dictate whether they are substitutes or complements. Also I will start from

nominal quantities denominated by different currencies and assume no purchasing power

parity.

4.2 Theory

4.2.1 Assumptions and Setup

Given what we have learned from Section 3, I hypothesize that because energy is a cross-

country representative good, the exchange rates equalize the marginal products of energy

across countries. Notice I do not require the price information to test my hypothesis. So I

do not require the condition that the energy price should be proportional to the marginal

product of energy in a competitive market.

Let Mi, be the nominal marginal product of energy and assume that the foreign exchange

market is risk neutral, then by the argument of no arbitrage, because energy is a

representative good across countries, the following relationships 13 should hold

Xw,, Mit XWj, M, X 1, M,,, XWW, M ,
S- Mwt,,, Vi, j [1,1 ]  (4.1)

it jit ul wt

13 Equivalently, we can also start with the relationship that the energy price is proportional to the marginal
product of energy in a competitive market. The reason I use the exchange rate instead of price is twofold.
First, the data issue. I have the complete information for exchange rates but have only the price indexes for
prices. Second, for the symmetry of my hypotheses. In this section, the currency exchange rates--the
exchange rates across countries--would equalize the differentials of marginal value of energy cross
countries; in next section, the GDP deflators--the exchange rates across time--would equalize the
differentials of marginal value of energy across-time. Note I assume there is no marginal adjustment cost
of energy in the economy, so the price of energy and the marginal product of energy are proportional to
each other.



where

RMM =- M"i (4.1')
Mw,

Following the similar rational discussed in Section 3.2.2.2, I define the world's real

exchange rate for the marginal product of energy, Rw , and the world's marginal product

of energy, Mw,, as the geometric mean of all the countries in the universe:

RWt H 1, Vt (4.2)

I 1

M,, = X(ut Mtit t a 7 = X(Ia it , it jte [1, T] (4.3)

We can also write the no-arbitrage equilibrium (4.1) as:

Now suppose that at any given year t, the intra-temporal cross-economy production

functions takes the following two-factor constant-elasticity-of-substitution (CES) form14,

Yi, = at (AEi, Eit , + (1 - i,,)(Ait, Nil ' - 1 (4.5)

where i is the country index, t is the time index, Y,, is the nominal GDP in national

currency for country i at time t, E,, is the real energy consumption, N, is the real non-

energy employed, AE,,i is the energy factor augmenting technology, AN,,, is the non-

14 See Fishelson (1978) and Acemoglu (2006).



energy factor augmenting technology, a,, E (0,1) is a distribution parameter which

determines the relative importance of the two factors of energy and non-energy, and

e, E (0, 00) is the elasticity of substitution between the two factors.1 5' 16

For convenience, let

, = - 1 (4.6)

Notice that 2, e (-o0,1). When a, = co or 2, = 1, the two factors are perfect substitutes,

and the production is linear, Y = aAEE + (1- a)AN . When ar, = 1 or 2, = 0, the

production is Cobb-Douglas, Y = (AEE)a (AN)'- a . When c, = 0 or 2, = -oo , there is

is In (4.5), E and N are real quantities, a is a ratio, and any nominal notions of currencies are all

embedded in Y, AE and AN . So (4.5) can represent different economies denominated by different

currencies.
16 Conventionally, we consider capital and labor are the primary production factors in the economy, while
other goods such as energy and materials are intermediate inputs. So the prices paid for all inputs are seen
as eventually the payments to the owners of the primary inputs. Then the economy's gross income will be
split between capital and labor. In (4.5), in no contraction to the conventional capital and labor economy, I
look from a different perspective at the economy, and define energy and non-energy as the factors. So in
the economy specified by (4.5), the economy's gross income will be split between energy and non-energy
factors. The gross energy income contains some labor income and some capital income, and so does the
gross non-energy income. Vice verse, the gross capital income contains some energy income and some
non-energy income, and so does the gross labor income. Mathematically, under the assumption of Cobb-
Douglas production function specified by either the capital & labor pair or the energy & non-energy pair,

we can have the value-added relationship: Y = YK + YL = YE + YN ,where the gross income, Y, equals

to the gross capital income, YK , plus the gross labor income, YL, and it also equals to the gross energy

income, YE , plus the gross non-energy income, YE . If one prefers thinking that in (4.5), energy and non-

energy are the primary inputs, while capital and labor are the intermediate inputs, I would consider it
mathematically correct. Economically, we may think that we could strip the energy components from the
capital income, and the remaining would be the non-energy component. We could also strip the energy
component from the labor income and the remaining would be the non-energy component. Then the gross
energy income would be equal to the sum of the energy incomes stripped from both capital and labor
incomes. And the gross non-energy income would be equal to the non-energy incomes stripped from both
the capital and labor incomes. One of the drawbacks of (4.5) is that I am unable to quantify the non-energy
factor. Fortunately, for the purpose of this paper, the quantification of non-energy factor is not needed.

Nevertheless, we are able to quantify the non-energy income, which is simply Y, = Y - YE, where

Y and YE are observable and quantifiable.



no substitution between the two factors and the production is Leontieff,

Y = min(AEE, A,N).' 7

Given the functional form (4.5), we can obtain that

t= a-, Ai  '  (4.7)

Then the no arbitrage relationship of (4.4) becomes

Yit Mt - RS= .X,,I-7, (4.8).E . R i, t a A , A'it Utit

-1

Y,t /Eit X,S ' Rmt a°i AE it

SE j ii t J 1A ' , ic E[2, 1] (4.9)
Vi-,t /E, t X _,Rti, t ,i-lt AEi-1,t

4.2.2 Hypothesis

I hypothesize a constant elasticity of substitution between energy production factor and

non-energy production factors; i.e. null: 2, = 20, Vt e [1, T]. Notice that the no-arbitrage

relationship is valid regardless whether we reject or accept the hypothesis. But if we

should not reject the null, and determine the value of AO,, then we would be able to

explicitly determine the CES production function of (4.3).

4.3 Regression Models and Results

4.3.1 Setup

'7 Arrow, Cheney, Minhas and Solow (1961) have shown that linear, Cobb-Douglas, and Leontieff
production functions are all special cases of the CES production function.



For level, we have

Y M, 1 1 Rm
In " = In - In X, + - In i (4.

Eit R 1 - , 1 -t, at Ait '

For ratio or first difference in logarithmic sense, we have

11 I R"
Ai In = - Ai InXi, + A i In , iE [2,I] (4.

Eit - A t  I - al Ai '

As discussed in Section 2, In X,, In Y l/E,, , Ai In X,,, A In Y, /E,, are all are cross-

sectionally stationary.

4.3.2 Period-by-Period Regressions

4.3.2.1 Period-by-Period Level Regressions

Model:

In = b, (t) + b2 (t) (-In X,i) + eit, i E [1, 1] (4.
Eit

The null hypothesis for each time period: b2 (t) = (1 - 0)-'. Also the null for joint F-test

for all time periods: b2 (t) = (1-2)- ', Vt e [1,T].

Validity of the Model:

From Section 2, we have leaned that both LHS and RHS variables are stationary across i.

Also notice that I assume the RHS variable and the residual term are cross-sectionally

uncorrelated. Again, I employ Hausman test to test this assumption. I use the same

11)

12)

13)



instrument variable as defined in Section 3.3.3. Table 4.1 below lists the chi-square

statistics for five selected years. Because the test statistics are smaller than the critical

values for any given time, we cannot reject the null hypothesis that the RHS variable is

uncorrelated the error term in (4.13).

Table 4.1: Hausman test for (4.13)

Year 1980 1985 1990 1995 2000

Chi2-stat 0.0018 0.0072 0.0168 0.0853 0.0769
The 5% critical value of chi square with 1 degree of freedom is 3.84
Use average over time (excluding current time) of exchange rates as instrument

Results:

Figures 4.1 consist of four graphs, representing the actual and the fitted data of the

regressions (4.13) for the years of 1980, 1985, 1990 and 1995 respectively. Eyeballing

the graphs, I am tempting to hypothesize that b2 (t) = 1, Vt and hence A; = 0. If this is

true, then we would have a simple Cobb-Douglas production to work with.

Figure 4.2 displays the estimated coefficients and their 95% respective confidence

bounds as functions of time. The slopes are all statistically equal to 1, with high p-values

(not shown in the graphs) for all t. It is obvious that for all t, we cannot reject the null,

-7 1 T
where A2 = 0. Also based on the sample average across all year,2 b2 (t) = 1.0337

T=1
(0.0413), which is statistically not different from 1, implying that A0 = 0.0326 is

statistically not different from 0. Also R 2 = 0.9782.

The F-statistics for the joint tests of H0 : b2 (t) = (1- 2) - ', Vt e [1,T], where 20 = 0, is

0.7965 with the 5% critical value of 1.5769. So the p-value for the F-test is 0.73.

Therefore we cannot reject the null that H0 : b2(t) = (1- 20 )- ' 1, Vt E [1,T]; i.e. we

cannot reject that 0,o = 0.



Fig 4.1: Actual and fitted curves for different years for cross-sectional level regression (4.13):

In Y,,E7,- ' = b, (t) + b (t) (-In Xi,) + Ei,, i [1, I].
From left to right and then top to down: 1980, 1985, 1990, and 1995.

1980, b.Localt, LnY/E:I.-LnX tc2.14, b=-9.842(0.106)/1.023(0.035), R
2
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Fig 4.2: Estimated coefficients and their 95% confidence bounds as functions of t, for the cross-

sectional level regression (4.13): In Y1,E7,- ' = b, (t) + b, (t) (- In X,,) + 6,, i E [1, I],

H0 : b2 (t) (1- 0 )- ' = 1, Vt, where A0 = 0.

Left panel: b, (t) vs. t, right panel: b2 (t) vs. t
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4.3.2.2 Period-by-Period First Difference Regressions

Model:

Y
A, In = b,(t) b2(t) Ai(-ln X,) + E,, i [2,I] (4.14)

Eil

where A; is as defined in Section 2. The null for each time period:

b, (t) = 0, b, (t) = (1 - 2)-', and the null for joint F-test for all time periods:

b, (t)= 0, b, (t)= (1 - A0 ) - ', Vt E [1,T], where 20 = 0.

Validity of the Model:

From Section 2, we have leaned that both LHS and RHS variables are stationary across i.

Again I assume the RHS variable and the error term are cross-sectionally little

uncorrelated. Again, by way of Hausman test, we cannot reject that the RHS variable and

the residual term are cross-sectionally uncorrelated.

Results:

Figure 5.1 shows the actual and fitted data of the regressions (5.22) for all 16 countries.

Figure 4.4 displays the estimated coefficients and their 95% respective confidence

bounds as functions of countries. Below is a summary:

Figure 4.4 displays the estimated coefficients and their 95% respective confidence

bounds as functions of time. The intercepts are all statistically equal to 0, with high p-

vales (not shown in the graphs). The slopes are all statistically equal to 1, with high p-

values (not shown in the graphs) for all t. It is obvious that for all t, we cannot reject the

null, where 20 = 0. Also based on the sample average across all years, b2 = 1.0285

(0.0411), which is statistically not different from 1, implying that Ai = 0.0277 is

statistically not different from 0. Also not shown in the table, R 2 = 0.9797.



Additionally, the F-statistics for the joint tests of

H o : b1 (t) = 0, b, (t) = (1 - o) -', Vt e [1, T], where 2o = 0, is 0.3125 with the 5% critical

value of 1.4185. So the p-value equals 1.0000. Therefore, we cannot reject the null.



Fig 4.3: Actual and fitted curves for different years for cross-sectional first difference regression (4.14):

Ai on ,Ei, ' = b, (t)+ b2 t) Ai(- In X, ) + , icE [2, 1].
From left to right and then top to down: 1980, 1985, 1990, and 1995.
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Fig 4.4: Estimated coefficients and their 95% confidence bounds as functions of t, for the cross-sectional

first difference regression (4.14): A i In Y, E, - ' = b, (t)+ b2 (t) Ai (- In X,,) + e,, i E [2, I].
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4.3.3 Pooled Regressions

4.3.3.1 Pooled Level Regressions

Model:

In " = b, (t) + b2 (-In X,) + ,, i [1, I],t E [1, T]
Eit

The null: b2 = (1 -A ) -', where A0 = 0.

(4.15)

Results:

The results have b2 = 1.0333 (0.0086), which is statistically not different from 1, so

i, = 0.0322 is statistically not different from 0. We do not reject the null. Also, R 2
=

0.9978.

4.3.3.2 Pooled First Difference Regressions

Model:

Ai In " = bi + b2 Ai(- InX,) + .,, i E [2, I],t =e [I,T]
Ei

The null hypothesis: b, = 0, b2 = 1- 20 , where 20 = 0.

(4.16)

Results:

The results have b/ = 0.0182 (0.0265) and b2 = 1.0282 (0.0082), so Ao = 0.02743. The

F-test in this case rejects the null since F statistics of 6.1 is greater than the critical value



of 3.0. Though in this testing, 20 is statistically from 0, practically speaking, a value of

0.02743 is small enough so can still be considered close to 0. Also, R2= 0.9794.

4.3.4 Alternative Setup [Reader may skip Section 4.3.4 entirely]

An alternative setup is to swap RHS and LHS variables in (4.11)-(4.12), i.e. is to have the

exchange rate on LHS and the ratio of GDP to energy on the RHS. It turns out that this

alternative setup yields similar results: cannot reject the null and the p-values are high.

The p-values are only slightly smaller than those of the setup in (4.11)-(4.12).

4.4 Discussions

4.4.1 Cross-Sectional Production Function

Based on the regression results, we have high R2, and in most cases we do not reject the

null which assumes 2o = 0. In some cases, though we reject the null which assume

A2 = 0, )O is practically close to 0. In summary, Ao = 0.274-0.326; in all cases but one

(first difference, pooled regression), it is statistically 0. Given 2O from the tests above,

we have 6-^ = (1 - O)-' 1.03. So 6-^ = 1 statistically, or if not, practically.

Therefore using o-, = o-o = 1, Vt, the CES production function of (4.5) becomes a Cobb-

Douglas production function:

Yi, (AE tEi)a (ANE " ,iNi )I-a = A, Ei,f " Ni,'-a" (4.21)

where A,- AEi,a' ANJ, I-a,,.

4.4.2 Energy Income Share



For A, = Ao = 0, Vt or a, = co = 1, Vt, the marginal product of energy of (4.7) becomes

(4.22)Mi, = a,,

So the no-arbitrage relationship of (4.4) becomes

X t -- M -Mi, / Rim
ait

E,, R,

(4.23)

(4.24)

Recall (3.17) in Section 3, we have EPPP:

,/RPi, / Ri,

Further, in a competitive environment18, P, = k,M,,. Thus

RiM = XwiMit,it
PW1

Therefore, combing (4.23) -(4.25), we have, for a given t,

a,u
XU,,tY YU

X,, Y,, " Y,,

(4.25)

(4.26)

18 Recall that earlier in Section 4.2.1, I maintain that we do not require the assumption for competitive
market to test my hypothesis. However, in order to pin down the expression for the energy income share,

a,, ,we need the competitive market assumption.

--



Note that X,,, = 1 by definition.

P,,t E uNote in (4.25), if we can also let a u, - , then
YUt

P E,
a1, - it, Vi

(4.27)19

I then define the "income share of energy" of "energy income share" a,, as described by

(4.27).

4.5 Characteristics of Energy Income Share

4.5.1 The Uniformality of Energy Income Share

We are interested in the characteristics of the income share of energy defined by (4.27).

Does it behave similarly as the real energy exchange rate? Recall the logarithm of the real

energy exchange is randomly distributed across countries and is a mean-reversing

random process over time.

From cross-sectional regression's standpoint, a,, is the residual of the period-by-period

cross-sectional regression models (4.11)-(4.12) when null is true. So we can define the

energy income share of the "world" w as

Pir)i at = I i ,Vt (4.31)
wwt i=1 i=1 Yit

~9 Note we can also obtain (4.27) via the route that deals with the relationship of price and marginal product
of energy.



Also consequently define "the energy income share indexed to the world" as

S,, a and S;, = 1, Vt (4.32)

From time-series, we need to examine them more carefully. The question is: are af,

move along the similar trajectory over time for all i? To address this question, I apply

Fourier transform techniques to the time-series data to obtain its spectrum in the

frequency domain. If the spectra are the same across all countries, then we may conclude

that indeed there is a shared time-dependent function embedded in af, for all countries,

so we should feel comfortable about the assertions of (4.31) and (4.32).

Figure 4.5 shows such a spectrum density for all 16 countries, which I obtain using

Fourier analysis on the detrended af,. Notice that all 16 countries seem to have similar

shape of the spectrum and their two main lobes are located in similar ranges. All

countries seem to follow the similar trajectory along time. Table 4.2 lists the periods,

inverse of the frequencies that correspond to the two main lobes that have the highest

spectrum density in the frequency domain. They are indeed within similar ranges.

Further, for each i, I regress the a, on the common RHS variables: year index and the

two periods of 17.4251 year and 8.0062 years, which are Constant, t, sin(2r t/rl),

cos(27c t / ri), sin(2x t / T 2 ), and cos(2; t / r 2 ) . Figure 4.6 displays the actual data and

the fitted curve for all countries. The R 2 ranges from 0.88 to 0.99; average over countries

is 0.9567. This gives an additional justification that economically, (4.31) and (4.32) are a

valid representation for the "world."

It is interesting to notice that in Figure 4.6, the income share of energy, a,, declines

along time for all the countries. I will come back to discuss this phenomenon later in

Section 6.



Fig 4.5: Spectral density in the frequency domain for the demeaned, detrended logarithm of energy

income share, In ai,, for all 16 countries. First from left to right, then from top to down are CA, US,
AT, BE, Fl, FR, IT, NL, NO, SW, SZ, UK, AU, JA, KS, and NZ.

·r nlrmr~.cr *·nr al:ru··, nrr,~u1'11

I I

I \j

;i

•I : ]

,]' ix

Table 4.2: Periods corresponding to the two lobes with highest spectral density
Country taul (year) tau2 (year)

CA 17.96 6.74
US 19.69 9.06
AT 17.66 8.13
BE 16.52 7.94
FI 18.29 8.33
FR 18.96 8.39
IT 18.29 8.33
NL 16.52 7.94
NO 15.52 7.94
SW 16.52 8.19
SZ 17.96 7.94
UK 13.47 8.83
AU 16.52 7.42
JA 18.96 8.39
KS 18.62 6.61
NZ 17.36 7.94

Avg 17.43 8.01

,."· *mlll nr~~rl.,`·~r·lr :i·,nulln

· ·

··

,: i
i\

· III an in · I·I rrl *II

~,,· ·r~n·rnrc~ll··sn·r :u··lnn~l

J

~~~~. ·ulrll·nr~rar Il·rrn :u··rr·r·i,~11

d
i L

i
''i .·i

·. ~ ........ ~. ..

II~~~· ·rull·nvr~u·~y·yl :I.··*'·I·11·I*

i

i I:

i!
i?

-~~~ ~. ~.~ ~~.~ ~.~ ..

··II ·nl-r·l· nr~~u ····rl !I. Irm·*rl,

r' i

....... .. ' ....

..ll· ·U*arl·nmr~~.uLI··rnul :r··,ru'rm
n
I ~
; i

·. ' ..........

.. ' .... ,......,

II.ll· ·u~ll·nnrrrl·~rnrI··,U·Ur·NI
"
i i

I

·ul-n·l·n m~~ n.*'·~·r.;u'·ln~l~l ~m
· ·: '".. r.ii

· ·

i , ,.·
.i. ,....,,.,,..

·rlrll·ov*.lr··rn·;· :·l·~*rmrrrr·- II

i

i '

nl 111 ~1*1 nl *n

~~~~· -rl-allnvrr, u, · ·· · ,II· :Il·rlr~rr·u

;i ii

j

..I I 1' ii

ii \·--·
.... .. ' ....

~:~~· ··*1I~I·lll~i·l ·LU··IY·III i·U··IYli-lll·l·l

i i
·. ' ..........



Fig 4.6: Actual and fitted curves for all 16 countries for time-series regressions:
In ai, = b , +b 2,i -t+ b3, sin(2n1t / - ) + b4,i cos(2nt / T, ) + bs, sin(2nt / -2 ) + b6, cos(2nt / 2 ) + c,,, Vt e [1, T],

where T = 17.43, t 2 = 8.01 years. From left to right and then top to down: CA, US, AT, BE, FI, FR, IT, NL,
NO, SW, SZ, UK, AU, JA, KS, and NZ.
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4.5.2 Energy Income Share Indexed to the World

Now what about Si, ? Like R,i, S,, too is a cross-sectional notion. But does S,, behave

like R,, ? One may ask: are we able to push our EPPP tests further to have some time-

series meaning? Or, for any given i, is Si, = 1, Vt e [1, T] ?

Following what have done in Section 3.5, I have the following regression model: 20 for

any given i,

A, In S,, = b, (i) + i,, t E [2, T] (4.41)

We are interested in the null: b, (i) = 0, Vi e [1, I].

The left panel of Figure 4.7 shows the estimated coefficients and their 95% confidence

bounds as functions of time for the regression specification of (4.41). We do not reject

the null for all countries at the 5% level except for Canada, for which we do not reject the

null at the 3% level, meaning that intertemporally A, In S, = 0 or S,, Si for all i.

Therefore, in conclusion, although S,, do change over time, S,, are persistent for almost

all 16 countries, at least for the period of 1980-2001. To approximate, I would consider

that for a short horizon (a few years or so), S,, only depends on i not t. I.e.,

S, = Si, Vi E [1,I], Vt E [1,T], and (4.42)

And consequently,

ai, = aw,Si, Vi e [1,I], Vt e [1, T] (4.43)

20 Keep in mind that from Section 2 we have learned that S,, is an intertemporal 1(1) process.



It is easy to verify that Si, obey both of the following properties, one for cross section,

and the other for time series:

Si;, = 1, Vte [1, T] (4.44)

and

T T

St = Si, Vi C [1,I ]  (4.45)

The right panel of Figure 4.7 displays Si, Vi. Note that Si are quite dispersive, from

0.5341 for Switzerland to 1.8181 for Canada.

Given (4.44), we may tend to think that at any give time, In S,, is randomly distributed

across countries with mean zero. Also given (4.45), we may try that for any given

economy, In S, is a random process with mean reverting around In Si . Figure 4.8

demonstrates such properties by showing In S, both cross-sectional and cross-time

dimensions. As we can see from the graphs, In S,, seems somewhat persistent over time.

Now we can compare the real energy exchange, Ri,, and the world-indexed income share

of energy, S,i. Below are the comparisons.

From economic no-arbitrage argument and regression results, we have

I

Given t, Rt = 1 (4.51)



Given t, S,, = 1
i=l

So cannot reject:

Given t,, R,= 1, Vi E [1, I]

Given t, Si, = 1, Vi E [1, I]

From time-series testing, cannot reject:

Given i, R,, = Ri,Vt e [1, T], where R1

0.8364 < R, < 1.1538

Given i, S,i = S ,Vt E [1, T], where S, I[ Si, t

0.5341< S, < 1.8181

So we can conclude:

R,, = Ri, Vi E [1, I], Vt E [1, T], and R, 1, Vi e [1, I]

S, = S, Vi E [1, I], Vt e [1, T], and S i z , 3i

(4.52)

(4.53)

(4.54)

- R it # 1, 3i (4.55)

(4.56)

S1,3i (4.57)

(4.58)

(4.59)

(4.60)



Fig 4.7:

Left panel: Estimated coefficients, b, (i), and their 95% confidence bounds as functions of i, for

the time-series regression (4.41): At In S, = b, (i) + e,, t E [2,T], H o : b, (i) = 0, Vi.

Right panel: Country-dependent constant energy income share indexed to the world Si vs. i

1980-2001 b.Localt, dLnS:l, bl, a•g=0(0.01038)
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Fig 4.8: Display of the two-dimensional logarithm of energy income share indexed to the world: In S,.

Left panel: In Si, vs. i

Right panel: In S,, vs. t
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4.5.3 Cross-Sectional Correlations and Half Life Calculations [Reader may go

directly to Table 4.5 of Section 4.5.3 and skip the rest of the section]

Let us apply the recipe I develop in Section 3.5 to S,, here.

Step 1: Test PPP. If it holds, calculate the real exchange rate.

* We really cannot claim that there exist a so-called "energy income share parity,"

because Si, the country-dependent constant of energy income share index to the

word, does not equal to 1 for all countries. However, loosely speaking, because

SSi, = 1, Vt e [1, T] holds, I still consider there exist some sort of parity, even if
i=1

not as convincing as that for the real energy exchange rate. For convenient

reference, I call the "parity" associated with the energy income share, "Quasi-

Parity of Energy Income Share."

Step 2: Use the Fourier transfer technique to identify the most important cross-sectional

correlation components for each country.

* Figure 4.9 consists of 16 graphs, one for each country. Each graph is a spectral

density of demeaned, detrended In Si,. Table 4.2 lists r, and r2 , periods

corresponding to the two lobes that I choose from Figure 4.9, for each country.

The averages are T, = 17.08 years, and Y2 = 9.74 years.

Step 3: Take away the shared cross-sectional correlation components, including mean and

trend.

* We will retain the residuals from the following regressions.

In Sit = b,,i + b2,i t + b3,i sin(2nt / ,) + b4,i cos(2t / ) (4.61)
(4.61)+ b ,i sin(2,tt/ z2)+ b6,i cos(2nt / 2) + i,, Vt e [1, T]

* Figure 4.10 consists of graphs representing the actual and the fitted data of the

regressions (4.61) for all countries.



Step 4: Ensure the "parity" still holds after removal of cross-sectionally correlated

components.

* We need to check the following holds.

Ibk, = 0, Vk e [1,6] (4.62)
i=1

* Table 4.3 shows that (4.62) holds. So we can be sure that the parity holds for both

the removed components and the residual components.

Step 5: Calculate the half life on the residual components for each country.

* Let ri, - InRi, - InR ,, and A,ri, = piri,_ + E,, then the half life, if pi < 0:

Vi - In(1/ 2)/pi (4.63)

* Table 4.4 list the half lives of each country considering three different scenarios

for the cross-sectional correlation components. The average half life is as low as

8.7 months (Case 3).



Fig 4.9: Spectral density in the frequency domain for the demeaned, detrended In Sj,, for all 16

countries. First from left to right, then from top to down are CA, US, AT, BE, FI, FR, IT, NL, NO,
SW, SZ, UK, AU, JA, KS, and NZ.
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Table 4.3: The periods corresponding to
Country taul

CA 20.08
US NA
AT NA
BE 17.07
FI 14.84
FR NA
IT NA

NL NA
NO 20.08
SW 18.29
SZ 20.48
UK NA
AU 19.32
JA 20.08
KS 19.32
NZ 18.29

Avg 17.08

the two lobes I choose from Fig. 4.9

tau2

9.23
10.89
12.49
7.76
5.92
13.30
10.45
8.98
NA
8.39
5.00
9.94
8.75
9.23
6.24
NA

9.74

ul

nit

·(

111

i

B



Fig 4.10: Actual and fitted curves for all 16 countries for time-series regressions of (4.61):

In S,, = b,., + b2,i * t + b3,i sin(2nt / , ) + b4,i cos(2nt / I• ) + b5, sin(2nt / 2 ) + b6,i cos(2nt / 2) + E,, Vt E [1, T],

where F, = 17.08, - 2 = 9.74 year. From left to right and then top to down: CA, US, AT, BE, FI, FR, IT, NL,
NO. SW. SZ. UK. AU. JA. KS. and NZ.
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Table 4.4: The estimated coefficients of (4.61)

Country bl b2 b3 b4 b5 b6

CA 0.444 0.015 -0.064 -0.051 -0.025 -0.030
US 0.329 -0.017 -0.015 0.021 0.034 0.017
AT -0.019 -0.012 0.029 -0.002 -0.027 0.018
BE 0.143 0.000 0.065 -0.011 0.010 -0.019
FI 0.014 0.001 -0.019 0.122 0.022 -0.011
FR -0.202 0.001 0.020 -0.016 -0.015 -0.001
IT -0.489 0.008 -0.004 0.013 0.022 -0.017
NL -0.024 0.004 0.016 -0.010 -0.004 -0.028
NO 0.277 0.010 -0.154 -0.017 -0.054 0.012
SW -0.154 0.009 -0.049 -0.012 -0.004 -0.003
SZ -0.584 -0.005 0.049 0.021 0.011 0.019
UK -0.185 -0.007 -0.010 0.005 -0.016 -0.008
AU 0.004 0.016 -0.057 -0.070 -0.022 -0.028
JA -0.445 -0.015 0.045 0.028 0.011 0.020
KS 0.464 -0.014 0.222 0.016 0.051 0.050

NZ 0.427 0.007 -0.075 -0.038 0.005 0.010

Sum 0.000 0.000 0.000 0.000 0.000 0.000
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Table 4.5: Half life of the real energy exchange rate after removing the cross-sectional correlations.
Case 1: Cross-sectional correlations are mean and trend
Case 2: Cross-sectional correlations are mean, trend, and taul components
Case 3: Cross-sectional correlations are mean, trend, taul and tau2 components

Half Life (year) Half Life (month)

Country Case 1 Case 2 Case 3 Case 3

US 1.66 1.63 1.11 13.4
AT 1.26 0.97 0.63 7.5
BE 1.86 0.91 0.87 10.5
FI 2.64 1.00 0.89 10.7
FR 1.47 0.89 0.72 8.6
IT 1.60 1.30 0.78 9.4
NL 0.88 0.84 0.57 6.8
NO 5.27 1.09 0.83 10.0
SW 3.56 0.52 0.47 5.6
SZ 1.62 0.72 0.64 7.6
UK 0.97 0.87 0.61 7.3
AU 3.76 1.22 0.59 7.1
JA 2.19 0.74 0.50 6.1
KS 8.16 1.49 1.19 14.2
NZ 4.36 0.57 0.52 6.3

Avg 2.58 0.92 0.68 8.2
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4.6 Summary

Using the results from Section 3 that energy is a representative cross-sectional good, I use

a no-arbitrage argument to link the exchange rate with the marginal product of energy.

Then I obtain an explicit functional form for the cross-sectional production function--a

Cobb-Douglas form with separate factor augmenting productivity for both the energy and

non-energy factors and with the exponent being the energy income share and non-energy

income share respectively.

I find that the energy income share consists of two components, one is shared by all

countries, and the other is a country-specific component. The country-specific component

seems to behave like the real energy exchange rate in that it is randomly distributed

across countries at any given time, and is a mean-reversing random process over time for

any given country. I call this phenomenon the "quasi-parity" of the energy income share.

I also find that the country-specific component seems to be quite persistent over time, and

is statistically equal to a constant over time. That constant is country-specific and does

not necessarily equal to unity. For most countries, the half life for the country-specific

component of the energy income share is lesser than a year.
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5 Preference Function and Intertemporal Production Function

5.1 Background

In addition to the substitutionality between energy and other factors that I discuss in

Section 4, researchers are interested in the causal relationship between energy and

economic growth. For instance, Jorgenson (1984) finds that the decline of the real prices

of both electricity and non-electricity energy contributes to the overall productivity

growth from 1920 too 1955. Researchers also use statistical techniques for time-series

data to study the Granger-causality and/or test cointegration between energy consumption

and economic growth. However, as Liddle (2004) points out, there are no clear stories

emerged. Some studies produce contradictory results using different time periods for the

same country. 2 1 Other multi-country studies find full-spectrum of results, including

causality from energy to growth, causality from growth to energy, no causality, bi-

causality, cointegration, and no cointegration, etc. 22

In this section, I will take a different approach from the previous literatures. Instead of

focusing on analyzing the cointegration and causality relationships between energy and

GDP, I will start with economic models and test the models directly. My models will

represent equilibrium relationships and will be in reduced forms.

In Sections 3-4, I have shown that energy as a cross-sectional representative good that

energy prices equalize the exchange rate differentials, or vice verse, and that the marginal

products of energy (also the marginal values of energy in a risk-neutral market) equalize

the exchange rate differentials, or vice verse. Consequently, the former gives rise to the

21 For example, for the case of the US, Kraft and Kraft (1978) find Granger causality running from GDP to
energy consumption for the period of 1947-1974. Later, Yu and Hwang (1984) find no causality for the
period of 1947-1979. Stern (2000) finds that causality goes from energy consumption to GDP using a
multivariate approach including capital and labor.
22 For example, using a multivariate analysis including the consumer price index, Masih and Masih (1996)
find neither cointegration nor causality for both Singapore and South Korea, cointegration for India and
causality from energy to GDP, cointegration for Indonesia but causality from GDP to energy. The same
authors, Masih and Masih (1997), find cointegration and bi-directional causality for Taiwan. Also for
Taiwan, Cheng and Lai (1997) find no cointegration and the causality going from GDP to energy.
However for Taiwan, Chang, Fang and Wen (2001) find causality direction going from energy to GDP.
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EPPP, and the latter allow us to obtain an explicit cross-sectional production. Logically

we would ask whether we are able to do the same for time-series. I.e., can energy be also

an intertemporal representative good, so the marginal values of energy equalize the GDP

deflator differentials, or vice verse? And then are we able to obtain an explicit preference

function? An explicit intertemporal production function?

5.2 Theory

5.2.1 Assumptions and Setup

For a given country i, let Qi, be inverse of the GDP deflator normalized at base year b.

So Qib = 1. One may interpret Q1, as the nominal value of the country i's output at t in

terms of its output at b; i.e. is the inverse of cumulated, combined effect of inflations plus

productivity changes up to year t with the reference being the base year b. Let Mi, be the

nominal marginal product of energy. Denote marginal utility Ui, (-). So then Mi,U,i (.)

stands for the nominal marginal value of energy. Then, the following relationship should

hold if energy is a representative/common good across time23:

Q, Mt Ui () = Q, M,iU, (), Vt,s e [1,T] (5.1)

23 Eq. (5.1) is based on the dynamic optimization argument, or analogous to the cross-sectional no
arbitrage, the marginal utility-adjusted intertemporal "no arbitrage" argument. In the standard consumption-
based asset pricing model (Cochrane 2001), a consumer maximizes his present expected utility subject to a
dynamic budget constraint in each period. The first order condition (FOC) is:

PtU, (c,) = E, [uI+, (C,+,)P,+ ], where p,, c,, u, denote asset price, consumption, and marginal utility

at time t, respectively, and E, stands for the conditional expectation at time t. By the law of iterative

expectation, we can replace t + 1 in the FOC with any s, Vs 2 t + 1. I argue that if p, is the price of an

intertemporal representative good, then we can remove the conditional expectation in (FOC), and (FOC)

will become (FOC'): p,u, (c,) = us (c, )p, Vt, s . Economically, the marginal utility-weighted real price

of the representative good shall be the same across time. If the utility is risk-neutral, then (FOC') will
represent the intertemporal no arbitrage for the intertemporal representative good. This equation of (FOC')

represents the same relationship as does (5.1) if we can consider (a) that p,, which is the real price of the

representative good, is proportionally to Q,Mr , which shall be the real marginal product of the

representative good, and (b) that U, is the same as U,.
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Or taking s = b,

MbUb( , Vt [1,T]. (5.2)
M, iU, (.)

One may find that (5.1)-(5.2) are analogous to (4.1) and (4.6).

Suppose that for a given country i, the inter-temporal production functions takes the

following two-factor constant elasticity of substitution (CES) form,

Y= = [P, (BE,,E,i + (1- l )(BN,,N,,) i--, (5.3)

where i is the country index, t is the time index, Yi, is the nominal GDP in national

currency for country i at time t, E,t is the real energy consumption, N,, is the real non-

energy employed, BE., is the energy factor augmenting technology, BN,, is the non-

energy factor augmenting technology, fli, e (0,1) is a distribution parameter which

determines the relative importance of the two factors of energy and non-energy, and

ei E (0, oo) is the elasticity of substitution between the two factors.

Again let

•i- i  - (5.4)

Notice that 2A e (-oo,1). When oa = oo or 2i = 1, the two factors are perfect substitutes,

and the production is linear, Y = /AEE + (1 - f)AN. When ri = 1 or 2, = 0, the

production is Cobb-Douglas, Y = (AEE) (ANN)' - . When a, = 0 or 2, = -oo, there is
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no substitution between the two factors and the production is Leontieff,

Y = min(AEE, A, N).

From the functional form (5.3), one can obtain that

Mi D-y - - Pi , BitB '
.Ei, ) (5.5)

Further assume that the representative agent for a given country i takes the form of

constant relative risk aversion (CRRA) in the ratio of income to energy expenditure,

namely,

U1, (9) = I i,-  (5.6)
1- O( PiE,, )

where O, is the coefficient of the CRRA utility function and ,it denote the "subjective"

discount factor. Note that Y/PE equals Y*/P*E, which I use as a proxy for the after-

energy real consumption C* = Y* - P*E. The reason is to simplify the algebra. From

(5.6), we have the marginal utility,

U = (i) iit i,, (5.7)

Combing (5.2), (5.5) and (5.7), obtain

(5.8)

Recall that P -Qit , .
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If 2i = 0, Vi E [1, I], i.e. the production takes the Cobb-Douglas form, then (5.8) becomes

Yit (P)-(itit ) - lOi(MiU' ()) 1  (5.9)
Pt E,

If the preference is risk neutral, i.e. Oi = 0, Vi e [1, I], then (5.8) would become

Y -• -1 1

S= Q,= ,_, tf itBt,  MiblA (5.10)
Ei

Note that (5.10) is analogous to (4.8), with Qi, to X,,, Mib to M.,, and 6,318, to ai,.

If the production function is Cobb-Douglas and the preference is risk neutral, then (5.8)

becomes

i' == Qi'(it,, A)-' Mi b  (5.11)
Eit

5.2.2 Hypothesis

I hypothesize a constant elasticity of substitution between energy production factor and

non-energy production factors; i.e. null: 2i = 2o, Vi e [1,I]. I also hypothesize a constant

CRRA coefficient for the preference function; i.e. null: i9 = 0o , Vi e [1,I]. Notice that the

optimization relationship (5.1) is valid regardless whether we reject both of the

hypotheses. But if we should not reject the null, and determine what 20 and 00 are, then

we would be able to explicitly determine the CES production function (5.3) and the

preference function (5.6).
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5.3 Regression Models and Results

5.3.1 Setup

Although in Section 2, I have shown that most variables are I(1) time-series processes, I

still have the regression models built for levels. The reason is simply for reference only--I

will use the results from level regressions to compare those from first difference. I will

consider only the results from the first difference regressions valid.

Below is the model for the level regressions:

E 11
=_ (Pii /Pi )IA (PitBib ) (•it•itBit "' (MibVib('Pii Y , t4([1,T]Eit

(5.21)

And the model for the first difference regressions is:

-(-I 1-0 I

Yr+1 /E, 1  J+ )b - '0t +1 /Tib - it+ i,t+1  i,t+1  ; 1-0,-A,
tE [1, T -l]Yi, /E /; P b 6it itBit ,T-

(5.22)

As shown in Section 2, the first differences for all the variables are I(0) processes in

time, and therefore are stationary.

5.3.2 Country-by-Country Regressions

5.3.2.1 Country-by-Country Level Regressions (FOR REFERENCE ONLY)

[Reader may skip Section 5.3.2.1 entirely]

Model:
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For a given i,

In =b(i)+b(i) +b(i) In +b(i)t+L t[1,T] (5.23)

The null hypothesis: Kb (i) = b2,0 , Vi e [1,1] and bL (i) = b3,0, Vi e [1, I]

Results:

Figure 5.1 shows the actual and fitted data of the regressions (5.22) for all 16 countries.

Figure 5.2 displays the estimated coefficients and their 95% respective confidence

bounds as functions of countries. Below is a summary:

* The null: b2,o = -1, i.e. 00 + 0 = 0.

o Reject six countries: IT, NO, SW, JA, KS, NZ

* The null: b3,0 =-1, 20 = 0.

o Reject six countries: FR, IT, NO, AU, KS, NZ

* The null b2,0 = -1 and b3, 0 = 1, i.e. 00 = A0 = 0.

o Reject seven countries: IT, NL, NO, SW, JA, KS, NZ

* Based on the sample average across all countries,

o b2 •b 2 (i) =-0.9035 (0.1876), b3 = 0.9753 (0.2125), implying that

00 = -0.0794, 2O = -0.0274, and hence 6 ô = 0.9733.

o b4 = 0.0120 (0.0061).

o R2 = 0.9797

* Jointly F- test for b, (i)= b2,0 = -1, Vi and b3 (i)= b3,o = 1 , i.e. i9 =00 =0, Vi

and 2i = 2o = 0, Vi

o Reject the null, because the F-statistics of 3.5 is greater than the critical

value of 1.5.
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Fig 5.1: (For Reference Only) Actual and fitted curves for all 16 countries for time-series level
regressions (5.23):

In ')= (i) (i) IPP )+ (i) ln(Pi, PJ ' )+ b (i). t +,s, t [1, T]
From left to right and then top to down: CA, US, AT, BE, Fl, FR, IT, NL, NO, SW, SZ, UK, AU,

JA, KS, and NZ. Horizontal axis is - In P* + In P.
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Fig 5.2: (For Reference Only) Estimated coefficients and their 95% confidence bounds as
functions of i, for the time-series level regression (5.23):

In(•,E, - )= b (i) + b (i) n(P ' )+ b (i) In(P •,' )+ b 4(i) . t + ,i, t e [1,T]

H o :b (i)= -(1- 90 - o)-' =-1, b (i)=(1-00 XI 0- 2 ' ) = 1,Vi, where

90 = 2 = 0.

Upper left panel: LL (i) vs. i

Upper right panel: b (i) vs. i

Lower left panel: 4L (i) vs. i

Upper right panel: L (i) vs. i
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5.3.2.2 Country-by-Country First Difference Regressions

Model:

For a given i,

bFD (i) + b FD(i) A, In + b3D (i)A in )+ ,FD t e[2, T]

where A, is an operator defined in Section 2.

Note:

-1b
b m (i) = 1- 0i - A, '

b FD (i)0 =1+ 3 Ai = (1
2 bFD (i)'

1-0i
b3FD (i) = 1- 0, - A

1
I i

b FD (i)

The null hypothesis: bFD (i) = b2 0 , Vi e [1, I] and bFD (i) = b3,o, Vi [1, I].

Validity of the Model:

In setting up (5.24), I assume the RHS variables and the error term are intertemporally

uncorrelated. To test this assumption, again I employ the Hausman specification test.

The instrument I choose for In Pi, is IV, = 1 InP,,,2 + In PKs,, ), Vi,i JA,KS,

IVA,,, = InPKS,,t and IVKs,, = In PA,,. Similarly, the instrument for In P

islVi, = (In P),, + In Ps,,,
2

Vi, i JA,KS, IV,,, = In Ps,,, and IVAs,, = In P,,. Why I

single out JA and KS? I find that in terms of A, In(JP//Pi, ), either JA or KS is least

intertemporally correlated with the remaining countries; for some countries, JA is less

correlated than KS; for the others, KS is less correlated than JA. So for a given country,
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should the RHS variables are corrected with the error term in (5.24), the instruments

should provide better estimators than the RHS variables in (5.24).

Table 5.1 below lists the chi-square statistics for five selected years for the Hausman test

using the above instrument variable. Because the test statistics are smaller than the

critical values for all countries, we cannot reject the null hypothesis that the RHS

variables are uncorrelated with the error term in (5.24).

Table 5.1: Hausman test for (5.24)

Country CA US AT BE Fl FR IT NL NO SW SZ UK AU JA KS NZ

Chi2-stat 0.09 4.48 1.47 2.77 1.99 0.00 2.13 0.13 0.11 0.43 0.01 0.79 4.05 3.64 0.45 2.50
The 5% critical value of chi square with 2 degrees of freedom is 5.99
Use average over JA and KS of real prices as the instrument for the real prices for all countries except JA and KS
Use average over JA and KS of nominal prices as the instrument for the nominal prices for all countries except JA and KS
Use JA's real/nominal prices for the real/nominal prices for KS
Use KS's real/nominal prices for the real/nominal prices for JA

Results:

Figure 5.3 shows the actual and fitted data of the regressions (5.24) for all 16 countries.

Figure 5.4 displays the estimated coefficients and their 95% respective confidence

bounds as functions of countries. Below is a summary

* The null: b2,o = -1, i.e. 00 + Ao = 0.

o Reject only one country (AU) at the 5% level

o However, reject none at the 2.5% level

* The null: b3,0 = 1, A.0 = 0.

o Reject only one country (AU) at the 5% level

o However, reject none at the 4% level

* The null b2, 0 = -1 and b3, 0 =l, i.e. 00 = AO = 0 .

o Reject none at the 5% level

* Based on the sample average across all countries,
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o -b2 (i) =-0.8654 (0.3005), and b3 = 0.9456 (0.2820), implying
It=1

that 90 =-0.0928, O = -0.0628, and hence d o = 0.9409.

o b~ = 0.0125 (0.0063).

o R2 = 0.4749

* Jointly F- test for b, (i) = b2, 0 = -1, Vi and b3 (i) = b3,0 = 1, Vi, i.e. O9 = 00 = 0, Vi

and 2 i = 2, = 0, Vi

o Cannot reject the null. F-statistics of 1.3560 is less than the critical value

of 1.4840; p-value is 0.1019.

* Jointly F- test for b2 (i) = b2,0 = -0.8228, Vi and b3 (i) = b3, 0 = 0.9054, Vi, i.e.

9, = 00 = -0.1004, Vi and Ai = A0 = -0.1150, Vi

o Cannot reject the null. F-statistics of 0.9365 is less than the critical value

of 1.4840; p-value equal 0.5697

Conclusion

We cannot reject the null in almost all tests.
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Fig 5.3: Actual and fitted curves for all 16 countries for time-series first difference regressions (5.24):
A,ln(Y IE ,-')= bFD(i) bFD+ b iA ln(P•.' + bFD (A t  t b-) Dte [2, T]

From left to right and then top to down: CA, US, AT, BE, FI, FR, IT, NL, NO, SW, SZ, UK, AU, JA,
KS, and NZ. Horizontal axis is A, (- In P + In P).
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Fig 5.4: Estimated coefficients and their 95% confidence bounds as functions of i, for the
level time-series regression (5.24):

A, ln(YE, - )= b (i)+ b F(i) At In(P, p )+ b3  (i)A, n(PPb- 1 ,)+ D t [2, T]

Ho :bFD(i) = (1- oo )-' =-1,b FD(i)=(1-6oXl-o0 - or)' =1,Vi, where

o = o=0.

Upper left panel: b2FD (i) vs. i

Upper right panel: bFD (i) vs. i

Lower left panel: 1FD (i) vs. i
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5.3.3 Pooled Regressions

5.3.3.1 Pooled First Difference Regressions

Model:

For a given i,

Aln =1L bD(i) + bFA, + bFDA, n it +
D, i [1,I],t e [1,T - 1]

(5.28)

The null hypothesis: b2FD = b2, and bFD = b3 ,0

Results:

* Jointly F- test for b2 = -1 and b3 = 1, i.e. 00 = 0 and Ao = 0

o Reject the null. F-statistics of 6.7126 is greater than the critical value of

3.0241; p-value equal 0.0014.

o The point estimate: b2 = -0.8228 (0.0599), so b3 = 0.9054 (0.0556),

implying 00 = -0.1004, A0 = -0.1150, and hence o0 = 0.8969.

o Notice that since b3 is statistically not different from 0, so A0 is

statistically not different from 0, and hence o. is statistically not different

from 1. Also notice that since bL is statistically different from 0, so

00 + -O is statistically different from 0.
"-Z

o The average of estimates: b, = 0.0149 (0.0144).

o R2=0.7819.

* Jointly F- test for b2 = -0.8228 and b3 = 0.9054, i.e. 80 = -0.1004 and

A2 = -0. 1150

o Cannot the null. F-statistics is almost equal to 0 and is much smaller than

the critical value of 3.0241; the p-value equals 1.0000.
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5.3.4 Alternative Setups [Reader may skip Section 5.3.4 entirely]

There are alternatives setups to (5.24) for country-by-country regressions and to (5.28)

for pooled regressions. For example, we can choose for the LHS variable from one of

A ln(Y/E), A ln(Y*/E), or A ln(Y/PE), and can choose for the RHS variables from any

pairs of A In P*, A In P, or A In Q. The results for the hypothesis tests for these setups

are the same as those obtained from the setup of (5.24) and (5.28). We do not reject the

null for most tests.

5.4 Discussions

5.4.1 Level vs. First Difference [Reader may skip Section 5.4.1 entirely]

As discussed earlier, we cannot rely on the results obtained from level regressions for

statistical inferences, because levels of the interested variables are I(1) processes. So we

have to use the results from the first difference regressions. However, it is my wish that

the results from level regressions, despite being invalid, would still be close to the valid

ones from first difference regressions. If this would be the case, then it might add more

validity to our economic theory spelled out in Section 5.2.

Comparing Sections 5.3.2.1 and 5.3.2.2, we can find that country-by-country level

regressions tend to reject the null more countries than the country-by-country first

difference regressions. Beside this difference, they seem to behave quite similar in terms

of averages of the estimates as Table 5.2 shows. This may further justify our model

specifications.
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Table 5.2: Comparisons of the results from the level and the first difference regressions

Average across 16 countries Level First difference

b2 -0.9035 (0.1876) -0.8654 (0.3005)
b3 0.9753 (0.2125) 0.9456 (0.2820)

b4, bl 0.0120 (0.0061) 0.0125 (0.0063)
theta -0.0794 -0.0928

lambda -0.0274 -0.0628
sigma 0.9733 0.9409

5.4.2 Preference Function

To determine the preference function, I will focus on 00 in this subsection. For country-

by-country first difference regression, the joint F-test does not reject the null that

b2,0 = -1 and b3,0 = 1, i.e. 00 = Ao = 0 for all 16 countries. The average of the estimates

for 90 is 00 = -0.0928. In the pooled first difference regression, the null is rejected. The

point estimate for 00 is •0 = -0.1004, which practically speaking is close to 0 as far as

CRRA coefficient is concerned.

Therefore we may conclude that the CRRA coefficient for the utility function, 0o , is

either statistically 0, or if not, practically 0. Hence the preference function is risk neutral

with respect to its argument, Y1, /P,E,, the proxy for real consumption.

So we obtain an explicit utility function,

U(·) - i 6,-, (5.31)

and its marginal utility

U'(-) r 65, (5.32)
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Recall that i6, is the "subjective" discount factor. I will discuss it in details later in this

paper.

5.4.3 Intertemporal Production Function

To determine the production function, I will focus on 2o in this subsection. For country-

by-country first difference regressions, the t-test does not reject the null b3,0 = 1, i.e.

210 = 0 for all countries except AU at the 5% level and does not reject AU at the 3%

level. The joint F-test accept the null that b2,0 = -1 and b3,0 = 1, i.e. 00 = o = 0 for all

16 countries. The average of the estimates is AO = -0.0628. In the pooled regression in

Section 5.3.3.2, the null is rejected. The point estimate for 20 is A0 =-0.1250, and hence

6o = 0.8969, which for practical and simplifying purpose, I consider close to 1.

Therefore, the elasticity of substitution, oo, is either statistically equal to 1, or for

practical and simplifying purpose, equal to 1.

So then the production function of (5.3) becomes that of Cobb-Douglas

Yi BE itE, ) (Bv,i, N,, it)-aB, = B,, E,, Ni,,- (5.33)

where Bi, = BE,it BN,it

5.4.4 Energy Income Share and the "Subjective" Discount Factor

With Ao = 0, the marginal product of energy (5.5) becomes
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M it -/,
Eit

And the optimality condition (5.2) gives rise to:

Yi
(b ib ih b

Eib
E,

E
i,,P,, Eit

M ib Uib ()
Qit 

U, ()M,U;,(.)

Since by definition for 1,< in this paper, we have

P* p*

pit Pi , '

Note that Piqb i- Q b =b since Qb =1.

So combing (5.35) and (5.36), we obtain that for a given i,

dl, kL,

- tl
it

Eib

Qib ib

Pit Eit

P-' Y•p*-I' P
P ib Eibib

Further, given (4.27), then (5.37) becomes

-= . , Vt
ibib -b ib

I will come back to this representation in Section 6.
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5.5 Summary

Setting up energy as an intertemporal representative good, whose marginal values are

equalized across all time periods, I find that the intertemporal production is Cobb-

Douglas, with separate factor augmenting productivity for both the energy and non-

energy factors and with the exponent being the energy income share and non-energy

income share respectively. I also find that a country's utility function is risk neutral and

proportional to the inverse of the energy income share.
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6 Energy as a Unified Representative Good

6.1 And Energy Income Share Runs Through It

Recall that in Section 4, we have found that the cross-country exchange rates equalize the

marginal values of energy, which, in a risk-neutral market, are equal to the marginal

products of energy, across countries. Also in Section 5, we have obtained that the cross-

time exchange rates, i.e. the inverse of the GDP deflators, equalize the marginal values of

energy, which are equal to the product of marginal utility and marginal product of energy,

across different time periods. Given such representative good characteristics presented in

Sections 4 and 5, we shall be able to combine them to have unified common good

characteristics.

First of all, let us compare the marginal products of energy (4.22) and (5.34). These two

representations must be the identical. Therefore, we have

a , = Pi,, Vi, Vt (6.1)

Secondly, compare the production functions (4.21) and (5.33). There are two different

representations for the same function. Therefore, we must have

AE,it = BE,i,, A Ni, = BN,,i, and Ai, = Bit, Vi,Vt (6.2)

Further, compare the cross-sectional energy intensity representation in (4.27) and its

intertemporal counterpart in (5.38), we shall obtain first that

1
,= Vi, Vt. (6.3)

Iit

It is worth recalling that the energy cost share is defined as ad
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IaiE- •E Vi, Vt (6.4)24
,it

The relationships of (6.1)-(6.2) allow us to write a unified production function, one that is

applicable both cross-sectionally and intertemporally:

Yit = (AE,itEit )ai (ANiN,,it )-a il = Ai,Eia"i Nit -a,, (6.5)25

Also the relationship of (6.3), allow us to explicitly express the preference function:

U,()- = 1 1 (6.8)26
it t

Finally, we have obtained an explicit production function (6.5) and an explicit preference

function (6.8) for all countries and for all time periods, and the income share of energy,

a,, runs through them. So I propose that we consider the income share of energy, a,, be

one of the states variables that define the status of the economy, both cross-sectional and

intertemporal. Indeed we can consider energy a unified representative good.

6.2 Relationship between Income Share of Energy and Technology

P tE PiEEi PiE
24 Note that ai -= it Vi, Vt

i it it

where P =- X,,iP,, Y' YX X,, Y P = a Qi ,, and Yi it Yi•

25 The following are also the correct representations:

Y-- = (Aii ,E, ) (Ai,N,, -a" = A,'Eit, a NI-la or

Y = (A,itEi, )a (A;, ~l N,,)
i -a" = Ai,,E, NitI-i

Y, 1 Yi 1 Y• 1 1 126 Note that Uit (.) y-it I -it 1 = it •
P, Ei, Pi* PE,, P P*E P*aPi
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A fact about income share of energy is that it has continued declining for almost all

developed countries in the past few decades. Recall that in Fig 4.6 in Section 4, we have

noticed such an interesting phenomenon. In a graph in her thesis, Kander (2004) shows

that in the past 200 years, the income share of energy of the Swedish economy has

continued decreasing since 1800, when it was as high as almost 100%. Why? What may

have caused the income share of energy to decline along time?

Instead of providing explanations for all countries, here I will attempt to but only a

generic example. Consider a representative economy, or the "world" economy,

Y = A* ,,E,, '"" N -a,, (6.11)
wt wt tI

where A,, = A*,, a A wa"t stands for the total factor productivity, and

Pw E,,
aw, = --- (6.12)

represents the income share of energy.

To study its trajectory over time, we have

-. + (1 - aw,). W N +W (6.13)a A, E,, N, P,

The price of energy P,, is determined by intersection of the demand of energy that is

governed by the economy's marginal product of the energy function and of the supply of

the energy that is governed by the profit maximization of the energy sector. Assuming

linear technology, we have:
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P= CW (6.14)
'Fwt

where C., is the real marginal cost of extracting a BTU from the energy source, and F,,

stands for the real marginal efficiency of converting a source BTU to an end-use BTU.2 7

Note that I consider any energy supply shocks are embedded in C,,.

Assuming the economy is in fixed supply, i.e Ew, = Ewo and N,, = Nwo, Vt, and

Combing (6.13) and (6.14), we have

= - + (6.14)
aw A,, Fwt C,,

This equation explicitly ties the trajectory of the energy intensity with the total factor

productivity growth, the energy conversion efficiency growth, and the growth of

marginal cost of obtaining an end-use BTU from the nature. If the third term in (6.14) is

outweighed by the first two terms combined, then energy intensity drops along time.

However, if technology stagnates or the marginal cost shoots up, then likely the energy

intensity will increase. How energy intensity moves along time will have a profound

correlation with both the energy efficiency and the economic wellbeing. I will discuss

about this correlation in Section 7.

For an individual country, note that from (4.43) in Section 4, we have learned that for a

not too long horizon, ai, = aw,S,, Vi, Vt. Thus,

d ict - , Vi (6.15)
ait awt

27 The energy supply sector solves the profit maximization problem: max ;r = P*E - C* -(ElF). So
E

the FOC will be 0 = P* - C* / F. Hence P* = C* / F.
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So for the discussions for an individual country, the discussions for the world economy

pertaining (6.14) applies.

The left panel of Fire 6.1 shows the income shares of energy and non-energy for the

"world" for the last 20 years from 1980 to 2000. One shall notice that the income share of

the energy factor has decreased from 14-15% in the early 1980's to around 10% in the

late 1980's and throughout the 1990's and early 2000's, and consequently the income

share of the non-energy factor has climbed from 85-86% to about 90% in the same

period. This confirms that the right hand side of (6.14) is negative on average during

1980-2001. So, on average, the combined technology effect outgrows the cost effect

(including the effect of any supply shocks) during that period, so the energy income share

deceases. Hypothetically, should it have been the other way around, the energy income

share would have increased.

Is the declining energy income share a phenomenon to only for 1980-2001? The right

panel of Figure 6.1 shows the energy income share for Sweden for the last 200 years

from 1800 to 2000. Although some of data of the early 1980s may not be as reliable as

the data of later days 28, it shows that the energy income share has continued declining for

the last two centuries in Sweden. So the Swedish case for the last 200 years may also

confirm that on average the combined technology effect outgrows the cost effect during

the last 200 years in Sweden.

Recall that the energy income has a component that is shared by all countries. Given the

theory governed by (6.14) along with the empirical evidence depicted by the two graphs

in Figure 6.1 as well as by the 16 graphs in Figure 4.6, I hypothesize that the energy

income share may have also declined over the last 200 years for most of West European

and North American countries.

28 According to the data source for Swedish energy consumption and price (Kander 2002), data of the fist
half of 19th century are estimated.
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Fig 6.1:
Left panel: The trajectory of the world's energy income share from 1980 to 2000 (20 years)
Right panel: The trajectory of Swedish energy income share from 1800 to 2000 (200 years)
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7. Energy Efficiency and Economic Wellbeing

According to the definition of Ortiz and Sollinger (2002), energy efficiency is the relative

thrift with which energy inputs are used to provide goods and services. It is the ratio of a

delivered good or service to the energy consumed in the process. In this sense, we can

define energy efficiency as real GDP to the total final energy consumption,

mathematically expressed as below

Hit - Y
Eit

(7.1)

This in fact is also the inverse of energy intensity, which is commonly defined as final

energy consumption to GDP.

Given (7.1), we can express energy efficiency further in term of income share of energy:

H Y P 1. 1 *

Ei, a• S,it it ail i1 awsi' i (7.4)

Separately, recall that utility function in terms of income share of energy:

Y 1 1 1 1 1UlPit ,, E, PiT ail "w- a,Si Pil (7.5)

Note the approximations in (7.4) and (7.5) hold if the horizon is not too long (a few years

or so).

Then, after combing (7.4) and (7.5), we have

H,iUi = a,, - 2 (7.6)
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It is obvious that (7.6) explicitly expresses the inherent intratemporal tradeoff between

energy efficiency and economic wellbeing. For high energy price is related to better

energy efficiency, it is at the expense of the economic wellbeing. Conversely, low energy

price is good for economic wellbeing, but at the expense of energy efficiency.

Moreover, expressing (7.6) in terms of growth rate, we can obtain below:

H U = -2 ai = -2 d' , Vi (7.7)
Hit Ui, ai, a,,

It is interesting to note that the combined growth rate of energy efficiency and utility of

an individual country is exactly opposite to twice the growth rate of the world's energy

income share, which is independent from any country. The relationship of (7.7) gives rise

to the intertemporal tradeoff between energy efficient and economic wellbeing.

Is it possible that we eliminate the tradeoffs, intratemporal or intertemporal, and achieve

both the goals of satisfactory energy efficiency and continuing improvement in economic

wellbeing? Unlikely, if we believe (7.1)-(7.6) are the right representations. However,

suppose we could achieve a state of very low income share of energy and could continue

driving it down along time, then what (7.6) and (7.7) would tell us is that the tradeoff,

though still would exist, might not be an important consideration any more. Low energy

income share would offer relatively sufficient room for the intratemporal tradeoff, and

continuing improving the share would allow enough flexibility for intertempotal tradeoff.

It is important to notice that the medium for tradeoff between energy efficiency (7.4) and

utility (7.5) is the real energy price. This may deserve an attention to the policy makers

when it comes to any policy related to energy or energy price.

To summarize, I have demonstrated that there is a tradeoff between energy efficiency and

utility, with the energy price being the medium of the tradeoff. This may have important
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policy implication. To avoid the tradeoff, ultimately, it is the supply of affordable BTU

that matters.
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8 Summary of the Key Functional Relationships

It is worth summarizing the key functional relationships and their links that we have

learned from the economic models and empirical tests in Sections 2 through 7.

First of all, for the validity of statistically inferences, I have tested the stationarity of the

data of interest; I have found that some cross-sectional data are stationary in level and

some are in first difference, and that most of the time-series data are only stationary in

first difference. I use only the stationary series for empirical tests.

Second, I have concluded the validity of the Energy Purchasing Power Parity (EPPP) that

the real energy exchange rates are near unity for all countries at all times, or the nominal

currency exchange rates equalize the nominal energy price differentials across countries

for all countries at all times. I have also calculated the half life of the real energy

exchange rate and find it is smaller than any of those presented by the existing literatures.

Though there have been limited evidences for the law of one price for either a typical

consumption bundle or a Big Mac, there may be evidences, as offered by this paper, for

the law of one price for energy.

Third, I have found that the cross-country production function is of Cobb-Douglas form

with two production factors, energy and non-energy; their respective exponents are

energy income share and non-energy income share. I have also demonstrated that the

energy income share of each country consists of two components, one is a shared

trajectory along time, and the other is unique and somewhat fixed for each country. I

name such phenomenon the quasi-parity of the energy income share.

Fourth, I have approximated the intertemporal production function to be also of Cobb-

Douglas format, with two production factors of energy and non-energy. After comparing

it with its cross-sectional counterpart, I have then obtained a unified production function

that is applicable both cross-sectionally and intertemporally.
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Fifth, I have concluded that the utility function of each country is risk neutral in energy

income share, which is a proxy for consumption. The utility function also contains a

"subjective" discount factor that is equal to the inverse of the country's own real energy

price.

Next, I have pointed out that the term of energy income share has appeared in almost all

the functional relationships throughout this paper. So it may be a good candidate as a

state variable of the economy. I have also demonstrated energy income share's

relationship with both technology and the cost of extracting a BTU in the nature into end

use. The technology includes the total factor productivity and the energy sector's

conversion efficiency. The energy income share declines along time if the technology

component outgrows the cost component.

Further, I have showed that there exist both intratemporal and intertemporal tradeoffs

between energy efficiency and economic wellbeing, with energy price being the medium

for the tradeoffs. Such tradeoffs via energy price shall deserve policy makers' close

attention. Only under the state of very low energy income, may the intratemporal tradeoff

not be of a major concern. And only when the energy income share continues to decline

in time, may we not worry too much about the intertemporal tradeoff.

Mathematically, the above relationships can all be expressed as follows.

Energy Purchasing Power Parity (EPPP):

= R, , Vi, Vt, where R,, satisfy
Pwt

I I

K R, =1,Vt, and RI = R,Vi, R 1, Vi

Quasi-Parity of Energy Income Share:
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a
" = S,,Vi,Vt, where S,i satisfy

a ,,

Sand
= 1, Vt , and Sf,

t=I

= Si,, Vi, Si 1,3i

Cobb-Douglas Production Function for a Two-Factor Economy:

, =t AitEita. Nit . Vi,'Vt where Ai, = AE,itN..' A, •,it ..

Risk-Neutral Preference with an Explicit Subjective Discount Factor:

Ui, (-)= 1 df, and Ui, (0)= i,,
1

Vi, Vt, where ;, p

Trajectories of Energy Income Share and Technology:

For a fixed supply economy,

a ,it A, F, C,

Energy Efficiency (or Inverse of Energy Intensity):

_ * I
H, - ,, Vi, Vt

Eit ait

Tradeoff between Energy Efficiency and Economic Wellbeing:

Intratemporal Tradeoff:
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S= a,, Vi, Vt,Y

S1 1

i=it\i=I



1 1 1
a; S aw,

Intertemporal Tradeoff (short horizon):

Hit Ui = -2 2
Hit, Uit ait ,,w ,
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9 Conclusion and Future Work

In the paper, I have used economic models and provided empirical evidences for the

explicit functional relationships between energy and the economy. They are detailed in

Section 2-7 and summarized in Section 8.

I hope that they could help us understand more about the role that energy has played in

our economy. They might also help us debate and the discuss the rich dynamics between

energy and the economy in relation to the current global-scale issues, such as energy

discovery, energy conservation, alternative energy development, environmental

considerations, and global climate change, etc. It is my hope that this paper would help

build a stepping stone for more macro-level functional understanding about the

relationships between energy and the economy.

There seem to be some interesting work related to this paper that can be further pursued

in the future. To name a few, test the EPPP with higher frequency (quarterly) data, find

an instrument variable to test the relative EPPP, offer solid micro foundation for the

EPPP, treat energy income share as a state variable for asset valuation in financial

economics, look for the cause of the relatively large variability of the energy income

share across countries, find the functional relationships in the industry level, add

environmental considerations, and integrate with the current global change research, etc.

I will plan to apply the methodology developed in this paper to the developing

economies. I will also apply it to study the industrialized economics since the industrial

revolution. In the future, we shall aim to have a unified, explicit production function that

consists of energy, capital and labor.

They will be also interesting research in the policy and business implication. For

instance, realizing that energy price is a macroeconomic instrument that offers tradeoffs

between energy efficiency and economic wellbeing, a policy maker is not totally free of

constraint pertaining pursing any policy that may move the energy price. Related, we
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may need to reexamine the net impact of energy conservation vs. exploration, in terms of

efficiency and wellbeing.

Recall that in Section 1, I have posed several questions, among which this paper have

addressed the first two about the functional role of energy. The remaining questions

concerning how to think about optimal energy investment, energy portfolio management,

alternative energy, and transition to a new energy economy will surely be the relevant

and logically subsequent work.
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