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Abstract

The growth of intermetallic is important in many applications from solder joints in
computer chips to superalloy strength in aircraft engine components. Understanding the
growth rate of intermetallic phases, then, is a basic step in improving many products and
]processes. Because diffusion through the intermetallic is a necessary occurrence for
growth, in this work, factors which affect diffusion through the intermetallic are evaluated.
These factors are divided into two categories: chemical and physical. Chemical factors
iinclude bond character and chemical potential gradient. Physical factors are related to the
structure of the material; crystal structure, grain boundary structure, and interface structure.
These factors are used to rationalize the rapid diffusion seen in some intermetallic phases,
but one unifying theory cannot be developed until the interactions of these factors are better
understood.

Two models of intermetallic growth are evaluated. A diffusion-based, moving boundary
model for the copper-tin system is reviewed. The diffusion-based model produces unstable
results. It is concluded that the diffusion-based model is inadequate for modeling
intermetallic growth in the copper-tin system because growth in this system is not
controlled purely by diffusion. Thus, a model which includes both diffusion and interface
control is presented. Both the copper-tin system and the nickel-tin system are analyzed
with this model. Model results are consistent with observations of selective phase growth
in these systems. Neither model is found to be complete or advanced enough to predict
intennetallic layer thickness for practical applications. Currently, the best methods for
predicting intermetallic layer thickness are empirical.

Thesis Supervisor: Prof. Thomas W. Eagar
Title: Head of the Department of Materials Science and Engineering
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1. Introduction

1.1 The importance of intermetallic formation

Intermetallics are compounds comprised of two or more metals. Intermetallics form

in many different situations. Sometimes their formation is beneficial as in the precipitation

of fine nickel aluminide particles in nickel superalloys. The intermetallic particles

dispersion strengthen the superalloy and help it maintain its strength at high temperature.1,2

In other cases, the formation of intermetallic phases is not so advantageous. For example,
the intermetallic layers that form between copper and tin can degrade the solderability of

pre-tinned contacts.3,' 4

Intermetallic formation is a leading issue in the field of joining. In a joint, two

materials are brought into contact. In practice, more and more frequently, the two materials

being joined are different from each other. If the materials tend to form intermetallic

compounds, coupling them is often all that is required to initiate intermetallic formation.

Another opportunity for intermetallic formation in joining arises in applications such as

brazing and transient liquid phase bonding, both of which employ interlayers to join parts.

Intermetallic phases can form between the interlayer metal and the base metal.

Since joints between dissimilar materials are increasingly being incorporated into

parts, opportunities for intermetallic formation are also becoming more numerous. For

instance, one common practice is to use an advanced material only at the specific site its

special properties are required and to use a more common material for the rest of the part.

Large drill bits are made in this manner. Typically, a high-speed steel body is attached to a

structural steel shank. Then, a cast nonferrous or carbide material is attached to the body

for the cutting edges.5 Thus, two interfaces which could be sites for intermetallic formation

have been created in this drill bit.

A consideration when intermetallics form is the mechanical properties of the joint.

Often, joints are at the site of stress concentrations or, as in the case of the drill bit, have to

withstand high stresses. Intermetallic phases are brittle. The formation of such a brittle

layer along the bond line can be deleterious to the mechanical integrity of the part.

Additionally, at elevated temperatures, the intermetallic layers thicken more rapidly. The

combination of high temperatures and stresses can weaken the bonded interface through
intermetallic formation. Failure of such a weakened bond can have catastrophic
consequences if it occurs in a critical application like the bond between a turbine blade and
disk in an aircraft engine.



The formation of a layer of intermetallic can also be a problem in computer chip

packaging or other soldered electrical connections. There is currently a major push to make

chips smaller and to run them hotter. As chips get smaller, the joints between the chip and

package get smaller as well. Higher temperature operation stimulates additional growth of

the intermetallic layer. Therefore, the resulting intermetallic layer takes up proportionately

more of the joint, and the joint is made more sensitive to fatigue from thermal cycling.

Additionally, as shown by the data in Table 1.1, an intermetallic is usually not as good an

electrical or thermal conductor as a metal so the electrical and thermal conductivity of a joint

can be decreased by intermetallic formation.

Table 1.1: Thermal and electrical conductivities of several metals6 and intermetallics 7

Thermal conductivity Electrical conductivity
Material cm deg. ) m cm)

Nickel 0.92 0.146

Copper 3.94 0.600

Tin 0.63 0.091

Cu3Sn 0.70 0.112

Cu6Sn 5  0.34 0.057

Ni 3Sn 4 0.20 0.035

Brazing and other processes in which a liquid and solid are in contact are

susceptible to rapid intermetallic formation. Diffusion is enhanced in the solid at high

temperatures, and diffusion in the liquid phase is inherently fast. Furthermore, in the

copper-tin system, the morphology of the intermetallic formed at a liquid-solid interface

differs from the morphology of the intermetallic formed at a solid-solid interface. 3'8 The

difference in morphology may be related to the rate of formation of the intermetallic. The

rate of intermetallic formation seems to be faster at solid-liquid interfaces than at solid-solid

interfaces, even more so than can be explained by the fact that diffusion in liquid is faster

than diffusion in solid.

Intermetallic growth is not only an issue in joining, however. Nickel-based

superalloys are precipitation strengthened by a fine dispersion of Ni3(Al,Ti) particles.
These alloys owe their high temperature strength to this dispersion of intermetallic particles.
The degree of strengthening is dependent on several factors, but the key factor is particle

size. The heat treatment of the alloy controls the particle size so the heat treatment must be



tailored to produce the optimum particle size for strengthening. To determine the best heat

treatment, an understanding of how the intermetallic particles grow is necessary.'

Coarsening of these intermetallic particles is another reason intermetallic formation

in superalloys needs to be understood. These alloys experience high temperatures in

service. The intermetallic particles grow more rapidly at these elevated temperatures. Since

the strength of the alloys is dependent on the particle size and distribution, monitoring any

changes in the particle size and distribution is vital.2 If the particles become too large, they

will no longer strengthen the material.

Because of the detrimental effects intermetallic growth can have on materials

properties, formation of intermetallic phases needs to be considered when selecting

materials and processing parameters. When mechanical integrity or electrical connection

must be maintained, the formation of intermetallic phases must be prevented or controlled.

One method to prevent intermetallic formation is to select materials that do not form

intermetallic phases. However, this requirement greatly limits the choice of materials and

can cause major changes to be necessary in the standard processing parameters. The other

route, controlling intermetallic formation, requires understanding how intermetallic phases

form. The relationships among variables such as temperature, time, and intermetallic

thickness have to be established first. Then, processing parameters which optimize

intermetallic formation can be determined based on these relationships. The most

productive approach is one which combines theoretical work with experimental

observations to evaluate practical applications.

The examples in this thesis are mostly drawn from the field of joining. However,
the relationship among the variables affecting intermetallic formation and the insight into the

mechanism of intermetallic formation can be applied in other fields such as alloy

development and superalloy processing.

1.2 Areas to be explored in intermetallic formation

The goal of this work is to characterize the diffusional growth of intermetallic

]phases. Rapid advances in understanding intermetallic formation can be made and applied

to real situations with a combination of theoretical research on intermetallic formation and

modeling which incorporates experimental observations. Here, theoretical research focuses
on diffusion in the intermetallic layer, while modeling efforts combine experimental data
with diffusion equations to estimate diffusion coefficients and evaluate rate controlling
steps.



Several aspects of diffusion in intermetallics can be evaluated theoretically. These

aspects fall into two categories: chemical factors and physical factors. Chemical factors

include bonding and chemical potential gradients. The driving force for diffusion is the

chemical potential gradient. Intermetallic layers can have significant gradients in chemical

potential even though they may have small composition gradients. Physical factors that

affect diffusion are crystal structure, grain boundaries, and interface structure.

Intermetallics have ordered structures that differ from the structures of the metals from

which they form. These chemical and physical characteristics affect the diffusion

coefficient in the intermetallic by influencing the mobility and jump frequencies of atoms.

These issues are explored in Chapter 3.

Utilizing some experimental data allows for more practical applications than

possible with theoretical evaluation alone. The experimental data can be used to calibrate a

-model, which can then predict the results of further tests without complete theoretical

characterization of diffusion in the intermetallic. Intermetallic layer growth rates can be

calculated and related to the necessary processing parameters for controlling intermetallic

growth. Additionally, comparison of the model predictions with the theoretical data and

with actual results can provide more insight into intermetallic formation than any single

approach would by itself. With this in mind, a diffusion-based model of intermetallic

growth is presented and evaluated in Chapter 4, and an intermetallic growth model which

includes both diffusion and interface control is discussed in Chapter 5. A summary of the

experimental work and the conclusions drawn from this work are presented in Chapter 6.

Several recommendations for future work are discussed in Chapter 7.



2. Background

2.1 Definition of an intermetallic

The Metals Handbook6 defines an intermetallic compound:

intermetallic compound. An intermediate phase in an
alloy system, having a narrow range of homogeneity and
relatively simple stoichiometric proportions, in which the
nature of the atomic bonding can vary from metallic to ionic.

This definition aptly defines the broad range of intermetallic compounds but leaves room

for interpretation. The narrowness of the range of homogeneity is not specified. An

intermetallic is distinct from a solid solution in terms of the range of homogeneity. As

typified by the intermetallic phases in the nickel-tin phase diagram in Figure 2.1, the range

of homogeneity of an intermetallic is usually less than ten atomic percent.

Weight Percent Tin
0 10 20 30 40 50 60 70 80 90 100

0 10 20 30 40 50 60 70 80 90 100

Ni Atomic Percent Tin Sn

Figure 2.1: Nickel-tin phase diagram.9 The three intermetallic phases, NiSn, NiSn,,

and Ni3Sn 4, are representative of intermetallic phases in general in that they have a narrow

range of homogeneity and are described by simple stoichiometric formulas.

I. • n 6 _ ,_ . . . . . . ., .



The nickel-tin intermetallics, Ni3Sn, Ni3Sn,, and Ni3Sn 4, also illustrate that intermetallic

phases can be described by simple formulas. A solid solution is differentiated from an

intermetallic in that it has a much wider range of homogeneity and is not characterized by a

simple formula as shown by alloy phases 3 and y in the indium-tin phase diagram shown in

Figure 2.2.

The definition allows for any type of bonding in the intermetallic phase because a

wide variety of bonding is exhibited by intermetallic phases. A general indication of bond

character is the heat of formation, AH,. Small values of AH,, numerically smaller than -30

kJ/mole, correspond to metallic bonding. Large negative values of AHf, -40 to -170

kJ/mole, correspond to ionic bonding.'0 Intermetallics have values for AHf. 298K ranging

from -2.10 kJ/mole for AuPb " and -3.14 kJ/mole for AgZn 12 to -109.6 kJ/mole for

AlCu3 " and -138 kJ/mole for Ni 3Ti." Bonding in intermetallic phases is primarily

metallic in nature, but these data illustrate the broad range of bond character in intermetallic

phases.

Weight Percent Tin
10 20 30 40 50 60 70 80 90 100

I

200 --

156.634*C
150 --

100

0 10 20 30 40 50 60 70 80

In Atomic Percent Tin

Figure 2.2: Indium-tin phase diagram.' The alloy phases,
broad ranges of homogeneity and can not easily be described

ratio of atoms.

----- 13oC
(aSn)

90 100

Sn

p and y, have
by a particular

0 : ` ̀ ̀' ` '``~~~. ..............`0
•r-.A .

:



A defining characteristic of intermetallic compounds that is missing from the above

definition is long-range order. Intermetallic structures have long-range ordered

arrangements of the constituent atoms, forming a superalttice.'" Consequences of the

complex structures created by the ordering are the brittleness and high hardness common to

intermetallics. Table 2.1 compares the fracture toughnesses of some intermetallics to some

typical alloy classes. The toughnesses of the alloys are one to two orders of magnitude

greater than the those of the intermetallics.

Table 2.1: Room temperature fracture toughness, KIc, of several alloys' 4 and

intermetallics. 7

Material: Cu Sn Cu Sn NiSn Al alloys Ti alloys Steels

Toughness: 1.4 1.7 1.2 30 -~ 100 --50-100

(MPaim)

Intermetallic compounds form because the atoms of the different metals have a great

affinity for each other. Correspondingly, metals that form intermetallic phases tend to wet

each other well, as do copper and tin, and intermetallic phases usually have higher melting

points relative to the metals from which they are formed. For instance, as shown in Figure

:2.1, Ni3Sn 2 melts at a temperature above 12000C despite the large amount of tin, which

melts at 232°C.

Rhines refers to congruently melting intermediate phases that behave as components

in the alloy system as intermetallic compounds." Intermetallic phases do often melt

congruently, as does Ni3Sn 2 (refer to Figure 2.1), because they tend to exhibit high melting

points. However, Rhines' definition of an intermetallic compound is too limited for

practical discussion because only a small subset of phases that fit the other characteristics of

intermetallics melt congruently.

For this work, intermetallic phases possess the following defining characteristics:

1) intermediate phases comprised of two or more metal species

2) range of homogeneity less than ten atomic percent

3) can be described by a simple ratio of atoms

4) long-range order

5) bond character can vary from metallic to covalent to ionic.



2.2 Observation of fast isothermal solidification

During experiments to test the remelt temperature of transient liquid phase (TLP)

bonds, Roman' 6 found that isothermal solidification occurred more rapidly than predicted

by the accepted model of TLP when intermetallics formed in the system. The current work

on intermetallic formation grew out of Roman's initial observations on TLP bonding. This

work is more generally applicable to intermetallic formation at any interface, not just at a

TLP joint. However, to understand the observation of fast isothermal solidification, the

mechanism of TLP bonding must first be understood.

2.2.1 Transient liquid phase bonding

Transient liquid phase bonding is a mixture of brazing and diffusion bonding.

Initially, the process resembles brazing; an interlayer is placed between the two parts to be

joined and the assembly is heated to a bonding temperature at which the interlayer liquefies.

In a braze, once the interlayer is liquid, the assembly would be cooled, and the joint would

be complete. For a TLP bond, the assembly is held at the bonding temperature and allowed

to isothermally solidify by diffusion of the interlayer material into the parts being joined.

This portion of the process is similar to diffusion bonding. The resulting TLP joint can

have near base material properties and can maintain its strength at temperatures above the

original bonding temperature.17

The choice of the interlayer is critical to the process. The interlayer needs to be

chosen such that it will melt at a lower temperature than the base metal and such that the

base metal has some solubility for the interlayer material. Other process parameters include

bonding temperature, pressure, and time. The relationship between interlayer selection and

bonding time is determined by the thermodynamics and kinetics of the system as well as by

the bond thickness. Applying pressure to the joint during bonding influences the bond

thickness by squeezing out some of the liquid layer. The extrusion of the interlayer reduces

the amount of material that needs to be diffused into the base material and so shortens the

bonding time. Large pressures are not required for the formation of the TLP bond. This is

an advantage over conventional diffusion bonding which requires very large pressures to

complete a joint in a reasonable amount of time.

Current applications of TLP focus on bonding nickel-based superalloys' 8 22 and

titanium alloys 23 ,'24 for aircraft engine parts and on bonding metal matrix composites such as
boron-aluminum. 25 The process is also of interest in integrated chip packaging as an

improvement on soldering processes.26' 27



The mechanism of TLP bonding has been studied by several researchers and

models have been developed to describe the process.28 31 The TLP process can be divided

into stages, each of which can be modeled independently. The stages of TLP are shown in

Figure 2.3 with accompanying diagrams depicting the bond status.

An in-depth analysis of the techniques and mathematics used to model each stage is

given by MacDonald. 3 ' The basic result is that in most cases stages 0, I, and II take place

rapidly compared to stages III and IV, isothermal solidification and homogenization. Since

the joint is effectively complete after isothermal solidification, the isothermal solidification

stage, stage III, is focused on as the rate limiting step. The degree of homogenization

required can vary, or homogenization may not be necessary at all.

Isothermal solidification is controlled by diffusion of the interlayer into the base

metal. If the two materials being joined are the same, the diffusion is symmetric. The

diffusion in a joint between dissimilar materials is more complicated.

A moving boundary analysis with error function solutions for the concentration

profiles effectively predicts the bonding time for eutectic systems such as the copper-silver

system.3' When intermetallic layers form, the analysis of the diffusion profiles becomes

more complicated because of the additional boundaries created and the additional data

needed on the diffusion coefficients in the intermetallic layers. However, the time required

for isothermal solidification should still be controlled by solid-state diffusion of the

interlayer material.



Interlayer

Stage 0: Interdiffusion
during heatup.
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Figure 2.3: The stages of TLP bonding. The arrows in Stage I, II, and III indicate the
direction of motion of the solid/liquid interface. The concentration profile of the interlayer
material is shown for each stage. In Stage IV, the arrows indicate the flattening of the
concentration profile during homogenization. Adapted from ref. 31.
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2.2.2 Meaning of "fast"

The observation of fast isothermal solidification is based on the theory that

solidification time is controlled by solid-state diffusion. Roman16 recorded a solidification

time of one hour for an interlayer of 52% indium, 48% tin on copper. The joint was

approximately 50 gtm thick. Estimating the diffusion coefficient by

D = x (2.1)

an apparent diffusion coefficient of 10.8 cm 2/s can be calculated for this case. The bonding

temperature was 130TC. At temperatures this low, 10-8 cm 2/s is too fast to represent solid-

state substitutional diffusion. For comparison, the diffusion coefficient for tin in copper at

this temperature is on the order of 10-24 cm 2/S.32

Both indium and tin form intermetallic compounds with copper in the binary

systems as shown by the phase diagrams given in Figures 2.4 and 2.5. Roman was testing

the remelt temperatures of the TLP bonds. For the Cu-In/Sn bond, the remelt temperature

was about 600TC which was also the limit of the testing method. This result indicates that

the bond was complete; no indium-tin solder, which would have melted at a much lower

temperature (refer to the indium-tin phase diagram in Figure 2.2), remained in the joint.

The remelt temperature also corresponds to the approximate melting temperatures of the

binary intermetallic phases that are predicted to form at 130'C, the bonding temperature of

the joint (refer to the phase diagrams in Figures 2.4 and 2.5). A more accurate assessment

would require the ternary phase diagram for this system. However, since the ternary

diagram has not yet been determined, the binary systems can be used for a general

evaluation.

The obvious conclusion is that the formation of the intermetallic layers somehow

sped up the solidification. However, diffusion through intermetallic compounds is

generally taken to be slower than diffusion through metals. Formation of an intermetallic

layer should create a barrier to further diffusion of the interlayer material out of the joint and

slow down solidification. Instead, the opposite effect is seen. A better understanding of

intermetallic formation is necessary to determine how intermetallic layer formation affects
the solidification.
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Figure 2.4: Copper-indium phase diagram.9 At 130'C, the 8 (CuIn3)
phase forms between copper and indium. This phase decomposes at 631 C

but does not completely melt until 684'C.
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Figure 2.5: Copper-tin phase diagram. 9 At 130'C both the e (Cu 3Sn) and

the 1i (Cu 6Sn,) phases form between copper and tin. Both phases melt at

temperatures significantly higher that 130°C.
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2.3 Comparison of systems with and without intermetallics

To better understand how intermetallic formation affects isothermal solidification, a
TLP bond in a system which contains intermetallics is compared to a bond in a system in

which intermetallics do not form. The copper-tin system, which contains intermetallic

phases, and the copper-silver system, a eutectic system, are chosen for this comparison

because the phase diagrams are well known and are relatively simple. Additionally, much

research has been published on both systems. Several efforts to model TLP bonding have

focused on the copper-silver system.28,31  The copper-tin system has been extensively

studied because of its wide range of applications in soldering.

In the following analysis, the concentration profiles of TLP joints in each of these

systems are calculated. Comparison of the diffusion distances in the two cases starts to

explain why isothermal solidification in systems that contain intermetallics is fast. The

diffusion distance in the copper-tin system, which contains intermetallics, is much shorter

than the diffusion distance in the copper-silver system, which does not contain

intermetallics. However, diffusion across the intermetallic layers is still necessary. Factors

that affect diffusion across the intermetallic layers will be explored in Chapter 3.

2.3.1 Calculation of concentration profiles
The concentration profiles are calculated for the minimum bonding time, defined as

the time at which the joint no longer contains any liquid. This point in time corresponds to

the end of the isothermal solidification stage of TLP and the beginning of homogenization.

The copper-silver profile is based on a moving boundary analysis developed by

MacDonald. 3' The copper-tin profile is calculated by extrapolation of results from a more

complicated moving boundary analysis which requires some experimental data to be

solved. 32

2.3.1.1 Copper-silver system

The phase diagram for the copper-silver system is shown in Figure 2.6. The initial

state is a 100 gm interlayer of pure silver between two pieces of pure copper. The copper

pieces are assumed to be semi-infinite. The thickness of the copper necessary to satisfy

this assumption is checked at the end of the calculation. The bonding temperature is

820°C. This temperature is necessarily above the eutectic temperature and below the

melting point of copper. As the assembly is raised to the bonding temperature, the silver

and copper interdiffuse. The change in composition and phase can be thought of as
following an isothermal line across the phase diagram. Liquid will first appear at the



interface between the copper and silver and then will consume the entire interlayer. As the

silver continues to diffuse into the copper, the liquid layer will narrow until it disappears.

The progression of the copper-silver TLP bond is accurately described by the stages of

TLP bonding illustrated in Figure 2.3.

MacDonald3" developed a complete moving boundary model to predict a

solidification time and concentration profiles for a TLP bond in the copper-silver system.

A brief overview of his approach and results are presented here to explain how the

concentration profile for the copper-silver joint is generated.

Atomic Percent Copper

C

E..,
1-

Ag Weight Percent Copper Cu

Figure 2.6: The copper-silver phase diagram. 9 The bonding temperature

of 820TC is indicated by the dashed line. c, and ca are the equilibrium

concentrations in the liquid and the solid phases, respectively, in the liquid-

copper solid solution two phase region.



MacDonald's moving boundary analysis covers only the isothermal solidification

stage (stage III). Since isothermal solidification is the most time-consuming step, ignoring

homogenization, the solidification time is effectively the bonding time. Several

assumptions are made to simplify the analysis. Diffusion during heat-up, dissolution, and

widening (stages 0, I and II of TLP bonding) is neglected. This assumption is valid since

most of the region into which the interlayer diffuses during heat-up is melted during

dissolution. Diffusion in the liquid is much faster than diffusion in the solid state so the

concentration in the liquid is assumed to be both uniform and constant. Equilibrium at the

interface is also assumed. Figure 2.7(a) shows the state of the system at the start of

isothermal solidification with the above assumptions included. Figure 2.7(b) shows the

state of the system midway through solidification.

MacDonald's analysis combines error function solutions for the concentration

profiles, the mass balance at the moving interface, and the constraint on the flux at the

original interface to determine equations for the bonding time and concentration profiles.

For a 100 gim interlayer at 820TC, the bonding time is calculated to be 1780 hours.31 The

penetration depth of the silver is calculated from
Xmax = 4 Dt (2.2)

to be 0.17 cm.

a) t = 0 Cu Ag

cO

C cxL
CaL

O.
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Figure 2.7: The progress of a TLP bond in the copper-silver system at (a) the

beginning of isothermal solidification and (b) a time, tp, into solidification.

Interdiffusion prior to the start of isothermal solidification is ignored.
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2.3.1.2 Copper-tin system

The phase diagram for the copper-tin system is shown in Figure 2.5. The initial

set-up for the copper-tin joint is the same as that for the copper-silver case; a 100 im

interlayer of pure tin is placed between two semi-infinite pieces of copper. Figure 2.8

illustrates schematically the bonding process for a TLP bond in the copper-tin system. The

bonding temperature is 300'C. When the assembly is heated to the bonding temperature,

the tin layer melts and dissolves some of the copper. Additionally, the intermetallic phases,

E (Cu3Sn) and rl (Cu 6Sn 5), form at the liquid-solid interface. The intermetallic layers

thicken, consuming the tin from the interlayer. The joint will be completely solid when the

last of the tin interlayer has been converted to intermetallic.

The concentration profile cannot be calculated with an analysis as basic as the one

done above for the copper-silver case. Instead, a more complicated formulation which

includes several moving boundaries must be solved. Mei et al.32 used such a multiple

boundary analysis to calculate the diffusion coefficients from experimental data on

intermetallic layer thickness as a function of time. This model will be discussed in-depth in

Chapter 4. Here, however, the results from Mei's work with this model can be

extrapolated to predict the concentration profile at solidification.

Mei et al.32 calculate an interface position parameter, A, for each of the three

interfaces in the system: the interface between the copper solid solution and the , phase,

xcu._; the interface between the E and the 1l phase, x_; and the interface between the 11

phase and tin solid solution, xn-sn. The interface position parameters give the position of

the interface for a given time from the equation

Ax = itY  (2.3)

where Ax equals the distance the interface has moved in time t and A is the interface

position parameter. The temperature dependence of interface position parameter can be fit

to an Arrhenius type equation

A = 1 exp[j (2.4)

where A,, and A are constants and T is temperature in Kelvin. The constants, ,,, and A, are

determined by fitting Mei's et al. 32 data for 190-220TC to Equation 2.4. Then, the values

of A for each interface can be calculated for 3000C. Table 2.2 shows the constants, AO and

A, and the calculated values of A for 300'C.
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Figure 2.8: Schematic illustration of the TLP bonding process at 300'C

for copper with a tin interlayer. The intermetallic phases, e and rl form in

the joint. The arrows indicate the direction of motion of the solid-liquid

interfaces. The curves show the tin concentration profiles.
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Table 2.2: Interface position parameter data

Interface (_ (cm/s/2) A (1/K) -c (cm/s 1/2)

Cu-s -1.59 x 10-3  -3434 -3.97 x 10-6

E-" -1.66 x 10-4  -2757 -1.35 x 10-6

rI-Sn 8.74 x 10.4 -3461 2.08 x 10-6

The values of 3,00-c can be used to determine the interface positions at the

completion of the TLP bond. For the joint to completely solidify, the ri-Sn interface must

move 50 gm, half the thickness of the interlayer. This value of x9son is used in Equation

2.3 to calculate the time to solidify the joint. The calculated solidification time is 5.8 x

106 s. In turn, this time is used to calculate the position of the other two interfaces using

Equation 2.3 and the interface position parameter corresponding to the particular interface.

The sketch in Figure 2.9 shows the results of the interface position calculations.

The solidification time calculated above, 5.8 x 106 s, is 1600 times longer than the

typical solidification time observed experimentally in TLP bonds containing

intermetallics.' 6 One reason could be that Mei's et al. data were collected at a temperature

below the melting point of tin (232 0C). As the bonding temperature here is 300'C, the tin

is liquid. The solidification of the joint is assumed to be diffusion controlled. Diffusion

through the solid intermetallic or the solid copper is slower than diffusion in the liquid tin.

Thus, the solid state diffusion should still be the rate limiting step, and the fact that the tin is

liquid should not affect the results. Instead, the calculated time may be incorrect because

the entire analysis is based on the assumption that the intermetallic formation is diffusion

controlled.

There is much data that supports diffusion control for the solid state formation of

intermetallics. 33-3 7  However, some researchers have found non-parabolic behavior for

solid state intermetallic growth,8,38 and there is little information about intermetallic

formation at liquid-solid interfaces. It is known that the intermetallic that forms at a liquid-

solid interface has a more rounded morphology while the intermetallic that forms at a solid-

solid interface has an angular morphology.3 '8 This difference seen in the morphology of

the intermetallic formed at the liquid-solid interface as compared to the intermetallic formed

from solid state diffusion indicates the possibility of another mechanism. The controlling

mechanism for intermetallic growth in the copper-tin system will be explored in greater

detail in Section 4.2 when Mei's model is critiqued. In any case, the calculation above



should give a general sense of the intermetallic layer thicknesses, and that is all that is

necessary for the order of magnitude comparisons in the analysis which follows.

2.3.2 Interpretation of profiles

The calculated profiles for the copper-silver joint and the copper-tin joint are

overlaid in Figure 2.10. The copper-silver profile is calculated from MacDonald's model,

and the copper-tin profile is based on the data shown in Figure 2.9. The characteristic

distance that the interlayer material has to diffuse to solidify the joint is very different for

the two base metals.

x=O

. . . . . . . . . . . . . . ......1 ..:. .......
i i ..........

;5 Oý'

XCu-e x-611 xrl-Sn

Figure 2.9: Positions of the interfaces at the completion of a TLP bond at

300"C in copper with a 100 gm tin interlayer. Only half of the joint is shown.
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Figure 2.10: Concentration profiles at the end of the isothermal

solidification stage for a TLP joint in copper with a tin interlayer at a

bonding temperature of 300"C, and with a silver interlayer at a bonding

temperature of 8200C. Intermetallic phases form in the copper-tin joint.

The silver travels a much greater distance to solidify the joint than does the tin. The

characteristic diffusion distance for the silver is on the order of 0.2 cm while the distance

for the tin is on the order of 0.02 cm. Considering

t -= XD (2.5)

the order of magnitude difference in the diffusion distance translates into a two order of

magnitude difference in the time since the diffusion coefficients are comparable: DCu-Ag, 820'C

= 2.9 x 1010 cm 2/s 31 and DC_-sn. 300-c = 10-10 cm 2/s. 3 2 This difference in time may start to
explain why the bonding time for the copper-silver system is on the order of 1000 hours



while the bonding time observed experimentally for a copper joint containing intermetallics

is on the order of 1 hour.

However, a diffusion coefficient of 10-10 cm 2/s is considered fast, especially for an

intermetallic compound not near its melting point. The diffusion coefficients in the copper-

tin intermetallics are well established.8' 32,3 4' 39 The data in the literature are consistent as

shown by Table 2.3 and in Figure 2.11.

If diffusion across an intermetallic layer is slow, then the shorter diffusion distance

in the base material will not matter. Instead, the intermetallic layer will act as a barrier, and

diffusion through the layer will be the rate-limiting step. Examining the factors that govern

the amount of diffusion possible through the intermetallic layer, or more precisely the

amount of flux possible through the intermetallic layer, should give more insight into the

effect of the intermetallic formation on solidification.

This thesis explores intermetallic formation in an effort to understand its mechanism

and kinetics. Since diffusion through the intermetallic plays a key role in intermetallic

growth, diffusion through intermetallic phases is examined from a theoretical standpoint in

Chapter 3. On a more practical note, a diffusion-based model for intermetallic layer

formation is evaluated and critiqued in Chapter 4. Since the diffusion-based model in

found to be lacking, another model which combines diffusion and interface reaction rates is

assessed in Chapter 5.

Table 2.3: Experimentally measured diffusion coefficients in the copper-tin intermetallics

Temperature (C) D, (cm2/s) D (cm2/s) Reference

180 4.3 x 10 ~12 2.7 x 10-12 Starke and Wever39

190 5.8 x 10-'2 1.86 x 10-" Mei et al.32

200 7.94 x 10-12 2.39 x 10-" Mei et al.32

9.0 x 10-12 3.1 x 10-" Lubyova et al.34

210 1.19 x 10-11  3.1 x 10-" Mei et al.32

3.7 x 10-" 2.2 x 10-" Starke and Wever39

220 1.5 x 10-" 4.35 x 10"11  Mei et al.32

1 x 1011  3 x 10-" Cogan et al.8

300 3.5 x 10-9  3.0 x 10-9  Lubyova et al.34

400 1.2 x 10-8 2.0 x 108- Lubyova et al.3 4

450 3.8 x 10-' Lubyova et al.34



550 500 450 400 350

0.0012

Temperature (°C)
300 250 200 150

0.0014 0.0016 0.0018 0.002 0.0022 0.0024
I/Temperature (1/K)

Figure 2.11: Plot of all the experimentally measured diffusion coefficients

from Table 2.3. Even though the data comes from many different sources
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3. Fast diffusion in intermetallic phases

A central issue in growth of intermetallic layers is the flux through the intermetallic.

The amount of material that can be transported through the existing intermetallic layer

determines the growth rate. This concept is at the heart of diffusion control of layer

growth. If diffusion through the intermetallic is slow, then the intermetallic layer acts as a

barrier to further intermetallic growth. If diffusion through the intermetallic layer is fast,
the intermetallic layer will continue to grow.

Some intermetallic phases have high diffusivities. For instance, the diffusion

coefficient in the copper-tin intermetallics is about 10-01 cm2/s at 3000C. 32 At 5000C, the

diffusion coefficient of copper in the intermetallic CuZn is 1.7 x 10-' cm 2/s and that of zinc

is 6.6 x 10 9 cm 2/s. 4° In the intermetallic AgZn, the diffusion coefficient for silver is 1.8 x

10-8 cm 2/s, and for zinc it is 3.2 x 10-9 cm 2/s at 3500C.40 Figure 3.1 compares the diffusion

rates seen in the copper-zinc intermetallic and the silver-zinc intermetallics with those

typical of metals. The diffusion rates in these intermetallics are much faster than those seen

in metals. Additionally, the observations of fast isothermal solidification discussed in the

previous chapter indicate that diffusion through an intermetallic phase can be fast. To

understand how an intermetallic could support a high rate of diffusion, the underlying

principles that govern the flux through a material need to be examined.

Flux through a material depends on many characteristics of the material. The flux,

J, of species i is given by Fick's First Law:
dci

Ji = -D -- (3.1)
dx

where DA is the diffusion coefficient and ocildx is the concentration gradient. It is through

the diffusion coefficient that the characteristics of the material influence the flux.

Einstein offers a more fundamental equation to describe the flux through a
material:

41,42

Ji = -Mi i (3.2)
dx

where Mi is a positive mobility coefficient and dui /dx is the spatial gradient of chemical

potential. Here, the driving force for diffusion is clearly and correctly identified as the
chemical potential gradient.
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Figure 3.1: Intrinsic diffusion coefficients for P-CuZn, y-CuZn8, and

3-AgZn compared with the diffusion coefficients typical of metals.

Reprinted with permission from ref. 40.

Comparing Equations 3.1 and 3.2 it can be seen that

Di = Mi di
dc.

D· 2Mi

(3.3)

This equation emphasizes the relationship between the diffusion coefficient and the

chemical potential and is used to understand the "uphill" diffusion seen in spinodal

decomposition where the diffusion coefficient is required to be negative. Since Mi is

always positive by definition, the diffusion coefficient can be negative when the gradient of

the chemical potential with respect to concentration is negative.
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b P-CuZn 64Cu

c J-CuZn 65Zn

d -CuZn 64Cu
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If diffusion is examined in terms of atomistics, another equation defining the

diffusion coefficient can be developed: 42

1
D = -a2

6
(3.4)

where a is the jump distance and F is the jump frequency.

For substitutional diffusion, the jump frequency is proportional to the coordination

number, Z, the probability of there being a vacancy, p,, and the frequency with which the

atom successfully jumps into that vacancy, ox

F = Zpco

The probability of a vacancy is given by

PV = exp[ -GvRT

(3.5)

(3.6)

where GV is the activation energy for forming a vacancy, R is the gas constant and T is

temperature.

The frequency of successful jumps, a, is related to the frequency at which the atom

attempts to jump and to the probability that an attempt is successful. The mean vibrational

frequency of an atom around its equilibrium site is an estimate of the frequency at which an

atom tries to jump. This frequency can be taken to be the Debye frequency, vD, which is a

characteristic of the material. The probability that an attempted jump is successful is

quantified by the energy required to form the activated complex necessary for diffusion to

take place. This energy is also referred to as the migration free energy, Gm, and is shown

conceptually in Figure 3.2. Thus, w is determined from

0 = VDexpl [ (3.7)

1 2 3
Figure 3.2: The activation energy for motion, G,, of a atom in the lattice

is the energy required to form the activated complex illustrated in state 2.
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These relations for the jump frequency can be substituted into Equation 3.4 for the

diffusion coefficient:

D= 2ZvDexp (3.8)
6 RT

For most materials, a is on the order of 5 x 10-8 cm, Z is 4 to 12, and the Debye

frequency is about 1 013s1. Large differences in diffusion coefficients, then, must result

from variation in the exponential term. For instance, one reason interstitial diffusion is

generally much faster than substitutional diffusion is that G, for interstitial diffusion is zero.

G, represents the probability that a site for the atom to jump into exists. For substitutional

diffusion, a jump requires a vacant site, but sites for interstitial diffusion are always

plentiful.

G,, is the energy required for an atom to overcome the barriers to motion. This

energy has both chemical and physical components. The chemical component relates to the

bonding of the atom. Bonding can be ionic, covalent, metallic or a mixture of types. An

additional chemical factor is the chemical potential gradient which is the driving force for

diffusion. The physical component is based on structural considerations which include

both the lattice structure and the grain structure of the material.

The observations of fast diffusion in intermetallics can be rationalized through

consideration of these chemical and physical factors. However, the interactions of these

factors are complex and not well understood. A single factor can not be separated from all

the other factors affecting diffusion and alone be used to predict diffusion rates. Thus, it is

difficult to develop hypotheses that are encompassing. Warburton and Turnbull43 propose a

complex interstitial mechanism as an explanation of fast diffusion in certain systems.

However, their hypothesis is not unique in explaining fast diffusion.

In Section 3.1, the chemical influences on diffusion in intermetallics are discussed.

The effects of both bonding and chemical potential gradient are explored. Warburton's and

Turnbull's hypothesis for explaining fast diffusion is evaluated in terms of bond character.

Section 3.2 explores the effect of structural considerations on diffusion. In Section 3.3,

the factors that affect diffusion in intermetallics are summarized, and their applications are

discussed.



3.1 Chemical factors

3.1.1 Bonding

There are three general types of bonding: metallic, covalent, and ionic. These three

types of bonding are not independent but are a part of a continuous spectrum of bond

character. Bonding in a particular compound is often not purely one type or another but a

combination of types. Two main indicators of bond character are the heat of formation of a

compound and the electronegativity difference between the components of the compound.

Intermetallic compounds generally have metallic bonding. However, within the realm of

metallic bonding, bonding in an intermetallic can have some degree of covalent, or even

ionic, character.

Bonding affects diffusion by influencing the mobility of the atoms. If the bonds in

a material are strong, the atoms will be less mobile; if the bonds in a material are weak or

delocalized, the atoms will have more mobility. However, analyzing the effects of the

different types of bonding on diffusion is more complicated than only looking at the

strength of the bond. Different types of bonding have different diffusion characteristics.

Metallic bonding is delocalized and requires that the atoms be about the same size. Thus,

substitutional diffusion is favored. In covalent bonding, the electrons involved in the bond

are shared by the atoms. This arrangement greatly restricts the mobility of the atoms. In

ionic compounds, charge considerations are important in determining mobility. Impurity

concentration can have a great effect on diffusion rates by adjusting the vacancy

concentration which also affects the charge distribution. In general, diffusion in a material

with metallic bonding is faster than diffusion in a covalently bonded material. Diffusion in

an ionic compound varies systematically with the concentration of extrinsic vacancies.

Thus, knowing the bond character in a material can supply some indication of the diffusion

in that material.

3.1.1.1 Heat of formation and electronegativity

As discussed in Section 2.1, bond strength and character can be correlated with the

heat of formation, AH,. Ionic bonds have large negative values for AH,. Metallic bonds

have small values of AH,. Along with AHf, electronegativity difference also can indicate

the bond character. Ionic compounds have large electronegativity differences while

metallically bonded phases have very small differences. In a covalent compound, the
electronegativity difference is larger than that for a metallic bond and smaller than that for
an ionic bond. For example, using Pauling's electronegativity scale, 44 the electronegativity

difference for NaCl, an ionic compound, is 2.23. For Ag3Sn, which has metallic bonding,



the difference in electronegativities is 0.03, and for the covalent compound, Si3N 4 , the

electronegativity difference is 1.14.

In Figure 3.3, many intermetallic compounds are plotted along with several ionic

and covalent compounds as a function of heat of formation and electronegativity difference

on Pauling's scale. Three regions corresponding to the three main types of bonding are

clearly defined. The compounds with metallic bonding, the intermetallics, are all clustered

in the lower left corner with both small heats of formation and small electronegativity

differences. The ionic compounds are found in the upper right corner with large heats of

formation and large electronegativity differences. The covalent compounds are in the

middle.

Robinson and Bever"o developed a plot for intermetallic compounds which

combines electronegativity difference, heat of formation, atomic or ionic radii, and the bond

character. Their plot is shown in Figure 3.4. The electronegativity scale they use is the

Gordy and Thomas scale,4 5 and the radii are based on the Goldschmidt atomic diameters.46

Bonding in intermetallic phases is primarily metallic. However, within metallic bonding

there is a range of bond character. Robinson's and Bever's plot indicates the secondary

character of the metallic bond in an intermetallic.

In Figure 3.5, Robinson's and Bever's figure is shown with some intermetallic

compounds plotted on it along with two covalent compounds, Si3N 4 and AIN, and two

ionic compounds, NaCI and CsCl. The systems which contain intermetallic compounds

mentioned at the start of this chapter as having fast diffusion all fall in the lower left comer

indicating they have metallic or mixed ionic-covalent-metallic bonding: (f) copper-tin, (a)

copper-zinc, and (b) silver-zinc. The indium containing systems (c, d and e) in which

Roman' 6 observed fast isothermal solidification, are also found in this corner.

Some correlation, then, seems to exist between metallic bonding and fast diffusion

in intermetallics. A correlation between metallic bonding and fast diffusion is logical.

Metallic bonding is characterized by delocalized electrons. This non-directional bonding

allows the atoms more mobility than a covalent bond.
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3.1.1.2 Warburton's and Turnbull's fast diffusion

An example of the degree to which bonding affects diffusion can be drawn from

Warburton's and Turnbull's 4 3 work on fast diffusion. The fast diffusion that Warburton

and Turnbull describe is characterized by diffusion of one metal into another at rates up to

five orders of magnitude faster than self diffusion in that metal. Warburton and Turnbull

develop a complex interstitial mechanism to explain these fast diffusion phenomena. The

fast diffusion systems Warburton and Turnbull discuss are listed in Table 3.1. All the

systems in which they try to explain the fast diffusion also appear in a table compiled by

Massalski and Pops48 listing systems in which the intermediate phases tend to have metallic

bonding. Additionally, the system of germanium in silver, mentioned by Warburton and

Turnbull as exhibiting fast diffusion but not fitting their interstitial hypothesis, also appears

in the metallic bonding chart. Massalski's and Pops' compilation of systems exhibiting

metallic interactions is shown in Table 3.2.

Table 3.1: The systems exhibiting fast diffusion,

after Warburton and Turnbull43

Cu in Pb Ag in In

Ag in Pb Au in In

Au in Pb Ag in TI

Cu in Sn Au in Tl

Ag in Sn Ge in Ag

Au in Sn

Table 3.2: Systems (A-B) with intermetallic compounds

that have metallic bonding, after Massalski and Pops 48

A
Cu

Ag
Au

B

Zn Ga Ge As

Cd In Sn Sb

Hg TI Pb Te



Tables 3.3 and 3.4 list the Goldschmidt radii and the electronegativity on both the

Pauling and the Gordy and Thomas scales for the elements in Massalski's and Pops' table.

The largest size difference is 0.47 (Cu-Te) and the largest electronegativity difference on

the Gordy and Thomas scale is 0.8 (Au-Zn, -Cd, -Ga, -In, or -TI). These limits are

indicated on Robinson's and Bever's plot in Figure 3.5 by the dashed box. All the systems

would fall in the lower left corner where the bond character is mainly metallic. Thus,

Massalski's and Pops' and Bever's and Robinson's conclusions on systems which exhibit

purely metallic bonding are consistent.

Table 3.3: Goldschmidt radii 46 of the elements

listed in Massalski's and Pops' table

A B
Cu Zn Ga Ge As

1.28 1.37 1.35 1.39 =1.5

Ag Cd In Sn Sb

1.44 1.52 1.57 1.58 1.61

Au Hg TI Pb Te

1.44 1.55 1.71 1.75 =1.75

Table 3.4: Electronegativities on Pauling's scale4 and on the Gordy and Thomas scale45

(in parenthesis) of the elements listed in Massalski's and Pops' table.

A B
Cu Zn Ga Ge As

1.90 (2.0) 1.65 (1.5) 1.81 (1.5) 2.01 (1.8) 2.18 (2.0)

Ag Cd In Sn Sb

1.93 (1.8) 1.69 (1.5) 1.78 (1.5) 1.96 (1.8) 2.05 (1.8)

Au Hg T1 Pb Te

2.54 (2.3) 2.00 (1.8) 2.05 (1.5) 2.33 (1.6) 2.1 (2.1)



Tables 3.5 and 3.6 list the heats of formation of some of the intermetallic phases

that form between the elements listed in Massalski's and Pops' table of systems which

contain intermetallics with metallic bonding. The largest -AHf is 75.4 kJ/mole (Auln2), and

the second largest is 45.2 kJ/mole (Auln). From Table 3.4, the largest electronegativity

difference on the Pauling scale is 0.89 (Au-Zn). The range defined by these limits is well

within the metallic corner of Figure 3.3 as shown by the dashed box on that figure. Thus,

Massalski's and Pops' table of metallic systems is consistent with the data presented here.

Table 3.5: Heats of formation' " 11" 47 of some of the intermetallic compounds formed

between copper and the B elements in Massalski's and Pops' table.

A B: Intermetallic, AH, (kJ/mole)

Cu Zn Ga Ge As

Cu3As: -11.7

Cd In Sn Sb

Cu2Cd3: -23 Cu3Sn: -31.8 Cu2Sb: -11.7

Cu3Sb: -8

Hg TI Pb Te

Cu 2Te: 20.9

Table 3.6: Heats of formation' 0 11,47 of some of the intermetallic compounds formed

between silver or gold and the B elements in Massalski's and Pops' table.

A B: Intermetallic, AH, (kJ/mole)

Zn Ga Ge As

Ag Cd In Sn Sb

AuCd: -38.9 Auln: -45.2 AuSn: -30.5 AuSb2: -10.9

AuIn 2: -75.4 AuSn2: -42.5

AuSn4: -38.7

Au Hg TI Pb Te

AuPb2: -6.3 AgTe: -37.2



All the systems in which Warburton and Turnbull try to explain fast diffusion also

have metallic bonding. Metallic bonding in a compound is indicated by a combination of

low -AHf, small electronegativity difference, and small size difference. Perhaps the

complex interstitial mechanism for fast diffusion that Warburton and Turnbull hypothesize

is unnecessary. Fast diffusion can, instead, be related to these basic characteristics of the

materials.

3.1.2 Chemical potential

Chemical potential is indirectly related to bonding in that they both deal with the

chemical interactions of the atoms in a material. The chemical potential is the link between

the thermodynamics and the kinetics of a material. The chemical potential gradient is the

true driving force for diffusion. The diffusion coefficient is proportional to the derivative

of the chemical potential with respect to concentration. Thus, analyzing this derivative of

the chemical potential in intermetallics can help in understanding fast diffusion.

Specifically, this analysis enables the separation of the thermodynamic and the

physical influences on diffusion. The thermodynamic influences are represented by the

derivative of the chemical potential with respect to concentration, and the physical

influences are contained in the mobility. Together, the derivative of the potential and the

mobility make up the diffusion coefficient as shown in Equation 3.3.

In this section, the derivatives of the chemical potential with respect to concentration

for intermetallic phases that exhibit fast diffusion, CuZn and CusZn,, are compared to the

derivative in an intermetallic that does not have fast diffusion, FeAl. Then, using published

data on the diffusion coefficient in these three intermetallics, the mobility coefficient is

calculated from the derivative of the chemical potential. As would be expected, the

intermetallics with fast diffusion have higher mobilities than the intermetallic that does not

show fast diffusion.

The chemical potential is related to the activity

[i = /y, + RTln ai  (3.9)

where g, is the chemical potential of the pure material, R is the gas constant, T is

temperature, and ai is the activity of the species i. Since y,, is not a function of

composition, the derivative of the chemical potential with respect to composition is a

function of the activity and of temperature:
dtju _RTd(ln ai ) RT dai

- i  ai (3.10)
dci dc1 a1 dci



Activity data is published in standard tables for some systems. 49 Often, the only

data is for the phase boundaries. A relationship for the activity as a function of

composition can be determined by assuming that the activity is linear with composition.

Thus, a simple equation for ai as a function of ci can be determined, and dai/ lc, is a

constant:
a, = mci +b

dai  (3.11)-=m
dci

For a given temperature, m and b are constants which are determined from fitting the

activity versus composition data to Equation 3.11. Appendix A shows that this

approximation is adequate for intermetallic phases.

Intermetallic layers have only small concentration gradients across them because

they have a limited range of composition over which they are stable. However, large

chemical potential gradients can exist. If the gradient of chemical potential is steep, a large

diffusion coefficient and high flux are possible. The hypothetical phase diagram and

chemical potential plot in Figure 3.6 illustrate a large difference in chemical potential across

an intermetallic layer that has only a small variation in concentration.

Since the flux is proportional to the spatial gradient of the chemical potential, the

thickness of the intermetallic layer is also important. Assuming equilibrium at the interfaces

between the intermetallic and the base metal, the concentrations and the chemical potentials

at the interfaces are fixed. The width of the intermetallic layers determines the steepness of

the chemical potential gradient. A thin layer will have a steeper gradient, and thus faster

diffusion, than a thick one.

Figures 3.7, 3.8 and 3.9 show the activity as a function of composition for three

systems which contain intermetallic phases: the copper-zinc system, the aluminum-nickel

system, and the iron-aluminum system. The derivative of the activity is proportional to the

derivative of the chemical potential so some indication of the derivative of the chemical

potential can be gleaned from these activity plots. Large changes in the activity are seen in

several of the intermetallic phases. For instance, the activity of zinc varies from 0.107 to

0.585 in y-CuZn8. The activity of nickel goes from 0.000379 to 0.637 in AINi, and the

activity of aluminum drops from 0.712 to 0.145 in FeA13.49
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Figure 3.6: The difference in concentration across the intermetallic phase,

'y, is small compared to the difference in the chemical potential.

(a) Hypothetical phase diagram with an intermetallic phase, '. The

temperature Ti is indicated with the dashed line. (b) Plot of the chemical

potential as a function of composition for the system defined by the phase

diagram in (a) at TV.
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Based on the activity data shown in Figures 3.7-3.9, the derivative of the chemical

potential with respect to composition can be calculated from Equation 3.10. Such a

calculation was done for the 1-CuZn, the y-Cu5Zn8, and the 1-FeAl intermetallic phases.

These three phases were chosen because fast diffusion has been reported in the copper-zinc

intermetallics but not in the iron-aluminum ones. The resulting equations for the derivative

of chemical potential have the form

=i -_ RTm (3.12)
dci  mc, + b

based on the form of the activity as a function of composition given in Equation 3.11. The

values of the constants for each intermetallic phase are given in Table 3.7. The chemical

potential derivatives are plotted as a function of composition in Figure 3.10

1



Table 3.7: Constants for the equations for the derivatives of the chemical potential

Intermetallic Temperature Element, i m b

P-CuZn 500"C Cu 0.0330 -0.863

Zn 0.0124 -0.289

y-Cu5 Zn8  5000C Cu 0.0340 -0.714

Zn 0.0795 -2.95

p-FeAl 900°C Fe 0.0301 -0.780

37.3
7107
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35.3 33.3 31.3 29.3 27.3 25.3 23.3 21.3

27 29 31 33 35 37 39
Concentration of zinc (g/mole)
Concentration of iron (g/mole)

41 43 45

Figure 3.10: Derivative of the chemical potential with respect to

concentration for zinc and copper in the P-CuZn and the y-Cu5 Zn8

intermetallic phases at 500°C and iron in the 0 -FeAl intermetallic at 9000C.

From Equation 3.12 with data from Table 3.7.
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The derivatives of the chemical potential are about the same order of magnitude for

all three of these intermetallics. This indicates that the thermodynamic contribution to the

diffusion coefficient is approximately equal in each intermetallic. However, the diffusion

coefficients are not comparable. As shown by the data in Table 3.8, the copper-zinc

intermetallics have much higher diffusion coefficients than the iron-aluminum intermetallic

at similar reduced temperatures. Recall that the diffusion coefficient is a function of the

derivative of the chemical potential and the mobility coefficient (Equation 3.3):

Di = Mi dy
dci

Since the derivatives of the chemical potential are approximately equal, the differences in

the diffusion coefficients must be in the mobilities.

If the derivative of the chemical potential and the diffusion coefficient is known for

a phase, then the mobility coefficient can be calculated from Equation 3.3. For CuZn,

CuZn8, and FeAl, the chemical potential derivatives were calculated above, and the

diffusion coefficients were found in the literature.40 Thus, the mobility coefficient can be

calculated from

Mi = D + D b (3.13)
S yi RTm
dci

Table 3.8 summarizes the data used for the mobility calculations along with the data from

Table 3.7. The mobility coefficients are graphed in Figures 3.11.

The mobility of iron in the FeAl intermetallic is two to three orders of magnitude

smaller than the mobility of copper or zinc in the copper-zinc intermetallics. The large

difference in the mobilities reflects the difference in the diffusion coefficients. However,

the mobility does not include thermodynamic effects, represented by the derivative of the

chemical potential, which are included in the diffusion coefficient.

Table 3.8: Data for the calculation of the mobility coefficients

Intermetallic Temp. Tm/T Element, i D (cm2/s) 40

~-CuZn 5000C 1.49 Cu 1.7 x 108

Zn 6.6 x 10-9

y-CusZn8  5000C 1.38 Cu 2.67 x 108

Zn 2.46 x 10-7

P-FeAl 900-C 1.31 Fe 3.0 x 10-"
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Figure 3.11: Mobility as a function of composition in P-CuZn and y-

Cu5Zn8 for 5000C and in P-FeAl for 900"C.

None of the chemical or physical factors discussed in this work would predict such

a large difference in mobilities between the copper-zinc intermetallics and the iron-

aluminum one. The electronegativity differences and the size differences for these two

systems are about the same, as shown in Table 3.9, so the bonding argument does not

provide any insight into this difference in mobilities. Structural considerations, which will

be discussed in the next section, also are of no help in explaining the difference in the

mobilities. The structures of all three of these intermetallic phases are derivatives of the

body-centered cubic structure." The inability to rationalize the difference in the mobilities

shows the limits of analysis based on these factors and illustrates why an integrated

hypothesis to explain rapid diffusion is difficult to develop.

Table 3.9: Comparison of the data on 3-CuZn, y-Cu5Zn8 , and 3-FeAl
Intermetallic Electronegativity Goldschmidt Structure'

difference (Pauling)44 radii4 difference

. -CuZn 0.25 0.099 BCC

y-CuZng 0.25 0.099 BCC

P-FeAl 0.22 0.155 BCC

·
.



The three intermetallic phases analyzed above may not be representative of the
majority of intermetallic phases. The temperature of the copper-zinc data is 5000C, which
is above the critical temperature for P3-CuZn, so this phase might be more similar to a
disordered solid solution than an intermetallic at this temperature. FeAl and CusZn8 have
broader ranges of composition than the typical intermetallic compound. The effect of the

width of composition range on chemical potential and activity is shown in Figure 3.12 in

terms of the free energy curves.

The free energy curve for a intermetallic compound with a narrow range of

composition has greater curvature than the curve for a compound with a broader range of

stable compositions. The chemical potential is determined by the tangent to the free energy

curve. The activity corresponds to the difference between this chemical potential and the

chemical potential of the standard state. When the free energy curve is sharper, Figure

3.12(a), the tangent rotates more rapidly with changes in composition than when the free

energy curve is flatter, Figure 3.12(b). Thus when the range of composition is wider, the

chemical potential and activity are not as strong a function of the composition as they are

for a narrow intermetallic. For a narrow intermetallic compound, the chemical potential and

activity undergo large changes over a small range of concentration. This makes the

chemical potential and activity difficult to measure and may be the reason little data on

activity in intermetallic compounds exist.

For calculation of the mobility, both the activity data and the diffusion coefficients

are necessary. These data tend to be rare for intermetallics so the full analysis can be done

for only a few intermetallics. The activity data for an iron-aluminum intermetallic, FeAI3,
which has a narrow range of composition over which is it stable, is available although the

diffusion coefficient is not. The composition of FeA13 varies less than two atomic percent

from the stoichiometric formula. The copper-zinc intermetallics and FeAl vary from six to

twenty-five atomic percent from their basic formula. The derivative of the chemical

potential with respect to concentration is graphed in Figure 3.13. The derivatives range

from 104 to 105 (J/mole)/(g/mole) for both aluminum and iron. The derivatives of the

chemical potential for FeAI3 are about an order of magnitude larger than those found for the

other intermetallic compounds analyzed (Figure 3.10). These larger values for the

derivatives may be related to the smaller range of composition of FeA13 as discussed in

conjunction with Figure 3.12.

Values for the diffusion coefficients of iron or aluminum in FeA13 are not well-

established. As a gross approximation, the diffusion coefficient can be taken to be about

that in FeAl, =10 -" cm 2/s. Thus, the mobility in FeAl3 would be 10'5 to 10-16 which is an

order of magnitude lower than the mobility in FeAl. This difference is due to the increase



in the derivative of the chemical potential since the diffusion coefficient was assumed to be
the same for both intermetallics. In reality, the diffusion coefficient may be even lower
than 1(0" cm2/s because FeAI3 is a more ordered phase than FeAl and because the reduced

temperature for FeA13 is slightly lower. The reduced temperature for FeA13 at 9000C is

1.22, compared to 1.31 for FeAl. A lower diffusion coefficient would mean that the

mobility would be even smaller.

a)

Compostion

1`
a>
c
a,

C4

A Compostion c2  B
Compostion

Figure 3.12: Comparison of the free energy curves for an intermetallic with

(a) a narrow range of stable compositions and (b) a broad range of

composition. The derivative of the chemical potential with respect to

composition would be smaller for the intermetallic with the wider range of

composition. The phases in this figure are taken from the hypothetical phase

diagram in Figure 3.6.
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3.2 Physical factors

The physical factors that affect diffusion in intermetallics can be divided into three

categories: crystal structure, grain boundaries, and interface structure. The crystal structure

is a factor in determining the mobility of the atoms. The degree of stoichiometry and the

concentration of defects are two other issues related to crystal structure which also affect

diffusion. Grain boundaries provide low resistance paths for diffusion. Thus, grain

boundaries can be an important factor in explaining fast diffusion in intermetallics. The

structure of the interface between the intermetallic and the base metal affects the diffusion

through the intermetallic layer. If the interface is rough, more area exists for exchange than

if the interface is flat. Each of these influences is discussed in turn in this section.

3.2.1 Crystal structure

The crystal structures of intermetallics are often complex. This complexity tends to

preclude close packing, leaving more free space in the lattice. As shown schematically in

Figure 3.2, one of the contributions to the migration free energy has to do with moving the

atom through the lattice pinch point. All other things being equal, if the atoms are farther

apart, it is easier to move another atom through. Less energy would be required for the

migration of the atom in a more open lattice, and the diffusion coefficient would be higher.

The defect structure is also important to diffusion. Generally, the more defects

there are in a material, the higher the possible rate of diffusion. In intermetallics, the defect

structure is often tied to the degree of stoichiometry of the material. Intermetallic phases are

stable over a range of composition. Their structures have to accommodate this variation in

composition. This accommodation is usually accomplished through defects; substitutional

atoms, interstitials, or vacancies. These defects are built into the structure of the

intermetallic. The examples that follow illustrate how these concepts relate to diffusion in

intermetallics.

3.2.1.1 Copper-tin intermetallics

Copper and tin form two low temperature intermetallic phases, the e (Cu 3Sn) and

the Ti (Cu 6Sn5) phases as shown in the phase diagram in Figure 2.5. Fast diffusion has

been reported in both of these phases. The crystal structures of these intermetallics support

the observations of fast diffusion because they are open and can have high concentrations

of defects. These structures also illustrate how a lattice can adapt to fit a range of

compositions.



The E phase, Cu3Sn, intermetallic has the Cu3Ti-type lattice which has hexagonal

close packing of the form AB,A....50 -5 The structure of the 1r phase, Cu6Sns, intermetallic

is based on the NiAs type lattice (B8,) which is a modified close packed structure with

ABAC,A... stacking. The tin is hexagonally close packed on the B and C sites, and the

copper occupies the A sites which are the octahedral interstitials. The excess copper atoms

are found on one tenth of the tetrahedral interstitial sites.52-54 The information on the

structures of both the E and the rl phases is summarized in Table 3.10.

Table 3.10: Structures of e and Tj intermetallic phases

e phase structure50 -53  I n phase structure5 2 -54

a = 5.51 A a = 4.2 A

b = 4.77 A b=a

c = 4.33 A c = 5.09 A
Type: Cu3Ti Type: NiAs type with Cu on 1/10 of the

tetrahedral interstitial sites

Structure symbol: - Structure symbol: B8, (NiAs) with

interstitials

Packing fraction: 0.78 Packing fraction: 0.61

The e phase structure is a close packed structure which would indicate there is not

much extra room for atom motion as is indicated by the packing fraction of 0.78. The

packing fraction is the ratio of the volume of the atoms in the unit cell to the volume of the

unit cell. The larger the packing fraction is, the less open space there is in the lattice. For

hexagonal close packing of equal sized spheres, the packing fraction is 0.74. However,

the copper atoms are 20% smaller than the tin atoms; the Goldschmidt radius of copper is

1.28 and of tin is 1.58. The lattice is close packed on the tin layers, but the copper layers

have a reasonable amount of space between the atoms. This space is shown in the picture

of the structure of Cu3Sn in Figure 3.14. Additionally, there are open channels along the C

sites in the close packing. The stacking sequence is AB,A... which leaves the C sites open

in every layer.

Other considerations in the structure of the e phase are the degree of stoichiometry

and how variations in the stoichiometry are handled by the structure. The composition of

this phase varies by about one atomic percent tin from the structure's standard 25 atomic



percent tin. Since this phase has metallic bonding and a close packed structure, the

composition is most likely maintained by the creation of vacancies or substitutional atoms

rather than by the creation of interstitials. A one atomic percent variation in composition,

from 25 atomic percent tin to 24 atomic percent tin, could translate into one vacancy for

every 25 tin sites which is a high vacancy concentration. Recall that for substitutional

diffusion, the probability a vacancy exists enters into the determination of the diffusion

coefficient through the jump frequency (Equation 3.5). A high vacancy concentration

would, then, serve to increase the diffusion coefficient.

Figure 3.14: Structure of the E phase copper-tin intermetallic, Cu3Sn. The lattice type is

Cu3Ti which has AB,A... hexagonal close packing. The yellow balls represent copper

atoms, and the white ball are the tin atoms. The proper size ratio of copper to tin is

maintained. Notice the space in the copper layer. Ni3Sn also has this basic structure.



The f1, Cu6Sn,, structure is based on the NiAs structure which has ABAC,A

packing as shown in Figure 3.15. The tin layers are close packed on the B and C sites,

but, as with Cu3Sn, the copper layers on the A sites have some free space since the copper

atoms are smaller than the tin atoms. This intermetallic has a low packing fraction, 0.61,

which also indicates that there should be significant free space in this structure.

The basic NiAs structure does not account for the extra copper atoms in the formula

Cu 6Sn 5. The excess copper atoms are placed on the tetrahedral interstitial sites. Putting the

copper atoms on the interstitial sites expands the lattice. In Figure 3.15, the ordering of the

copper and tin atoms in the NiAs structure is shown with the tetrahedral interstitial sites

marked with small red balls. It can be seen how placing copper atoms (yellow balls) on the

"red" sites would open up the lattice. Additionally, since the excess copper atoms occupy

only one tenth of the tetrahedral interstitial sites, the other nine tenths of the sites would be

available for diffusion.

Figure 3.15: Structure of the fl phase copper-tin intermetallic, Cu 6Sn 5. The copper

(yellow) and the tin (white) atoms are shown in the NiAs structure. The excess copper

atoms would be located on one tenth of the tetrahedral interstitial sites indicated with the

small red balls. The proper size ratio for copper to tin is used. Both Ni 3Sn 2 and FeSn also

have structures based on NiAs.



The strain energy cost of putting a copper atom on an interstitial site is high. Thus,

it is likely that the variation in composition of this intermetallic phase is accommodated by

fewer copper interstitials for the case of excess tin and by tin vacancies or copper

substitution on the tin sites for the case of excess copper. The phase diagram (Figure 2.5)

indicates that the composition of the Tj phase tends to have excess copper rather than excess

tin. An excess of copper would favor tin vacancies and the placing of copper atoms on tin

sites. Thus, the defect concentration in the T1 phase intermetallic depends on composition.

The r1 phase intermetallic also illustrates how bonding and structure can be

interrelated. In the NiAs structure, which is the basis for the Cu 6Sn 5 structure, an excess

of the transition metal indicates primarily metallic interactions."' The rl phase has an excess

of copper, the transition metal, so, based on the structural argument, the bonding should be

metallic. Metallic bonding in this system was indicated in the previous section as

determined by chemical factors.

3.2.1.2 Nickel-tin intermetallics

The nickel-tin system has three low temperature intermetallic phases, Ni3Sn,

Ni3Sn 2, and Ni3Sn 4, as shown in the phase diagram in Figure 2.1. Table 3.11 summarizes

the structures of the three low temperature nickel-tin intermetallics.

The structure of Ni 3Sn is hexagonal close packed with AB,A... stacking.50 ,55,56

This structure is similar to that of Cu3Sn. Since nickel atoms are about the same size as the

copper atoms, the Cu3Sn structure shown in Figure 3.14 can be used to describe this

structure. Instead of the yellow balls representing copper atoms, they now represent nickel

atoms. Free space exists in the nickel packing planes in Ni3Sn just as it does in the copper

packed planes in Cu 3Sn. The channels along the C sites can also be found in the Ni3Sn

structure. Ni 3Sn is stable over a slightly wider composition range than is Cu3Sn so more
vacancies or substitutional atoms could be induced by composition variations in Ni3Sn as

compared to Cu3Sn.

Ni3Sn 2 has the NiAs type structure'o with excess nickel atoms. The structure of
this nickel-tin intermetallic is very similar to that of Cu6Sn 5. Thus, the Cu6Sn 5 structure
shown in Figure 3.15 can be used to visualize the structure of Ni 3Sn 2 with the white balls

still representing tin, the yellow balls representing nickel, and one quarter of the "red"

interstitial sites occupied by the excess nickel atoms. More of the interstitial sites are
occupied in Ni3Sn 2 than in Cu 6Sn 5 so the Ni3Sn 2 lattice should be more distorted than the
Cu 6Sn 5 one. Comparison of the packing fractions of these two intermetallics indicates that
the increased lattice distortion in Ni3Sn 2 leads to denser packing; the packing fraction for
Ni3Sn 2 is 0.76, while for Cu6Sn 5 the packing fraction is 0.61.



The Ni3Sn 4 intermetallic has the most complicated structure of the three nickel-tin

intermetallics. It is monoclinic with the C2/m space group.5 5' 57 The structure is shown in

Figure 3.16. The c axis is 5.18 A long. The atomic radius of nickel is 1.25 A. Thus,

there is 2.68 A between the nickel atoms along this axis. Similarly, along the b axis which

is 4.05 A long, there is 1.55 A between the nickel atoms. These measurements indicate

that there is some free space in this structure as confirmed by the packing fraction of 0.71.

Table 3.11: Structures of the low temperature nickel-tin intermetallics"5 5 7

NiSn [Ni,Sn, Ni,Sn4

a = 5.28 A a = 4.14 A a = 12.2 A

b=a b=a b = 4.05 A,

c = 4.23 A c = 5.20 A c = 5.18 A

Type: DO09, AB,A... Type: B8, (NiAs) with Type: monoclinic

stacking interstitials = 1030

ABAC,A... stacking

Space group: P63/mmc (194) Space group: Pnma (62) Space group: C2/m (12)

Packing fraction: 0.70 Packing fraction: 0.76 Packing fraction: 0.71

ONi QSn

Figure 3.16: The structure of Ni3Sn4,57 the intermetallic with the most complicated

structure of the three low temperature nickel-tin intermetallics. This structure is monoclinic

with the space group C2/m.



more mobility at the grain boundary due to the more open structure at the grain boundary so

the rate of diffusion is higher.60

Grain boundary diffusion dominates at low temperatures. Grain boundary

diffusion has a much lower activation energy than lattice diffusion because the grain

boundary has a more open structure. Because the lattice diffusion has a higher activation

energy, it is more sensitive to temperature. At high temperatures, volume diffusion

overwhelms the grain boundary diffusion, and the apparent diffusion coefficient is

determined by the volume diffusion coefficient. At low temperatures, volume diffusion

diminishes leaving grain boundary diffusion to dictate the observed diffusion coefficient.6 o

The contribution of the faster grain boundary diffusion can be accounted for in the

diffusion coefficient :61
Drbs = DvO, + fD~,b (3. 14)

where Db,, is the observed diffusion coefficient, D,,, is the volume, or lattice, diffusion

coefficient, Db, is the grain boundary diffusion coefficient, andf is a weighting factor. f is

a function of the grain boundary width, a, and the grain size, d:
af = - (3.15)
d

Grain boundaries can be abundant in the growing intermetallic layer as can be seen

in Figure 3.17. The intermetallic layers usually form in fine columnar grains5 3,62 oriented

in the direction of diffusion. This grain structure results in a great number of grain

boundaries also aligned in the direction of diffusion.

Figure 3.17: Micrograph of fractured intermetallic layers between copper and lead70-

tin30 solder. The solder layer was selectively removed by chemical etching. Used with

permission from ref. 63. (2500X)



An estimate of whether grain boundary contributions to diffusion are significant in

intermetallics can be made by comparing Dvo0 and fDgb with Dobs. To calculate f, the grain

boundary width and grain size are needed. Grain boundaries are typically 5 x 10-8 cm in

width. Estimates of the grain size can be based on micrographs from the literature. The

grain size of the intermetallic formed between copper and electroplated and reflowed tin that

was then aged for four days at 135"C is approximately 2.4 x 10-4 cm. 4 The value of f for

this example is 2 x 10-4.No data on D.,0 or Dgb exist for the copper-tin intermetallic phases,

but Dgb has been measured for tin in copper.64 This value can be used as an estimate of Dgb
in the intermetallic. D,,b (cm 2/s) for tin in copper is given by

Dgh = 0.1exp L[-J (3.16)

For T=1350C, the diffusion coefficient along the grain boundary is 2.5 x 10-" cm 2/s. fDgh
would then equal 5 x 10-'5 cm 2/s. The observed diffusion coefficient for the copper-tin

intermetallic for this temperature can be read from Figure 2.11 to be about 10-12 cm 2/s.

Thus, for this case, grain boundary diffusion is not significant.

Another grain size measurement was taken from a micrograph of the intermetallic

layer resulting from aging a couple comprised of copper and electroplated tin for 25 days at

135°C.63 This grain size was determined to be 4.7 x 10-4 cm. f for this case would be 1.1

x 10-4, about the same as it was in the previous case. Since the temperature is the same as

for the above example, the same values of D,, and Dob. apply. Again, the grain boundary

contribution to the overall diffusion coefficient would be negligible. However, it was

assumed that Dgb in copper is comparable to Dgb in the intermetallics, and this assumption

may not be valid.

3.2.3 Interface structure

The interface between the growing intermetallic and the base metal is not necessarily

planar. Numerous micrographs in the literature3,4,63,65 illustrate this fact as shown in

Figures 3.18 and 3.19. Often, diffusion coefficients reported for intermetallic compounds

are calculated from intermetallic growth measurements. This analysis assumes that the

intermetallic layers are planar. The roughness of the interface, then, could introduce error

into the calculation of the diffusion coefficient. The surface area available for diffusion at a

rough interface can be two or more times greater than that at a flat one as shown by the

calculation in Appendix B.

An increase in area of the interface would have more of an effect on the growth rate

of the intermetallic layer if the growth were interface controlled. Most researchers assume



3.2.1.3 Iron-tin system

There are two low temperature intermetallic phases in the iron-tin system, FeSn and

FeSn 2. Both of these intermetallic phases are line compounds with no range of

composition.

The FeSn intermetallic has the NiAs structure (B8,)."8 Unlike Cu 6Sn 5 and Ni3Sn2
which also both have the NiAs structure, FeSn has no excess of either species and no range

of composition over which it is stable. Thus, FeSn has the NiAs structure shown in Figure

3.15 without any atoms on the "red" interstitial sites. Without the effect of the interstitial

atoms, the FeSn lattice remains more close packed than the Cu6Sn 5 and Ni3Sn 2 lattices do.

Consequently, there will be less free space in the FeSn structure. Additionally, since this

phase is stoichiometric, no defects would be inherent to the structure to enhance the

diffusion.

The structure of the FeSn 2 intermetallic is of the CuAl2 type (C16)."8 As this

compound is also stoichiometric, no composition-induced defects are established in this

structure either.

.3.2.1.4 Application of crystal structure analysis

Consideration of the crystal structure can help in understanding fast diffusion in

intermetallics. The open lattices and high defect concentrations that can result from the

lattices' accommodation of the composition ranges of intermetallic phases, support the

existence of fast diffusion. Observed diffusion rates can be partially explained through

analysis of the crystal structure. For example, fast diffusion has been reported in the

copper-tin intermetallics. Diffusion in the nickel-tin intermetallics is slower than that in the

copper-tin ones, and diffusion in the iron-tin intermetallic is much slower than that in the

nickel-tin intermetallics. Since the iron-tin intermetallics are stoichiometric and lack the

inherent defect structure that the copper- and nickel-tin intermetallics have, slower diffusion

would be expected in the iron-tin intermetallics. However, less distinction can be made

between the copper- and nickel-tin intermetallics based on crystal structure. Both systems

have intermetallics with open structures and inherent defects. Thus, evaluation of the

crystal structures can explain why diffusion in the iron-tin system is slow but it cannot

rationalize the difference between the copper- and nickel-tin intermetallic.

3.2.2 Grain boundary effects

Grain boundaries are high diffusivity paths because the mean jump frequency at the

grain boundary is much higher than the jump frequency in the lattice.42 The atoms have



that the growth of intermetallic layers is diffusion controlled. However, it will be shown

later in this work that for the copper-tin and nickel-tin systems, interface control is

important. Thus, the area of the interface becomes a key parameter since the rate of an

interface controlled reaction is proportional to the interfacial area.66

Figure 3.18: Aluminum-gold diffusion couple with intermetallic layers.65 Aged at 400'C

for 600 minutes, 750X. Note that the interface between the intermetallic and the gold is not

planar. Reprinted from Solid-State Electronics, 13, E. Philofsky, "Intermetallic Formation

in Gold-Aluminum Systems," Pages No. 1391-1399, Copyright 1970, with kind

permission from Elsevier Science Ltd., The Boulevard, Langford Lane, Kidlington 0X5

1GB, UK.
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Figure 3.19: Intermetallic layers between copper and tin. Aged at 170°C for 4000

hours. Note the interfaces are not planar. Used with permission from ref. 63.

3.3 Discussion of fast diffusion

Several chemical and physical factors that affect diffusion in intermetallics have

been discussed. These factors can be used to rationalize fast diffusion. For instance, all

the systems that exhibit fast diffusion also have metallic bonding. Through analysis of the

derivative of the chemical potential, the thermodynamic contributions can be removed from

the diffusion coefficient to leave the mobility. Such an analysis was used to compare the

mobilities in two copper-zinc intermetallics which exhibit fast diffusion to the mobility in

FeAl which does not exhibit fast diffusion. The mobilities in the copper-zinc intermetallics

are two to three orders of magnitudes larger than the mobility in FeAl. Analysis of the

crystal structures of the iron-, nickel- and copper-tin intermetallics explained why the iron-

tin intermetallics have the slowest diffusion rate. The contribution of grain boundary

diffusion to the overall diffusion rate was investigated for two copper-tin examples and

found to be negligible. However, no systematic method for combining all these factors has

been developed. A comprehensive hypothesis for explaining fast diffusion cannot be based

on one or two of these factors, and the interactions between the factors are too complex to
allow a combined model.



4. Mei's model

Theoretical analysis of the flux possible through intermetallic phases may be able to
determine the order of magnitude or relative magnitude of the diffusion coefficient in an
intermetallic. However, concrete values for the diffusion coefficients in specific phases for
specific situations are difficult to determine accurately from a purely theoretical study. To
find precise values for the diffusion coefficient for an application, experimental data needs
to be incorporated. Modeling intermetallic growth supplies the means to combine the
theoretical aspects of growth and experimental data. A model can provide insight into the
interplay of the controlling mechanisms of growth and the ability to predict intermetallic
growth rates for practical situations.

Two existing models are evaluated and expanded upon in this work. The first, a
model developed by Mei et al.32, uses a series of moving boundaries to model intermetallic

growth. This approach assumes that diffusion controls intermetallic growth. The
development of Mei's modeling equations is described in Section 4.1. Then, in Section
.4.2, the copper-tin system is evaluated with a model based on Mei's equations, and the
results of these modeling efforts are discussed. The results found in this work do not agree
with those reported by Mei. Much of the discussion of this model focuses on this
discrepancy in the results. The conclusion is that, while Mei's model is comprehensive in
terms of diffusion controlled growth, the model does not fully describe intermetallic growth
in the copper-tin system because growth in this system is not purely diffusion controlled.
Instead, the growth in the copper-tin system is a case of mixed diffusion and interface
control at low temperatures.

Since Mei's diffusion control based model was found to be lacking for describing
intermetallic formation in the copper-tin system, a theory developed by Philibert, 67,68 which
includes both diffusion and interface reaction rates, is examined in Chapter 5. This theory
had not yet been applied to specific systems. In this work, it is applied to the copper-tin
and nickel-tin systems (Sections 5.2 and 5.3, respectively).



4.1 Derivation of Mei's model

Mei's model is developed for intermetallic growth in the copper-tin system. 32 As

shown in the phase diagram in Figure 2.5, two intermetallic layers, the a phase and the Tj

phase, should form at the temperatures for which the model is designed, 190-220TC, in the

copper-tin system.

The modeling approach assumes

1) equilibrium at the interfaces

2) constant diffusion coefficients in the layers

3) diffusion controlled growth

4) planar layers

5) semi-infinite base metals.

For growth in this temperature range, these assumptions should be generally valid though

the layers may not be planar. Assuming planar layers is particularly questionable if, in the

history of the diffusion couple, the tin was once liquid. When the intermetallic layers form

between liquid tin and solid copper, the interface is much rougher and more hillocked than

when both the tin and copper are solids.8

The copper concentration in the copper solid solution, in the E phase, in the T1

phase, and in the tin solid solution is fit to the standard error function solution to Fick's

Law:

ci = A - Berf 2 (4.1)

where ci is the copper concentration in layer i, Ai and Bi are constants determined from the

boundary conditions, and Di is the interdiffusion coefficient. The subscript i indicates the

layer: copper solid solution = 1, E = 2, Tl = 3, tin solid solution = 4. A sketch of the

concentration profiles is given in Figure 4.1.

The boundary conditions are

Ci=Co at x=-oo  C3=C32 at x=• 23

CI=C12 at x=r•2  C3=C 34 at x=ý34
C2=C21 at x=4•2  C4=C 43 at x=ý34
c2=C23 at x= ý23  c4=c at x=oo (4.2)

The subscripts in the boundary conditions correlate with the labels in Figure 4.1. For a
given temperature, the concentrations at the interfaces can be determined from the phase
diagram because equilibrium at the interfaces is assumed. Thus, all the concentrations in
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Figure 4.1: The concentration profiles and boundary conditions for a
copper-tin diffusion couple at low temperatures. Adapted from ref. 32.

the boundary conditions, Equation 4.2 and Figure 4.1, can be determined once the
temperature is specified.

These boundary conditions can be used to evaluate the constants A i and B, in
]Equation 4.1 for the copper concentration in each layer:32

CC, := CI = Co
Co C12 1 + erf x
1 + erfgI- 2 t

(4.3)

C: = C2 = C2 1

C71 = C3 = C3 2

C21 - C23

erfg2 - erf( 1  2)

C32 - C34

erfg-erf(g2 r 2 3)

x
erf - erfg,

2 2 t r2]

erf 2 t - erfg2  
,

2D1t

Sn = = Cs +

C43 - C• - erf x
1- erfg 3 34) 2 D4t

CI

U

c,.0

0

(4.4)

(4.5)

(4.6)

112 ý23 ý34



where

gi •it (4.7)
2 Dt

and

=r j (4.8)

The mass balance at each interface supplies the relationship that ties the concentration

profiles to the interface movements.32

c. - V =c. dc..
- L + bD i- = (c - cji) dt (for i=1 to 3,j = i+1) (4.9)

'dx dx dt

Substituting Equations 4.3-4.6 into Equation 4.9, results in three equations. 32

(c, - c 2)exp(-g2) (c 21 - 23 ) exp(-g212 (4.

1+ erfg, ,j2 [erfg 2 erf(g2 / •12)] = g(c 2 -c (4.10)

(c21 - c23) exp(-g) (C32 -c 34)exp(-gr2 3-2•(C32g3 _er(g = g2(c 23-c32) C3 (4.1 1)
erfg2 - erf(9g -i2) , [erfg3 -erfg 2 223)

(c32 - c34)exp(-gý) (c43 -c)exp(-gr 34) C43)

erfg erf( ) erf(g )] = 3(c34 - 43  (4.12)
erfg3 - erfg2 [ 3

These three equations, Equations 4.10-4.12, form the core of the model. 32 Recalling that ro
is a function of the interdiffusion coefficients, bi and Dj, the unknowns and data

necessary to solve these equation can be determined. The concentrations are determined

from the phase diagram. Thus, there are seven unknowns in the above three equations:

D1 , D2, A3,D 4 , g,, g2, and g3.
If the interdiffusion coefficients are known ( 1), b, A3, and D4 ), then g,, g2, and

g, can be calculated. From the values of gl, g2, and g3, the interface positions and layer

thicknesses can be determined as a function of time. However, interdiffusion coefficients

in most intermetallic phases are not well characterized. It is more common to have data in

the form of layer thicknesses as a function of time.

When only layer thickness as a function of time is known, additional equations and

additional data are required to solve the equations. Layer thickness data are typically in the

form of thicknesses of the intermetallic layers, w, and w,, as a function of time at a specific

temperature. Since diffusion control is assumed, these data can be fit to the equations
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wE = k 4 and w, = kf (4.13)

where ke and k, are constants for a given temperature. The intermetallic layer thicknesses

are related to the interface positions which can also be written in terms of gi:32

We = 234"ý2 =2[g 2 Vb 2t1-g1 b t (4.14)
(4.1 4)

W, = 34 - 23 = 2[g3  •- g2

Comparing Equations 4.13 and 4.14, expressions for k, and k in terms of the gi's and Di's

result: 32

ke = 2[g 2  -•-g1  j (4.15)

k17 = 2[g 3 4- g 2Fb2

Now, with the original three equations (Equations 4.10-4.12), the two relations in

Equation 4.15, and the thickness versus time data, there are five equations and still seven

unknowns: D, D2, b, D 4, gD4 , g,2, and g3. Two additional quantities, such as the

interdiffusion coefficients in the solid solutions, D1 and D4 , are necessary to solve the

equations. These data are usually readily available in the literature.

However, the modeling equations are not straightforward to solve even with an

equal number of equations and unknowns. An iterative technique must be used. Both in

Mei's work and in this work, the Newton-Raphson method is employed. 69'7 0

As described above, the model can be used to solve for either the interface positions

or the interdiffusion coefficients. If one knows the interdiffusion coefficients, one may

solve for the interface positions. Alternately, one may solve for the interdiffusion

coefficients in the intermetallic layers if the relationship between intermetallic layer

thicknesses and time and the interdiffusion coefficients in the solid solutions are known.

This second method is the one applied to the copper-tin system in the next section and is the

method Mei uses in his work. The analysis can be adapted to accommodate as many or as

few layers as are predicted to form so that any system could be modeled; though the

equations involved become increasingly complex as does the solution technique when the

number of layers is increased.



4.2 Application of Mei's model

Mei developed his model for the copper-tin system. Utilizing other researchers'

data, he solved the modeling equations to determine the diffusion coefficients in the two

copper-tin intermetallic phases, E and 11. In this work, a model was developed based on

Mei's equations and run with the same data that Mei used. The results of these modeling

efforts did not match those reported by Mei. The difference is attributed to the development

of a better solution technique. Additionally, analysis of the results presented here, along

with observations from the literature, indicate that intermetallic formation in the copper-tin

system is not purely diffusion controlled at low temperatures. Thus, this model, which is

based only on diffusion control, is inadequate for predicting growth in the copper-tin

system.

Mei uses Onishi's and Fujibuchi's 36 experimental data in his model to calculate the

diffusion coefficients in the F and 71 phases. The data are in the form of intermetallic layer

thickness as a function of time which gives the k, and k, values from Equation 4.13. Two

other pieces of information are required to have enough data to solve the modeling

equations. The diffusion coefficients in the copper and tin solid solutions are reasonably

well known so they supply sufficient data. Using the values for ke, k,, D,, and Dsn, Mei

solves the equations (Equations 4.10-4.12 and 4.15) for gE, g2, and g3. In turn, the values

for g,, g2, and g3 can be substituted back into Equation 4.15 to determine the diffusion

coefficients in the intermetallics. Table 4.1 shows the data Mei used to solve the equations

and Table 4.2 presents Mei's results.

Table 4.1: Data Mei uses to solve modeling equations 32

Temperature ("C) k, (cm/s") kn (cm/sb) D, (cm 2/s) D., (cm2/s)

190 5.21 x 10-7 9.39 x 10-7 3.08 x 10-21 4.49 x 10-7

200 6.19 x 10-7  1.06 x 10-6  8.13 x 10-2' 5.39 x 10-7

210 7.88 x 10-7  1.19 x 10-6  2.07 x 10-20  6.41 x 10-7

220 8.60 x 10-7 1.43 x 10-6 5.07 x 10-20 7.56 x 10-7



Table 4.2: Results from Mei's modeling efforts32

There is some question as to how Mei got his results. The modeling equations

were incorporated into a Mathematica®* program to try to reproduce Mei's results. This

program is listed in Appendix C. It proved impossible to generate the same solutions Mei

reported. The problem is in the first term of the first basic model equation (Equation 4. 10,

reprinted below):

(Co - c12)exp(-g 2)  (C21 - C23) exp(-g,2r12 ) g(C1 2 - C21 )V2 (4.16)
I + erfg, [erfg2 -= gerf2) (4.1 6)

The method used to attempt to solve the equations is an iterative approach
necessitated by the fact that the equations are nonlinear. First, all the terms are moved to
the left-hand side of the each equation such that the right-hand side is zero. Estimates are
made for the values of g,, g2, and g3. Then, the values for g1, g2, and g3 are iterated until
the left-hand sides of the three equations all approach zero. The Newton-Raphson 6 970

method, which uses the derivatives of the equations to adjust the gi values, is used for the
iteration.

All the values Mei calculated for g, are large and negative. However, g, cannot be a
large negative number because this makes the first term of Equation 4.16 unstable.
Specifically, the problem is with the error function in the denominator of the first term.
The error function of a large negative number very nearly equals -1 which makes the
denominator of the first term in Equation 4.16 equal to a very small number. Large is a
relative term; in this case, the argument of the error function only has to be less than -6 for
the error function to be functionally equal to -1. Thus, any value of g, that is less than -6 is

*© Wolfram Research, Inc., Champaign, IL, USA

Temperature g, g2 g3 De D,
(OC) (cm 2/s) (cm 2/s)
190 -8648 -9.11 x 10-2  5.80 x 10-2  5.80 x 10-12 1.86 x 10-"
200 -6130 -8.64 x 10-2  5.87 x 10-2  7.94 x 10-12 2.39 x 10-"
210 -4555 -7.55 x 10-2  6.00 x 10-2  1.19 x 10-" 3.10 x 10-"
220 -3336 -8.30 x 10-2 5.97 x 10-2 1.50 x 10"11 4.35 x 10-"



large enough to make the first term indefinite. The physical quantities that make g, large

and negative will be discussed later.

This problem prevents the system of three equations (Equations 4.10-4.12) from

producing Mei's solutions because, whenever the iteration gets a large negative value for

g,, the equations become unstable. However, another set of solutions for each temperature

was found in running the model. These solutions will be examined later; first, further

efforts to reproduce Mei's results will be discussed.

The first step in evaluating Mei's solutions was to check the relative magnitudes of

the numerator and denominator of the first term. Several series approximations for both the

error function and the exponential were employed in order to determine if the term would

converge and a limit could be found. In every case, the term approached infinity when the

value for g, was a large negative number.

Mei was contacted and asked how he solved these equations when the first term in

the first equation was clearly unstable for the solutions he reported. His answer was

unsatisfactory both from the standpoint of mathematical propriety and for reproducing his

results. He claimed to have divided through by the offending denominator to move it to the

numerator. This action does solve the problem with the first term. However, it creates

other mathematical difficulties and does not aid in reproducing Mei's solutions.

Looking at the first equation as Mei is to have modified it, the reasons for the

problems are clear:

(c -C 2)exp(-g) - (c21 - c23)exp(-gl12 )(1 + erfg1)S- [erfg22) X-p(-g erf 1 -g(c 12 -c 21 )-F (l+ erfg,) = 0 (4.17)
, r-,, [erfg2- erf(g 12

Just as before, when g, is a large negative number, the expression (1+erfg,) approaches

zero. Instead of being in the denominator of only the first term of the equation, this

expression is now in the numerator of the second and third terms. So the second and third

terms approach zero when g, is large and negative. Thus, the first equation becomes a

function of g, alone and serves to determine the value for g,:

(Co - c,2)exp(-g 2 ) = 0 (4.18)

Any large value, positive or negative, will satisfy this equation. In this case, a large value

is one with an absolute value greater than 26.

This problem was reflected in attempts to solve a model with the first equation

modified as recommended by Mei. Whenever, through the course of the iteration, g,
became a large negative number (less than -26), that value for g, was locked onto because it

satisfied the first equation. Only the values of g2 and g, were then adjusted by further



iteration to make the second and third modeling equations balance. The result is an infinite

set of solutions; for every large negative value of g,, the values of g2 and g3 can be adjusted

accordingly to form a solution to the equations.

Besides having a multitude of solutions, this method of moving the denominator of

the first term is questionable mathematically. When multiplying through by an expression,

as Mei does with the term (l+erfg,), it is assumed that this expression does not equal zero.

In this case, that expression can be zero so it should not be multiplied through. While this

expression only truly equals zero when g, equals negative infinity, this expression is a very

small number for any value of g, smaller than -6. A large round-off error is associated

with the calculation of such a small number. By moving this expression to the numerator,

that error is propagated.

In a further effort to try to reproduce Mei's numbers, it was found that Mei's

solutions resulted from the modeling equations when the first term of the first equation was

summarily removed leaving

(c 21 - C23) exp(-g 2 12
r1 + g (Cl2 - C21)- = 0 (4.19)

r 2 [erfg2 -erf(g-i) 2 )(

However, there are no grounds for eliminating the first term of this equation in this

manner. Limit analyses done on the first term indicate that it goes to zero for large positive

values of g,, but that it goes to infinity for large negative values of g,. For small values of

g,, either negative or positive, this term has a finite value. Since for negative values this

term goes to infinity and negative values are what Mei gets as solutions, this term cannot be

dismissed. Hence, no acceptable method was found for reproducing Mei's solutions.

As mentioned previously, valid solutions to the modeling equations were

determined in this work. The basic modeling equation (Equation 4.10-12) were not altered

in any way. Instead, the determination of the initial estimates of g,, g2, and g3 for the first

iteration was focused on. The model was run for a large matrix of initial g,, g2, and g3

values. The set of solutions that resulted from these efforts do not match Mei's solutions

even though the same data that Mei utilized was used to run the model. The set of solutions

found in this work is shown in Table 4.3.

A sensitivity analysis of Mei's model was also done. The results and a brief

discussion of this analysis are contained in Appendix D. The main conclusion is that the

model results presented here are stable. The model is not overly sensitive to the values of

the diffusion coefficients. Variation of the diffusion coefficients by up to a factor of ten

does not change the predictions significantly.



The diffusion rates found here are similar to those found by Mei. A major

difference, however, is in the sign of the gi values. The interface position parameters are

determined from the gi values and have the same signs as the corresponding value of gi.

The interface position parameters for both Mei's solutions and the solutions presented in

this work are shown in Table 4.4.

Table 4.3: Solutions found in this work to the modeling equations

Temperature g, g2 g3 De D,

(°C) (cm 2/s) (cm 2/s)

190 2755 -0.2085 0.0226 3.93 x 10.12 6.17 x 10-12

200 1652 -0.2266 0.0247 4.10 x 10-12 8.36 x 10-12

210 685.6 -0.3054 0.0293 2.60 x 10-12 1.22 x 10-"

220 778.3 -0.2436 0.0276 6.17 x 10-12 1.58 x 10-"

Table 4.4: Interface position parameters for Mei's solutions32

presented in this work

and for the solutions

Temperature A ,,, (cm/s") I ,-n (cm/sb) I _s,, (cm/s )

(0C) For Mei's solutions

190 -9.60 x 107' -4.39 x 10-' 5.00 x 10-7

200 -1.11 x 1076  -4.87 x 10-7  5.73 x 10-7

210 -1.31 x 1076 -5.21 x 10-7 6.68 x 10-7

220 -1.50 x 10-6  -6.43 x 10-7  7.88 x 10-7

For the solutions presented here

190 3.06 x 10-7  -8.27 x 10-7  1.12 x 10-7

200 2.98 x 10-7  -9.17 x 10-7  1.43 x 10-7

210 1.97 x 10-7  -9.85 x 10-7  2.05 x 10-7

220 3.51 x 10-7 -1.21 x 10-6 2.20 x 10-



Mei's results predict that both intermetallic layers grow and that the original

interface between the copper and tin remains in the 71 phase layer. Mei's solutions indicate

that the Cu-s and the e-il interfaces move in the negative direction while the n-Sn interface

moves in the positive direction. These signs mean that the original interface between the

copper and the tin stays in the Ti layer which is seen experimentally.36 Additionally, the

Cu-e interface moves faster than the E-rl interface which allows for the formation of the E

layer. An example of the layer thicknesses resulting for Mei's solutions is given in Figure

4.2 for aging at 190'C for one day. Two initial conditions are compared. In Figure 4.2(a),

the initial state has no intermetallic layers while in Figure 4.2(b) one micron thick layers of

both the e and 11 phases exist from a previous treatment.

a) b)
Cu Sn Cu E , Sn

Initial
condition

[I.IMRnj
= I I

T=190°C I I
one day

Final
condition

Cu I .LI :n Sn Cu 1 P J n jSn
1.5km 2.8jtm 2.5tm 3.8Rpm

Figure 4.2: Growth of intermetallic layers in a copper-tin diffusion

couple aged at 190'C for one day. Interface movements are calculated from

Mei's interface position parameters (Table 4.4). In (a) the initial state

contains no intermetallic layers while in (b) one micron layers of both the E

and Tr phase exist.
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For the solutions presented here, the Cu-e interface and the Tl-Sn interface both

move in the positive direction and the e-iT interface moves in the negative direction. These

results indicate that the E phase should not form in this temperature range, and if it exists

from a prior treatment, it should shrink. In Figure 4.3, the intermetallic layer thicknesses

calculated from the solutions presented in this work for aging at 190'C for one day are

shown. As in Figure 4.2, two initial conditions, one containing no intermetallics and one

with pre-existing intermetallic layers, are compared in Figure 4.3.
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Figure 4.3: Growth of intermetallic layers in a copper-tin diffusion couple

aged at 190"C for one day. Interface movements are calculated from the

interface position parameters determined in this work (Table 4.4). In (a) the

initial state contains no intermetallic layers while in (b) one micron layers of

both the E and Ti phase exist.
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Mei's solutions seem reasonable when considered apart from the modeling

equations. Mei's results predict the formation of both intermetallic layers and that the

original interface remains in the Ti layer. Both of these phenomena are usually seen in

experiments at these temperatures. 4' 8,33,34,36 7 -74 However, Mei's solutions do not satisfy
the modeling equations. The solutions presented here do satisfy the model but do not

predict the formation of both intermetallic layers which are usually seen at these

temperatures.

Mei's solutions do not satisfy the model equations due to the large negative values

he reports for g,. These large negative values for g, arise when the model tries to reconcile

the diffusion rate in the copper, Dc,, with the rates of the intermetallic growth, kE and k, . g,
tends to be large because it is inversely proportional to the diffusion coefficient in the

copper solid solution (refer to Equation 4.7). The diffusion coefficient in the copper solid

solution is about nine orders of magnitude lower than the diffusion coefficient in the e

phase, the rl phase, or the tin solid solution. The value for the diffusion coefficient in the

copper used in the model is well documented 32' 64'75 so it is likely to be accurate. g, is

negative because for the e phase to grow, as indicated by the ke and k. data, and for the

original interface to stay in the rl phase, the copper-e interface must move in the negative

direction. Experiments measuring the thickness of the intermetallic layers as a function of

time are also well documented. As shown in Figure 4.4, the data Mei uses for intermetallic

thickness is in general agreement with data from other researchers. 3' 76' 77

However, these two pieces of data, the diffusion coefficient in copper and the layer

growth rates, are not consistent. The diffusion rate for the copper is slow, and the

intermetallic formation is fast. The diffusion based modeling equations try to reconcile

these data and cannot do it satisfactorily. When the diffusion coefficient in the copper is set

artificially high, the model produces solutions that agree with the intermetallic layer data

indicating that both intermetallic layers form.

Perhaps the formation of the intermetallic in the copper-tin system is not purely

diffusion controlled so the modeling equations, which assume diffusion control, do not

fully describe the situation. Additionally, the model results presented here give kinetic

criteria which overrule the thermodynamic prediction that both the e and the 1r phases

should form in copper-tin diffusion couples at low temperatures. There are published

experimental data supporting both non-diffusion controlled growth of the intermetallic

phases and selective phase growth in the copper-tin system.

Growth can generally be described by the equation

Aw = kt" (4.20)
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Figure 4.4: Several researchers' data3' 76,77 on the thickness constants,

assuming parabolic growth, Aw = ktd, for the copper-tin intermetallics

plotted as a function of temperature. The data are quite consistent assuming

an Arrhenius-type temperature dependence.

where Aw is the change in thickness of the growing layer, t is time, and k and n are

constants. Diffusion controlled growth implies a parabolic relationship between layer

thickness and time, meaning that the change in layer thickness is proportional to tP, or n =

0.5.

Many researchers have found such a parabolic relationship to hold for the copper-

tin intermetallics, 33' 34,72,78 but several have indicated otherwise.8,38,71,74,79 Cogan et al.8

found that the thickness of the e phase was proportional to t"2.5 3 and of the 1j phase to

1"./2.. They conclude the variation of the exponent from - is due to the influence of grain
boundary diffusion. Tu and Thompson38 report that the growth of the E phase is parabolic

but that the growth of the rl phase is linear with time, which would imply interface reaction

control instead of any type of diffusion control. Kawakatsu et al.74 also found that n =

CC



0.53 for growth of the e phase and n = 0.38 for the rl phase. Conversely, Parent et al. 7~

found that the c phase grew linearly in time. Dehaven79 studied the growth of the entire

intermetallic layer, e and Tr together, and concluded that for short times and low

temperatures, intermetallic growth was interface reaction controlled, n = 1, but for long

times or high temperatures, it was diffusion controlled, n = 0.5. These results are

summarized in Table 4.5. Quite a range of values is reported for the growth exponent for

the copper-tin intermetallic phases. This indicates that diffusion control may not be a good

assumption.

In addition, several researchers have reported not seeing all the phases predicted by

the phase diagram.38,53,64,77,79-8 1 All the researchers observe the Ti phase initially, and then
after long times or at higher temperatures, they see the 6 phase. However, at temperatures

below 50'C, the e phase does not seem to form at all. Their observations are summarized

in Table 4.6. Some attribute the lack of the a phase to a barrier to nucleation which is more

easily overcome at higher temperatures. 38' 52

Another reason that the rl phase forms preferentially may relate to the differences in

the diffusion rates of the copper and tin. Tin is the faster diffuser in this system. The

supply of tin to the copper-intermetallic interface may overwhelm the supply of copper such

that only the tin rich intermetallic will form. The ri phase is richer in tin than the E phase so

only the Tl phase forms. A similar situation occurs in the nickel-tin system where the

Ni 3Sn 4 phase, the intermetallic richest in tin in this system, forms preferentially.

The observations of non-parabolic growth and of selective formation of the Tr phase

in the copper-tin system indicate that the diffusion is not the only mechanism affecting

intermetallic growth. Thus, Mei's model, which is based on pure diffusion control, is not

accurate for the copper-tin system at low temperatures. This assessment is also supported

by the comparison of the results Mei reports with the ones presented in this work. Mei's

solutions do not satisfy the diffusion based modeling equations but do predict the formation

of both the e and T1 phases which is seen experimentally in this temperature range, 190-

220'C. The model solutions presented here do fulfill the requirements of the modeling

equations but only predict the formation of the Tr phase intermetallic. At lower

temperatures, it is true that the Tr phase forms preferentially, but in the temperature range

for which this model was designed, both phases are seen experimentally.

Selective phase growth has been seen in other systems. 34,35' 55'80 Efforts have been

made to explain why some phases form before or without others and to predict in which

systems and for what conditions it will happen. These efforts focus on the rates of the

competing controlling mechanisms. Philibert's model,67,68 which is presented in the next

chapter, combines diffusion and interface control to model non-parabolic growth and to



explain selective phase formation. This type of model, which combines the control

mechanisms, should be better at describing the copper-tin system. In Section 5.2,
Philibert's model is applied to the copper-tin system with promising results.

Table 4.5: Growth exponent for the low temperature copper-tin intermetallic phases

n for a phase n for ri phase Temperature range of Reference

growth growth experiments (°C)

0.395 0.398 220 Cogan et al.8

0.5 1 115-150 for E, 25 for 1 Tu and Thompson"3

0.53 0.38 320-580 Kawakatsu et al.74

1 --- 230-350 Parent et al.71

low temperatures and short times: 1 200-300 Dehaven 79

longer times or high temperatures: 0.5

Table 4.6: Observations of selective growth of copper-tin intermetallics

Observation of intermetallic growth Reference

1r appears first, E appears after 4 to 9 days at temperatures Unsworth and Mackay77

from 70-170'C

only T1 forms at room temperature Halimi et al.8'

T1 forms at all temperatures, C only forms at temperatures Tu5 3

above 60"C

1l forms at all temperatures, Tu and Thompson"38

a does not form at room temperature even after 84 days,

e will form at temperatures above 50'C

1q seen after only 1 minute, both 1i and E seen after 5 Dehaven79

minutes at a temperature between 200 and 300"C

E seen in hot dipped samples and reflowed samples but Kay and Mackay 80

not in electroplated samples all stored at room temperature

l only seen at 60 and 80'C, r1 and E seen at 150"C Bandyopadhyay and Sen64



5. Philibert's model

Whereas Mei's model, described in the last chapter, only considers diffusion as a

factor in intermetallic growth, Philibert's model includes interface reaction rates as well as

diffusion. Thus, Philibert's67'68 model should give a more complete view of intermetallic

growth. However, the inclusion of interface reaction rates increases the amount of

experimental data required to model intermetallic growth. Little data exist on the interface

reaction rates; Philibert refers to these data as "ad hoc parameters beyond experimental

determination."68 This lack of data limits the use of Philibert's theory for quantitative

predictions of intermetallic growth. Qualitative insights are possible, though, by

considering experimental observations of intermetallic growth in conjunction with the

model. Comparison of the theory and experimental observations is done for both the

copper-tin system and the nickel-tin system in this work (Sections 5.2 and 5.3,
respectively).

5.1 Development of Philibert's model

Philibert67,68 develops equations which combine the diffusion rate and the interface

reaction rate to describe the growth of an intermediate phase. Then, he examines the

limiting case of pure diffusion control and the case of mixed control. His theoretical work

aims to support the following experimental results:68

1) the intermediate phases do not appear simultaneously, but sequentially,

2) a critical thickness of the first phase that forms must be reached in order

that the second phase be allowed to grow,

3) no basic differences exist between these processes in thin films and in

infinite specimens,

4) in general, no nucleation barrier exists for the formation of the first

phase though a nucleation barrier is possible for a later forming phase.

He develops his model based on the kinetic guideline that for a process comprised

of steps in series, the slowness of each step in the series is added to determine the overall

slowness of the process. This guideline relates to the addition of resistances in series in an

electrical circuit where the total resistance, R, is determined from

RT = R, + R2 + R3 ... (5.1)



with each Ri representing the resistance of the individual resistors in the circuit. For the

growth of an intermetallic layer, the "resistances" relate to the diffusion coefficients, D,

and the interface reaction rates, k. Both the diffusion coefficient and the interface reaction

rate are conductances, meaning they are the reciprocal of resistances. Thus, the resistance

to diffusion is proportional to the inverse of the diffusion coefficient, and the resistance to

the interface reaction is related to the inverse of the interface reaction rate. Since diffusion

and the interface reaction are series processes these resistances are additive,

w 1
R = -- +- (5.2)

D k

where w is the thickness of the layer. The growth of the intermetallic layer is related to the

conductance, the reciprocal of this composite resistance:

dw 1dt w1 (5.3)dt w I+-+-
D k

Philibert develops his model for a hypothetical A-B system which contains one

intermetallic phase, AB. Figure 5.1 shows the governing factors for intermetallic growth

in this system taking A as the faster diffusing species in this couple. The processes

occurring during intermetallic growth in the A-B system can be described based on the

information in Figure 5.1:

Athrough AB(JA)B B AB

The reaction at the A-AB interface is not considered because A is the faster

diffusing species. The reaction at the A-AB interface would be

Bthrough AB(JB) + A k' AB

The flux of B through the intermetallic, J,, is much smaller than the flux of A in the first

reaction. Since these two reactions describe parallel processes, the faster reaction is the one

that dominates. Thus, the reaction at the A-AB interface can be ignored.

The equation for the growth rate of the intermetallic phase can be obtained from the

first reaction above keeping in mind the "resistance" argument:

dwA - 1 (5.4)
dt WA 1+-

DA k
This equation is similar to Equation 5.3.



Figure 5.1: The governing factors for intermetallic growth in the

hypothetical A-B system which contains one intermetallic phase, AB. A is

taken as the faster diffusing species in this system. JA is the flux of A

through the intermetallic AB. wA is the width of the intermetallic layer, and

k is the reaction rate for the formation of AB at the interface.

For diffusion control, the interface reaction rate is considered to be very large

compared to DA: k >> DA. Thus, Equation 5.4 would simplify to

dwA = DA (5.5)
dt wA

The integration of Equation 5.5 results in the common diffusion controlled, parabolic

growth law:

2 = DAt (5.6)

This model can be expanded to describe systems in which more than one

intermetallic phase forms. This extension of the model is done for the copper-tin system

which contains two low temperature intermetallic phases in Section 5.2 and for the nickel-

tin system which has three low temperature intermetallics in Section 5.3. When there is

more than one intermetallic layer in the system, the growth of one layer is coupled to the

growth of the layers adjacent to it. The conductances related to growth of adjacent layers

must be combined:

dw_ = 1 1d 1 (5.7)
dt wl 1 w2 ++ +-+

DI k, D2 k2
where

w, is the thickness of layer 1,
w2 is the thickness of layer 2,

D1 is the diffusion coefficient in layer 1,

A AB B

JA

WA



D2 is the diffusion coefficient in layer 2,
k, is the reaction rate for the formation of layer 1, and

k2 is the reaction rate for the formation of layer 2.

The two terms in Equation 5.4 are subtracted because the formation of layer 2 is at the

expense of layer 1. A similar equation can be written for the growth rate of layer 2. The

full set of equations for a system containing two layers of intermetallic is derived in Section

5.2 when the copper-tin system is analyzed.

The resulting system of equations, one equation for the growth rate of each

intermetallic layer, is useful in evaluating intermetallic formation. However, this evaluation

is usually restricted to qualitative conclusions because there is little data on the interface

reaction rates. Some insight can be gained from assessing the limiting cases of diffusion

control and interface control. For diffusion control, the interface reaction rates would be

very large such that the Ilk terms would be negligible, and for interface reaction control,

the diffusion coefficients would be large so that the 1/D terms would be negligible. These

assumptions greatly simply the growth rate equations as will be shown in the applications

of this model in the following sections.

Additional insight is gained from looking at the bounds defined by setting the

growth rates equal to zero. For example,

dw 1 1dW = 0 - (5.8)
dt w, 1 w2 1+- +-

D4 k1 D2 k2

The right-hand side of Equation 5.5 defines a line in w,-w 2 space. Examining the regions

on either side of this line can explain the growth or lack of growth of a phase. On one side

of the line the growth rate, dw,/dt is positive which would indicate a phase will grow, and

on the other it is negative which indicates a phase would not grow. The analysis is applied

to the copper-tin system in Section 5.2 and to the nickel-tin system in Section 5.3 and is the

method Philibert uses to explain the experimental results cited at the beginning of this

section.



5.2 Application to copper-tin system

Based on the experimental observations of non-parabolic growth and selective

formation of the TI phase in low temperature copper-tin couples, it was concluded that

intermetallic growth in this system is not purely diffusion controlled at low temperatures.

Thus, Mei's model, which assumes diffusion control, is not adequate for describing the

copper-tin system. Philibert's model should be more accurate in predicting intermetallic

growth in the copper-tin system because it includes both diffusion and interface control.

Philibert's model has not previously been applied to a real system, however. Here, it is

applied to the copper-tin system, and in the next section, it will be applied to the nickel-tin

system.

To evaluate the copper-tin system in terms of Philibert's model, first, the processes

taking place during the formation of the intermetallic layers must be considered. The

copper-tin phase diagram is shown in Figure 2.5. Two intermetallic phases are stable in

this system at low temperatures, the E phase, Cu3Sn, and the TI phase, Cu6Sn 5. Tin is the

faster diffuser in this system 36,78' 82' 83 so the processes are determined with tin as the moving

species. Several processes are occurring at once:

1) Tin is diffusing though the T1 phase.

2) The Tr phase is forming at the e-71 interface from the , and the tin that

just diffused through the 1l phase.

3) Tin is diffusing through the s phase.

4) Copper and the tin that diffused through the E phase combine to form

more s phase at the copper-s interface.

These processes can be combined and written in the form of three reactions:

Snthough () + k

77 k2 : E + Snthrough e ( Je)

Snthrough e(Je )+CuC k E

Figure 5.2 depicts the processes occurring between the tin and copper used to write these

three reactions. No reactions at the tin-TI phase interface are considered because the tin is

the faster diffusing species in this system.

The growth of each intermetallic layer is governed by the rates of both the reactions

and diffusion in the above processes and can be expressed by analogy to resistors in series

in an electrical circuit as was described in the previous section:



ki k3

Sn Ti (Cu6Sn5) C (Cu3Sn) Cu

Jp J J

Wr7 WE

Figure 5.2: System used to determine the processes occurring during

intermetallic formation between copper and tin. Tin is the faster diffusing

atom. J, and Je are the fluxes of tin through the Ti and e intermetallic layers

respectively. w, and we are the thicknesses of the layers, and k,, k2, and k3

are the interfacial reaction rate constants.

dw, _ 1 1- II - (5.9)
dt w, 1 we 1+- +-

D7 k, D, k2

dwE 1 1 1
= + (5.10)

dt we 1 wE  1w 1+- +- +-
OD k2  D, k3  D, k1

The variables in Equations 5.9 and 5.10 are defined Figure 5.2.

These equations define three regimes of growth in w6 -w7 space demarcated by the

lines determined by setting dw/dt and dw7/dt equal to zero:

dw D Fi 1S= 0 -> we DE +w +DI D (5.11)
dt DI 1k, k2

dw• =0 -2 + +E -+FW +G=0 (5.12)
dt DE De D7 De D7



where E, F, and G are constants:

[2 1 11 (5.13)
k, k2

F= - + (5.14)

G El (5.15)= k2k3 kk kk2 (5.15)

For a first approximation, the interface reactions can be assumed to be non-rate

limiting. For the reactions to be non-rate limiting, the reaction rates, k1, k2, and k,, would

be very large. Then, all the 1/k terms would approach zero, leaving the terms which only

contain the diffusion coefficients:

dw Dw
S= 0 w = e w (5.16)

dt Dq

dw 0  Ddwt = 0 -w = 2 w (5.17)
dt Dq

As shown in Figure 5.3, these two equations, Equations 5.16 and 5.17, define nodal lines

in w -w, space. These lines define three regions of intermetallic growth based on the signs

of the derivatives on either side of each line. Equations 5.9 and 5.10 can be used to

determine the signs of the derivatives in the various regions.68 In region I in Figure 5.3,

dw/dt is negative and dwjdt is positive so the E phase would grow while any existing rT

layer would be consumed. In region III, dwjdt is negative and dw,/dt is positive so the rl

phase would grow while any existing E phase would be consumed. Only in region II,

where both derivatives are positive, would both phases grow together.

For the copper-tin system, at low temperatures, it was concluded in the previous

chapter that diffusion control alone could not accurately describe intermetallic growth.

When both diffusion and the interface reactions are important, the lines defined by

Equations 5.11 and 5.12 must be used to determine the growth of the layers. These lines

are plotted in Figure 5.4. The only effect of including the interface reactions rates on the

dw/dt = 0 line is translation of the intercept (compare Equation 5.16 to 5.11). The slope

is still DID,. Including the interface reaction rates makes the dw/dt = 0 equation much

more complex (compare Equation 5.17 to 5.12). However, the three regions described for

the simpler case of diffusion control still exist.



Figure 5.3: Regimes of intermetallic growth are defined by the nodal lines, dw/dt

= 0 and dw/dt = 0, in this plot. Diffusion control is assumed; the interface

reactions are taken to be very fast. In region I, dw/dt is negative, so only the e

phase would grow, and any existing r1 phase would shrink. In region III, dw/dt is

negative so the rl phase would grow and any existing E layer would shrink. In

region II, both phases would grow. Based on Philibert's model.68

The direction of the change in the intercept determines the order of phase growth.

If the intercept of the dw/dt = 0 line is positive,

DE, -k k > 0, (5.18)

then the origin will fall in region I and only the E phase will form. If the intercept is

negative, then the origin will fall in region II and both phases will form. This case is the

one depicted in Figure 5.4. If the intercepts are shifted even farther into the negative range,

the origin will fall in region III and only the rl phase will form initially. Thus, the kinetics

of the system, not the thermodynamic stability, determine which phase will form first. 68



Figure 5.4: Regimes of intermetallic growth are defined by the lines, dw/dt =

0 and dw/idt = 0. This plot illustrates the effect of combined interface and

diffusion control. The interplay of the interface reaction rates determines

intercepts of the nodal lines. In region I, dw/dt is negative, so only the E phase

would grow, and any existing ir phase would shrink. In region III, dw/dt is

negative so the rl phase would grow and any existing , layer would shrink. In

region II, both phases would grow.

Since little data on the interface reaction rates exists, experimental observations can

be used to evaluate the model. At high temperatures, above 100TC, both the E and the T1

phase are seen in copper-tin diffusion couples (refer to Table 4.6). This observation

indicates the origin of the w,-w, graph lies in region II as depicted in Figure 5.5. For this

situation, no matter what the initial condition is, both intermetallic layers will appear in the

couple upon aging. This is illustrated in Figure 5.5 by the progression of the three

different starting conditions marked (, 0, and ®. In each case both intermetallic phases

are seen in the system immediately. However, both phases are not growing in each case.
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For case 0, the e phase already exists in the starting system. This point lies in

region III which indicates that the 11 phase will from preferentially. Thus, the T1 phase

grows while the E phase shrinks. Both phases are seen in the couple, but only the rl phase

is growing initially. Eventually, the system crosses over into region II in which both

intermetallic phases will grow. The progression for the initial condition marked 0 is

similar except that it is the rl phase that is present initially and the E phase which forms

preferentially until the system crosses into region II where both phases then grow. Only

for case 0, which contains no intermetallic layers initially, do both intermetallic phases

grow from the start.

At low temperatures, temperatures below 100 "C, only the 71 phase is seen initially

in copper-tin couples. Observations of selective growth of the q phase were summarized in

Table 4.6. These observations indicate that the origin is in region III as depicted in Figure

5.6. The main difference between this case and the previous shown in Figure 5.5 is for the

starting condition without any intermetallic layers, represented by case 0. At high

temperatures (Figure 5.5), both phases would grow in this couple, but at low temperatures

(Figure 5.6), only the rl phase grows at first. Thus, the arrow indicating the path this

system takes follows the w, axis until it reaches region II in which both phases will grow.

Comparing Figures 5.5 and 5.6, the shift in the lines with temperature can be seen.

As the temperature increases, the lines shift upward such that the origin is moved from

region III to region II. This shift reflects the preferential growth of the T1 phase at low

temperatures, and the growth of both the E and rl phases at higher temperatures. However,

this shift of the growth regions can not be extended to predict further shifting of the origin

into region I where the E phase would grow preferentially. At higher temperatures, other

intermetallic phases exist in the copper-tin system (refer to the phase diagram in Figure

2.5). At 350'C, these other intermetallic phases start to appear and complicate the analysis.

To accurately model higher temperature intermetallic growth in the copper-tin system, the

model would have to include these intermetallics.
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For the copper-tin system, the diffusion coefficients in the E and rT phase have been

established for high temperatures (refer to Table 2.2 and Figure 2.11) but little work has

been done on determining the interface reaction rates. From the experimental observations

discussed previously, indicating that at low temperatures the 1l phase forms first and later

the e phase may form, qualitative statements can be made about the values of k,, k2, and k,
at low temperatures.

Since initially only the 1n phase forms, region III is the one of interest. The origin

must lie in this region so the nodal lines must be shifted down as shown in Figure 5.6.

Thus,

De < 0 (5.19)

which means that k, > k2. This result is logical looking back to the original reactions. The

reaction which forms the rq phase has the rate k,, while the reaction which disassociates the

rl phase has the rate constant k2. Since the T! phase grows, one would expect k, to be

greater than k2.

The relative magnitude of k3 can also be determined by looking at Equation 5.12.

The we intercept must be negative for the origin to be in region III. To determine the we
intercept, w, can be set equal to zero in Equation 5.12. A quadratic equation in we results.

'The quadratic formula can be used to find the two roots of this equation. Because the 1i

phase forms first, the intercepts, which are given by the roots of the quadratic equation,

must be negative.

The two roots of the equation are given by

De[[ 1 2 1 1 2w 1 +± 1 - + 1 2( (5.20)
k k2  k k k kk

The root which is physically significant, as shown in Appendix E, is the one with the plus

sign in Equation 5.20. This root is negative when

2 1 1 1 1 2
-> -+ + -+ . (5.21)
k k3 k2 +2 k2

Recalling that k, > k2 it can be seen that k3 > k,. So the rank of the magnitudes of the
interface reaction rates at low temperatures is

k3 > k, > k2 (5.22)



Philibert's analysis ignores another reaction that occurs in intermediate phase

formation. The omitted reaction is the one that occurs at the interface between the last

intermetallic layer and the base metal that is not the fast diffusing species. Written in terms

of the copper-tin system, that equation would be

E k (Cu) + Snthrough (Cu) (

where (Cu) indicates the copper solid solution and Jcu is the flux of the tin in the copper

solid solution. For the copper-tin system, this reaction is inconsequential because the

diffusion coefficient of tin in copper is very small compared to that in the intermetallic

phases. Thus, the flux Jcu would be very small. Another indication that this reaction is not

important is that several researchers have noted a lack of tin in the copper side of the

diffusion couple. Kay and Mackay76 observed little tin in the copper as well as no copper

in the tin phase. Onishi and Fujibuchi36 also noted that lack of the copper solid solution in

their diffusion couples. These observations indicate that k4 and Jcu are both small and can

be discounted, at least for the copper-tin system.

Analyzing intermetallic growth by examining the effects of both diffusion and

interface reaction rates as outlined by Philibert67' 68 provides insight into the formation of the

intermetallic layers. Particularly, it can explain why one phase will form before or in the

absence of another phase despite the predicted thermodynamic stability of both phases.

The analysis can be combined with experimental observations and applied to a specific

system, as is done with the copper-tin system above, to provide qualitative estimates of the

parameters and mechanisms involved in the intermetallic formation. In the next section this

analysis is extended to a system with three intermetallic phases, the nickel-tin system. As

in the copper-tin system, selective phase formation is observed experimentally in this

system.
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5.3 Application to nickel-tin system

The nickel-tin system was chosen for evaluation by Philibert's model for several

reasons. The nickel-tin phase diagram, shown in Figure 2.1, indicates that three

intermetallic phases, Ni3Sn, Ni 3Sn2, and Ni 3Sn 4, are thermodynamically stable at low

temperatures. Thus, applying Philibert's model to this system requires extending the

model to accommodate three intermetallic phases as compared to the two intermetallic

phases modeled in the copper-tin system. Additionally, the nickel-tin system is a

commonly studied system so ample experimental data exists for interpretation of Philibert's

model.

However, the most significant reason for using Philibert's model to evaluate the

nickel-tin is the observation of selective phase formation in nickel-tin couples. Selective

phase formation in the nickel-tin system has been observed in aged samples in which tin

was electroplated onto a nickel substrate 35,55'80 and in which nickel was dipped into molten

tin. 35' 76'8 4 Table 5.1 summarizes the experimental observations of selective phase growth in

the nickel-tin system. The Ni3Sn 4 intermetallic phase is usually the only phase seen in

these samples. The only mention of all three phases forming is by Allen et al.55 They

found all three nickel-tin phases when the nickel substrate had been chemically or

chemically-abrasively activated before the tin was electroplated onto the surface. When the

nickel was not subject to any special treatment prior to plating with tin, only the Ni3Sn 4

phase was observed. Based on these results, they conclude that it is a nucleation barrier

t:hat prevents the other nickel-tin intermetallics from forming. These observations of

selective phase formation will be used later to interpret the model developed based on

Philibert's theory.

To start, all the processes involved in intermetallic formation must be catalogued, as

was done for the copper-tin system. Figure 5.7 shows the system and the processes

involved. Taking the tin as the faster diffuser because tin has a much lower melting point

than nickel, the processes occurring in this couple can be written:
Snthrough Ni3Sn4 (Jl) + Ni 3Sn 2  NiSn 4

Ni 3Sn4  k2 >SnthroughNi 3Sn2 (J 2 )+Ni 3Sn 2

SnthroughNi 3Sn2 (J 2 )+ Ni 3Sn 3  Ni Sn2

Ni 3Sn2  k4  Sn through Ni3Sn (J 3 N 3 Sn

Sn through Ni3Sn (J3 )+ Ni k Ni 3Sn
The quantities in the reactions are defined in Figure 5.7.
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Table 5.1: Observations of selective phase formation in the nickel-tin system

Application of tin Temperature ("C) Observations Reference

plated 100 and 190 -only Ni3Sn 4 for untreated nickel Allen et al."5

-all three phases when nickel

surface activated prior to tin plating

dipped, plated 100-213 only Ni3Sn 4  Olsen et al.35

plated 170 only Ni3Sn 4  Kay and

Mackay8o

dipped 25-170 mainly Ni3Sn 4 but a thin layer of an Kay and

acicular phase not seen on the Mackay76

phase diagram

dipped 300-530 -Ni3Sn 4 only for short times (< 30 Kang and

seconds) Ramachan-

-Ni3Sn 2 and Ni3Sn 4 for long times dran84

(>30 minutes)

k, 2 k3 4 k

Sn Ni 3Sn4  Ni 3Sn2  Ni 3Sn Ni

Jll J2_ J3

Wl w2 W3

Figure 5.7: Processes occurring during intermetallic formation in the

nickel-tin system. Tin is the faster diffusing atom. J,, J2, and J, are the
fluxes of tin through each of the intermetallic layers. w,, w2, and w3 are the
thicknesses of the layers, and k1, k2, k3, k4, and k5 are the interfacial
reaction rate constants.
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From these reactions, the equations governing the growth of each of the three

intermetallic phases can be written:

dw, 1 1

dt w 1 w2  1
+- +--

D, k1  D2  k2

dw2  1 1 1 1- -+ (5.24)dt w2 1 w2 1 w1 w (5.24)

D2  k2  D2  k3  D, k k4

dw3  1 1 1
dt w3  1 +  (5.25)

dw 1 w2+- + -+-D3  k4  D3  k5  D2  k3
In the above equations, the growth rate of an intermetallic layer is only a function of

the processes in the layers adjacent to it. For instance, the width of the first layer and the

diffusion coefficient in the first layer do not directly enter into the growth equation for the

third layer. The growth of the first layer only indirectly affects the growth rate of the third

layer through the growth rate of the second layer.

The bounds of the growth regimes can be found by setting each time derivative to

zero. Since there are three intermetallic layers, three dimensions need to be considered: w,,
w2, and w3. The bounds of the growth regimes, then, are planes, not lines as they were in

the two dimensional copper-tin case. The equations including both the interface reaction

rates and the diffusion coefficients are quite complex. It is illustrative to look at the limiting

case of diffusion control. If diffusion control is assumed, it implies that the interface

reaction rates are fast. Thus, the k values are large and the 1/k terms all go to zero. The

resulting equations for the limiting planes are

d = 0 = = - (5.26)
dt D2  D,

2 w 1 w 3

dw w D, D32 = 0 = =- (5.27)dt D W1 w3
D, D3

dw w 3  2w3 = 0 - = 2 2  (5.28)
dt D, D2
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These equations are each plotted separately in Figure 5.8. To determine the regimes of

intermetallic growth, the bounds defined by the three planes must be overlaid to determine

the growth regimes. Figure 5.9 shows all three planes graphed together.

The different volumes defined by the intersection of the planes each represent a

different growth region just as the different areas in the two dimensional plot for the

copper-tin system defined growth regimes. The signs of the derivatives indicate which

phase or phases will grow in a given region. Equations 5.23-5.25 can be used to

determine the sign of the derivatives on each side of the planes:

* dw,/dt is positive above and negative below its zero plane.

* dw2/dt is positive below and negative above its zero plane.

* dw3/dt is positive above and negative below its zero plane.

The sign of the derivative is indicated for each plane by the arrows on the right in Figure

5.8.

From the signs of the derivatives, the volumes corresponding to the different

growth regimes can be identified. For example, all three intermetallic layers grow in the

volume in which all three derivatives are positive. This volume is the one above the dw,/dt

plane, below the dw2/dt plane, and above the dw3/dt plane. The various growth regions are

summarized in Table 5.2.

Table 5.2: Various growth regions for the nickel-tin system.

Phases that grow in region Direction from Direction from Direction from

defined by dwldt zero plane dw,/dt zero plane dw3/dt zero plane

NiSn4, Ni~Sn 2, and Ni,Sn above below above

only NiSn4  above above below

only NiSn2  below below below

only NiSn below above above

Ni.Sn 4 and Ni.Sn 2  above below below

Ni3 Sn 4 and Ni3 Sn above above above

Ni Sn, and NiISn below below above
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c) dw3/1

e

w2 A

10

Figure 5.8: The three limiting planes for the diffusion controlled case of

intermetallic formation in the nickel-tin system. The intersections of these

planes define the various regimes of intermetallic growth. The signs of the

derivatives in each region determine whether a phase grows or not. (a)

dwl/dt = 0 (Equation 5.26), (b) dwz/dt = 0 (Equation 5.27), and (c) dw3/dt

= 0 (Equation 5.28).
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Figure 5.9: Overlay of the three limiting planes for the case of diffusion

control. The volumes partitioned by the planes and their intersections define

the various growth regimes of the nickel-tin intermetallics.
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Since selective phase formation is seen in the nickel-tin system, diffusion alone will

not completely describe intermetallic growth. The full equations which incorporate the

interface reactions rates must be used. Including the interface reaction rates in the equations

for the boundary planes only shifts the planes for dw,l/dt = 0 and for dw3/dt = 0. The effect

on the dw2/dt = 0 plane is more complex as can be seen in Equation 5.24. An example of

how the planes can be shifted by the reaction rates is shown in Figure 5.10. The three

planes are overlaid in Figure 5.11.

The growth regions are defined in the same way they were for the diffusion

controlled case. The sign of a derivative above its zero plane is the same as in the diffusion

control case so the volumes defined in Table 5.2 hold for these planes as well.

The origin can be placed in the correct growth region by considering the

experimental data on intermetallic growth in the nickel-tin system. The Ni 3Sn 4 phase is the

first phase and usually the only phase that is seen in nickel-tin couples as was discussed at

the beginning of this chapter and is summarized in Table 5.1. This observation indicates

that the origin is in the region where only Ni 3Sn 4 forms, the volume above the dw,/dt

plane, above the dw2/dt plane and below the dw3ldt plane. This region is indicated in

Figure 5.11.

Additionally, Kang and Ramachandran 84 found both Ni 3Sn 4 and Ni 3Sn 2 in their

nickel-tin couples after long times(refer to Table 5.1). The experiments are the highest

temperature experiments listed for the nickel-tin system. Based on these observations, it

can be inferred that as the temperature increases, the planes shift such that the origin moves

towards the volume in which both of these phases grow, the volume above the dw,/ldt

plane, below the dw2/dt plane and below the dw3ldt plane.

Philibert's model is valuable because it provides a context for evaluating mixed

diffusion and interface control of intermetallic formation. Selective phase growth can be

explained with this model as was illustrated with both the copper-tin system and the nickel-

tin system. The mathematical manipulation required in Philibert's model is limited to

algebra. This makes the model much simpler to evaluate than Mei's model which requires

some calculus to solve the non-linear system of equations. The results of applications of

Philibert's model can be easily graphed if less than three intermetallic phases are involved.

The model can be applied to systems with more than three intermetallic layers. However

graphical interpretation in four or more dimensional space is difficult though not out of the
question.
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c) dw3A
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Figure 5.10: The three limiting planes for the case of mixed diffusion and

interface control of intermetallic formation in the nickel-tin system. The

volumes partitioned by the planes and their intersections define the various

regimes of intermetallic growth. The signs of the derivatives in each region

determine whether a phase grows or not. (a) dw,/dt = 0 (Equation 5.23),
(b) dw2/dt = 0 (Equation 5.24), and (c) dw3/dt = 0 (Equation 5.25).
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Figure 5.11: Overlay of the three limiting planes for the case of mixed
diffusion and interface control. The volumes partitioned by the planes and
their intersections define the various growth regimes for the nickel-tin
intermetallic phases. The volume in which the origin should lie for low
temperatures is indicated by the arrows. This volume is under the gray
plane and above the red and blue planes.
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6. Summary and Conclusions

6.1 Summary

6.1.1 Diffusion in intermetallic phases

Two sets of factors, chemical and physical, that affect diffusion were discussed as

they apply to intermetallic phases. The chemical factors examined were bond character and

chemical potential. Bond character in an intermetallic can be inferred from a combination of

heat of formation, electronegativity difference, and size difference. A correlation between

metallic bonding and fast diffusion was shown to exist.

Chemical potential gradient is the true driving force for diffusion. The diffusion

coefficient is the product of the derivative of the chemical potential with respect to

concentration and the mobility. The derivative of the chemical potential can be calculated

from the activity data and then, coupled with data on the diffusion coefficient, the mobility

can be determined. The mobility was calculated in the this manner for two copper-zinc

intermetallics which exhibit fast diffusion and for an iron-aluminum intermetallic which

does not exhibit fast diffusion. The differences seen in the mobilities cannot be explained

with bonding and structural arguments since all three systems are very similar in these

respects. This method allows for separation of the diffusion coefficient into a

thermodynamic component, represented by the derivative of the chemical potential, and a

physical component, represented by the mobility.

The physical factors that were evaluated were crystal structure, grain boundaries

and interface structure. Crystal structures of intermetallics often have a significant amount

of free space which implies the energetic barrier to migration of the atoms is lower than in

close packed structures. Intermetallics often have defects that are inherent to their

structures because the structures have to accommodate a range of compositions. These

defects can help to enhance diffusion. An analysis of the copper-, nickel-, and iron-tin

intermetallics based on crystal structures was able to rationalize the slow diffusion seen in

the iron-tin system, but it could not differentiate between diffusion in the copper-tin system

and the nickel-tin system though diffusion in the copper-tin system is faster than that in the

nickel-tin system.

Grain boundary diffusion is faster than diffusion through the bulk material. The

density of grain boundaries is a factor in determining the degree to which grain boundary

diffusion contributes to the overall diffusion rate. Temperature and the magnitude of Dgb
also influence the impact of grain boundary diffusion. The contribution of grain boundary
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diffusion to the observed diffusion rate was calculated for two copper-tin cases. In both,
the contribution of grain boundary diffusion was found to be negligible.

The interface between the intermetallic and the base metal is not always planar.

Rough interfaces can have two or more times as much surface area as flat ones. The larger

area can influence diffusion to some degree. However, the area of the interface has more

effect on the rate of an interface reaction. Since interface reaction rates were shown to be

important to intermetallic growth in the copper-tin and nickel-tin systems, the roughness of

the interface cannot be ignored.

All of these factors that affect diffusion are interdependent. No one factor can be

separated from the others and used to explain diffusion rates in intermetallics. Since the

nature of the interactions of these factors is still unknown, a comprehensive hypothesis

cannot be developed. Hypotheses based on only certain aspects of diffusion are not

unique or encompassing. Another hypothesis based on a different set of characteristics

may be just as accurate and predictive.

6.1.2 Models of intermetallic growth

Two existing models of intermetallic growth were discussed and expanded upon.

Mei's model, a diffusion-based model, was shown to be inadequate for describing low

temperature growth of intermetallics in the copper-tin system. Mei's results could not be

reproduced. Instead, another set of solutions to the basic modeling equations were

determined in this work. The solutions developed here fulfill the modeling equations but

do not correlate with experimental observations at the same temperatures. Mei's solutions

do match experimental observations but do not satisfy the modeling equations. It was

concluded that the model is unstable because intermetallic growth in the copper-tin system

is not controlled purely by diffusion. This model would be useful for evaluating

intermetallic growth that is purely diffusion controlled because it is very complete and

quantitative, though complex to solve.

Philibert's model was introduced because it includes both diffusion and interface

control. Applications of this model to the copper-tin and nickel-tin systems were able to

explain the selective phase formation seen in both systems and account for non-parabolic

growth in the copper-tin system. Quantitative use of Philibert's model is limited by the lack

of data on interface reaction rates. Qualitative understanding of the results is possible with

graphical methods and limit analysis.
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6.2 Conclusions

Four conclusions can be drawn from this work:

* The observed kinetics of intermetallic growth in the copper-tin and nickel-tin systems at

low temperature are inconsistent with pure diffusion control. Growth in these systems

must involve mixed diffusion and interface control.

* Fast diffusion in certain intermetallic phases can be rationalized by considering basic

factors such as bonding and crystal structure. It is not helpful to postulate complex

mechanisms to explain fast diffusion since the interactions of the factors that influence

diffusion are not understood well enough to differentiate between hypotheses.

* The predictive capability of two existing models of intermetallic growth evaluated here

is limited. Mei's model is adequate for systems in which diffusion is the only

controlling mechanism, but intermetallic formation at low temperatures is not purely

diffusion controlled. Philibert's model is more complete in that it includes both

diffusion and interface control, but quantitative predictions cannot be made due to the

lack of the availability of data on the intermetallic systems.

* Accurate predictions of intermetallic growth rates must be based on empirical data. Too

many factors influence the growth of intermetallic phases to be combined into a general

predictive model.
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7. Future work

Several areas of further work are suggested by the conclusions presented here. For
one, all the diffusion coefficients reported for the copper-tin intermetallics are based on

intermetallic layer growth measurements. Since intermetallic growth is not purely diffusion

controlled, calculation of the diffusion coefficients based on the assumption that growth is

diffusion controlled may be incorrect. A better method for determining the diffusion

coefficients would be the more traditional tracer diffusion experiment. Schaefer et al.85

have perfected a process for producing bulk samples of copper-tin intermetallic

compounds. These bulk samples could be plated with a radioactive tracer, heat treated, and

sectioned accordingly to determine the true diffusion coefficient in the intermetallic. The

diffusion coefficients would then be more likely to represent diffusion through the

intermetallic and could be used to provide insight into intermetallic growth and to develop

more accurate models. Additionally, experimental determination of the grain boundary

diffusion coefficient and the volumetric diffusion coefficient in these intermetallic samples

would be useful in assessing the effect of grain boundaries on intermetallic growth.

Several researchers 3'8 have noted that the morphology of the intermetallic that forms

at a liquid-solid interface is different than that of the intermetallic that forms from solid state

diffusion. The majority of research on intermetallic growth has been done on solid state

growth. A better understanding of how intermetallic formation is different at a liquid-solid

interface is essential for applications such as TLP bonding and brazing.

Since Mei's model is comprehensive in describing diffusion controlled growth,

adapting it for a system in which intermetallic growth is diffusion controlled would be

useful. Mei's model could also be expanded to other diffusion controlled, multiple layer

growth problems, not strictly intermetallic growth. Oxidation and carburization would be

two areas where Mei's model could be useful. Since Mei's model includes equations for

the concentration profiles in the base metal, the effects of a surface treatment on the base

metal of a coated piece could be determined.

The interface reaction rates for intermetallic formation need to be determined for a

system so a more rigorous evaluation of Philibert's 67,68 approach could be carried out. This

approach shows promise for developing a predictive model of intermetallic growth, but

more experimental data is necessary to assess the possibilities quantitatively. However,

interface reaction rates are usually thought to be "beyond experimental determination."68

The development of a model for intermetallic growth would have several practical

applications. Much use could be made of a model such as Mei's, which could determine

the interdiffusion coefficients from layer thickness measurements as a function of time.
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With only a few experiments to measure the thickness of the intermetallic layers as a

function of time at a certain temperature, the interdiffusion coefficients could be determined

for the intermetallic layers. These interdiffusion coefficients could then be used in the

model to predict intermetallic growth at that temperature for many different situations. If

the intermetallic thickness experiments are conducted at several different temperatures, then

the temperature dependence of the interdiffusion coefficient could be determined, and the

model could be used for a range of temperatures, including temperatures which were not

specifically tested.

The ability to predict intermetallic layer thickness would be useful in evaluating the

aging of pre-tinned components since the growth of intermetallic layers can effect the

wettability of the solder. 3' 4 The growth of intermetallic layers in joints that are thermally

cycled, such as those found in a computer chip or an aircraft engine, could also be

modeled. Coupled with knowledge of the effect of the intermetallic layer on the mechanical

strength of the joint, intermetallic growth predictions could be used to design inspection

and replacement schedules.

An intermetallic growth model could also be used to predict bonding time for TLP

joints. Looking at the joint as two symmetrical halves, the joint solidifies when the

advancing layers meet at the midpoint of the original interlayer. Even dissimilar material

joints could be modeled in this manner by calculating the rate of advance of the

solidification front for each side of the joint. Then, a balance of the two rates could be

clone to see when and where the solidification fronts would meet.
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Appendix A

Linear approximation of activity as a function of composition

For most intermetallic compounds data on the activity only exists for the phase
boundaries. With only these two points, the only reasonable approximation one could
make would be a linear one. However, there would be no way of knowing if a linear fit
was a sound assessment.

For a few compounds, activity data through the intermetallic phases exist. The data

on these compounds can be used to indicate whether or not a linear fit is generally

appropriate for fitting the activity data as a function of composition in an intermetallic

phase. Table A. 1 lists the intermetallic compounds for which data on the activity of the

components in the intermetallic exist. All the activity data are from Selected Values of the

Thermodynamic Properties of Binary Alloys.49 The activity data for these compounds have

been fit to a line. The correlation coefficient, R2 , which indicates the closeness of the fit,
R2 = 1 being a perfect fit, for this linear fit of the activity as a function of composition is

also reported in Table A. 1. Since most of the R2 values are close to one, a linear fit of the

activity data is acceptable.

Table A.1: Correlation coefficient, R2 , for a linear fit of the
activity data in several intermetallic phases.

Intermetallic Temperature Element R2 for a linear fit

O-FeAl 9000C Fe 0.9730

Al 0.8854

P'-AINi 10000C Al 0.6464

Ni 0.9275

3-MgCu 2  477 0C Mg 0.9775

Cu 0.9621

3-CuZn 5000C Cu 0.9994

Zn 0.9957

y-Cu5 Zn8  5000C Cu 0.9361

Zn 0.9669

e-(CuZn)* 5000C Cu 0.9457

Zn 0.9960

* No formula is used to describe the E-(CuZn)
23.9 to 15.3 atomic percent copper.

phase. The composition of this phase at 500"C ranges from
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The two R2 values that are very low compared to the others, the correlation

coefficient for Al in AINi and for Al in FeAl, can be attributed to the fact that the activity for

these components gets very small in the intermetallic phase. For example, the activity of Al

in the AINi intermetallic goes from 0.0775 to 0.0000433 across the intermetallic phase. As

the activity approaches zero, it tends to flatten out in an exponential fashion. Refer to

Figure 3.8 where the activities of Al and Ni in the AlNi intermetallic are shown. This

flattening of the activity throws off the linear curve fit for these phases.
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Appendix B

Comparison of the area of a flat and a rough interface

The surface area of a rough interface is greater than that of a flat one. By assuming

a simple geometry for the rough interface, the amount of increase in the surface area can be

determined. The ratio, R, that describes the increase in area is

R = A (B.1)
Af

where Ar is the surface area of a rough interface and Af is the area of the corresponding flat

interface.

Several different geometries could be assumed for the shape of the rough interface.

The simplest is one based on hemispherical caps. A cross-sectional view of this interface is

shown in Figure B.1.

To determine the ratio of the areas the top view of the interface is helpful. The top

view of the interface is shown in Figure B.2. The area of the rough interface outlined by

the dark square can be calculated and compared to the area of the flat interface.

The area of the flat interface for this case is equal to the area of the square. The

length of the side of the square is 2r, where r is the radius of the hemispherical caps of the

rough interface model. Thus,
Af 1 = (2r)2 = 4r 2  (B.2)

The area of the rough interface in this square has two components. One part is the

four quarters of the hemispherical caps, and the other is the space between the caps. The

area of the four quarters of the cap is just one half the surface area of a sphere, ,(4ntr 2).

The area of the space between the caps is equal to the area of the square, 4rZ, minus the area

of the circle defined by the cap, nr-2 . The equation of the area of the rough interface is then

A, = I(47r 2 ) + [4r2 - rr2] (B.3)

Figure B.1: Cross-section of the geometry assumed for a rough interface.

The radius of the hemispherical caps that are used to model the rough

interface is denoted r.
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Figure B.2: Top view of the rough interface. The dark box outlines the

region for which the area of the interface is calculated.

From Equation B.2 and B.3, the ratio of the two areas can easily be determined:

An _ + +4
R, -=A = + 4 1.8 (B.4)

A 4

Another packing scheme is possible for the hemispherical caps. This arrangement

is shown in Figure B.3. The area of the flat interface for this case is equal to the area of the

rhombus outlined in Figure B.3. The area of a rhombus is equal to the base times the

height. The base of the rhombus is 2r. Determining the height requires some elementary

trigonometry. The acute angle of the rhombus is 600. Thus, the height of the rhombus is

one leg of a 30-60"-90 triangle shown in Figure B.3. This height is equal to rl-3. The

area of the flat interface for this case is

Af2 = bh = 2r.r-rf3 = 2r 2 -3 (B.5)

h=rF 2r
r

Figure B.3: Alternate top view of the rough interface. The dark box

outlines the region for which the area of the interface is calculated.
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The area of the rough interface contained in the dark box is similar to that calculated

above. As before, there is one complete hemispherical cap in the box and then some area in

between the caps. The area in between the caps can be determined from subtracting the

area of the circle cut by the cap from the area of the rhombus. Thus, the area of the rough

interface is

Ar2 = (4r2)+ [2r2 •3 - r2 (B.6)
2

and the ratio of the two areas is
ArL 7r + 2,3

R2 = A2 1.9 (B.7)
Af 2  2V

So for both cases the area of the rough interface was about twice the area of the

corresponding flat interface. This is an average calculation though. The rough interface

could be much flatter or much rougher as shown by the cross sections of interfaces in

Figure B.4.

a)

b)

Figure B.4: (a) A rough interface that would have much more than twice

the area of a flat interface and (b) a rough interface that would have only

slightly more area than a flat one.
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Appendix C

Model developed based on Mei's modeling equations32 written in
Mathematica

(* Mei's modeling equations for diffusion couple of Cu-Sn.
Results are shown in itallics *)

(* T= 190C, all in cm ,s, g, C *)
(* initial conditions
r12
ren
rns
g[1]=
g[2]=.
g[3]=.
dn
,de
co = 1.00;
col = 0.993;
cel = 0.765;
ce2 = 0.755;
cn2 = 0.549;
cn3 = 0.541;
cs3 = 0.00006;
cs s 0;
ke = 5.21 10^--7;
kn = 9.39 10 ^ -- 7 ;
dcu = 3.08 1_0'-21;
de = ((ke/2 + g[l]
dn = ((kn/2 + g[2]
ds = 4.49 10^--7;
r12 = dcu/de;
ren = de/dn;
rns = dn/ds;

and resetting of variables

Sqrt[dcu])/g[2])^2;
Sqrt[de])/g[3])^2;

y[ 1 ] = (Exp[-g[l]^2] (co-col))/(l+Erf[g[1]])
-((cel-ce2) Exp[-g[l]^2 rl2]/(Erf[g[2]]-Erf[g[l]

Sqrt[rl2]])) (1/Sqrt[rl2])
- g[l] Sqrt[N[Pi, 10]] (col-cel)

y[2]= Exp[-g [2]^2]
Sqrt[rl2]])

- ((cn2-cn3)
Sqrt[ren]])) (1/Sq

- g[2] Sqrt[N

(cel-ce2)

Exp[-g[2] ̂ 2
rt [ren])
[[Pi, 10]] (

/ (Erf[g[2]]-Erf[g[l]

ren] / (Erf[g[3]]-Erf[g[2]

ce2-c n2)

yE[3]=Exp[-g[3] ^2]
- ((cs3-cs)

Sqrt[rns]]))

(cn2-cn3) / (Erf[g[3]]-Erf[g[2] Sqrt[ren]])
Exp[-g[3] ^ 2 rns])/(Sqrt[rns] (1-Erf[g[3]



- g[3] Sqrt[N[Pi, 10]] (cn3-cs3)

Do[dy[i,j]=D[y[i], g[j]], {i, 1, 3},
(* calculates derivatives for use in
Newton-Raphson iteration *)

(* initial guesses
g[l] = 2000;
g[2] = --0.2;
g[3] = 0.02;

Do[
dgl-=.;
dg2=. ;
dg3:= . ;
matl = dy[1,
mat2 = dy[2,,
mat3 = dy[3,,

dgl
dgl
dgl

ans=Solve [ {matl
{dgl, dg2, dg3}];

a = dgl
b = dg2
c = dg3

{j, 1, 3}]

to start iteration *)

dy [1,
dy[2,
dy[3,

dg2
dg2
dg2

dy
dy
dy

[1,3]
[2,3]
[3,3]

dg3
dg3
dg3

-y[1], mat2 == -y[2 ], mat3 == -y[3]},

/.ans;
/. ans;
/. ans,;

g[1]= g[l] + a;

g[2] = g[2] + b;

g[3] = g[3] + c;

Print ["yl ", y[1], "dgl", dgl /.ans,"g", g[1], g[2], g[3]];

Print[$$$$$];

(* repeat to solve iteration

Print [ans]
Print [g[1],
Print [y[l] ,

*), {10}]

g[2], g[3]]
y[2], y[ 3 ]]

-23
{ dg3->1. 76665 10 , dgl->-5.1

({2755.99) {-0.208549}) 0. 0225566)
-20

-16
5124 10

-20
dg2->-1.58385 10

-20
{0.}{-8.80914 10

122

}{4.74338 10 }
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N [de, 4]
N [dn, 4]
(* calculates and prints the diffusion coefficients *)

-12
{3.93 10

-12
{6.174 10

xstl=N[2 g[l] Sqrt[dcu] ]
xst2=N[2 g[2] Sqrt[de]]
xst3=N[2 g[3] Sqrt[dn]]
(* gives distances in cm/sqrt(s)
interface movements *)

- not layer thicknesses but

f{3. 05903

{-8.26903 10 }
-- 7

[1. 12097 10
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Appendix D

Sensitivity analysis of Mei's model

The sensitivity of the interface position predictions derived from Mei's model to the

values of the diffusion coefficients was evaluated. The diffusion coefficients were varied

from 0.01Di to 100Di using the diffusion coefficients in the copper-tin system at 190'C as a

baseline. The baseline diffusion coefficients, Dc,, De, D,, and DSn,,, are shown in Table

D. 1. These diffusion coefficients were multiplied by factors of a, b, c, and d respectively,

where a, b, c, and d ranged from 0.01 to 100. The model was run with each set of

adjusted diffusion coefficients to determine the interface position parameters. The results

are shown in Table D.2.

Table D.1: Baseline diffusion coefficients (cm 2/s) used for the sensitivity analysis.

D,
3 x 102 1 5 x 10-12 1 x 10-11 5 x 10-7

The interface position parameters indicate which phase or phases would form. As

can be seen in the Results column of Table D.2, Mei's model never predicts the formation

of both intermetallic phases. It only predicts the formation of one intermetallic phase or

neither intermetallic phase. For the values of the diffusion coefficients that correspond to

the copper-tin system over a wide range of temperatures, the model predicts the formation

of only the ij phase even if the diffusion coefficients are varied by an order of magnitude.

Thus, the model is not overly sensitive to the values of the diffusion coefficients.

The model results do vary but in a predictable and stable way. For example, the

rows that are shaded in Table D.2 illustrate how the model predictions change gradually

and reliably with changes in the diffusion coefficients. As the relative magnitude of Ds,,

increases (as d increases), less and less of the ri phase forms. At first, the two interfaces of

the rl phase, Ay, and n-so, are moving in different directions but the k,-s interface slows

clown and then reverses direction, eventually overtaking the A, interface so that no

intermetallic would form. Other similar examples can be found in the sensitivity results.

The ratios of the diffusion coefficients that would produce the different results

according to Mei's model can be determined from the results in Table D.2. For no

intermetallic layers to form, D/D, must be less than 5 and D/Ds,, must be greater that

DC, Dn D,
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2.5 x 10'. For only the e phase to form, Dc,/D must be greater than 10-4 .For most other

cases, only the rl phase will form.

Table D.2: Conditions and results for the sensitivity analysis of Mei's model.

a b c d AcU-E (cm/s 2t) ,.E- ,_-Sn (cm/sb) Result

(cm/s")
1 0.01 0.01 0.01 3.31 x 10-8  -1.00 x 10-7  1.66 x 10.8  1 only

1 0.01 0.01 0.1 7.34 x 10-8 1.46 x 10.8 -6.49 x 10-8  none

1 0.01 0.01 1 6.45 x 10-8  -2.60 x 10-9  -1.14 x 10-7  none

1 0.01 0.01 10 5.34 x 10.8 -2.78 x 10-8 -2.90 x 10-7  none

1 0.01. 0.01 100 4.92 x 10-8  -3.91 x 10-8 -8.86 x 10-7  none

1 0.01 0.1 0.01 1.80 x 108 -2.48 x 10-7  8.12 x 10"8  r only

1 0.01 0.1 0.1 1.77 x 10.8 -2.55 x 10-7  6.49 x 10 8  1 only

1 0.01 0.1 1 1.67 x 10-8 -2.77 x 10-7  1.39 x 10-8 r only

1 0.01 0.1 10 1.07 x 10-7  6.62 x 10-8 -3.49 x 10-7  none

1 0.01 0.1 100 7.08 x 1078  9.74 x 10-9  -9.13 x 10-7  none

1 0.01 1 0.01 1.10 x 10-8  -7.49 x 10-7  2.79 x 10-7  1r only

1 0.01 1 0.1 1.09 x 10i8  -7.55 x 10-7  2.63 x 10-7  only

1 0.01 1 1 1.09 x 10-8 -7.77 x 10-7  2.12 x 107  11 only

1 0.01 1 1 1.08 x 10-8  -8.51 x 10-7  5.01 x 108  11only

1 0.01 1 10 1.08 x 10-8 -1.12 x 10-6 -4.45 x 10-7  T only

1 0.01 10 0.01 1.08 x 108 -2.36 x 10-6 9.00 x 107  T only

1 0.01 1 0.1 1.08 x 108  -2.37 x 10-6  8.84 x 10-7  1 only

1 0.01 1 1 1.08 x 10-8 -2.39 x 10-6  8.32 x 10-7  o

1 0.01 1 10 1.08 x 10-8 -2.46 x 10-6 6.69 x 10-7  T only

1 0.01 1 100 1.08 x 108  -2.69 x 10-6  1.59 x 107' ionl

1 0.01 10 0.01 1.08 x 108 -7.45 x 10-6  2.86 x 10-6 1T only

1 0.01 10 0.1 1.08 x 10-8 -7.46 x 10-6 2.85 x 10-6 11only

1 0.01 10 1 1.08 x 10.8 -7.48 x 10-6 2.79 x 10-6 T1 only

1 0.01 10 1 1.08 x 10-8  -7.55 x 10-6  2.63 x 10-6  only

1 0.01 10 10 1.08 x 10-8  -7.77 x 10-6  2.12 x 10-6  1 only

1 0.1 0.01 0.01 1.36 x 10-7 -1.87 x 10-7 6.86 x 10-9 rl only
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1 0.1 0.01 0.1 1.87 x 10-7  -4.38 x 108 -9.06 x 10.8 none

1 0.1 0.01 1 1.75 x 10-7  -7.16 x 10.8  -1.35 x 10-7  none

1 0.1 0.01 10 1.56 x 10-7  -1.24 x 10-7  -2.95 x 10-7  none

1 0.1 0.01 100 1.48 x 10-7  -1.45 x 10-7  -8.86 x 10-7 none

1 0.1 0.1 0.01 1.06 x 107  -3.12 x 107  6.91 x 10'8  jonly

1 0.1 0.1 0.1 1.05 x 10-7  -3.17 x 10-7  5.25 x 10.8 Tj only

1 0.1 0.1 1 2.32 x 107  4.61 x 10-8  -2.05 x 10-7  none

1 0.1 0.1 1 2.04 x 107  -8.22 x 10-9 -3.62 x10 7  none

1 0.1 0.1 10 1.69 x 10-7  -8.80 x10 .8  -9.16 x 10-7  none

1 0.1 1 0.01 5.74 x 10.8 -7.78 x 10-7  2.73 x 10-  only

1 0.1 1 0.1 5.70 x 10.8 -7.84 x 10-7  2.57 x 10-7  Tl only

1 0.1 1 1 5.60 x 10-8  -8.05 x 10-7  2.05 x 10-7  T only

1 0.1 1 10 5.29 x 10-8 -8.75 x 10-7  4.41 x 10-8 r only

1 0. 1 1 100 3.37 x 10-7  2.09 x 10-7  -1.11 x 10-6  none

1 0.1 10 0.01 3.46 x 108 -2.36 x 10-6 9.00 x 10-7  rl only

1 0.1 1 0.1 3.46 x 10-8 -2.37 x 10-6 8.83 x 10-7  onl

1 0.1 1 1 3.46 x 10-8 -2.39 x 106 8.32 x 10-7  Tl only

1 0.1 1 1 3.45 x 10.8 -2.46 x 10-6 6.69 x10 -7  T only

1 0.1 1 10 3.43 x 10'8 -2.69 x 10-6 1.58 x 10-7  r only

1 0.1 100 0.01 3.4 x 10-8 -7.45 x 10-6  2.86 x 10-6 r only

1 0.1 10 0.1 3.40 x 108 -7.46 x 10-6 2.85 x 10-6 only

1 0.1 100 1 3.40 x 1078 -7.48 x 10-6 2.79 x 10-6 i onl

1 0.1 100 10 3.40 x 108 -7.55 x 10-6  2.63 x 10-6 rT only

1 0.1 100 100 3.40 x 10-8 -7.77 x 10-6  2.16 x 10-6 ir only

1 1 0.01 0.01 4.53 x 10-7  -5.10 x 10-7  -1.74 x 10-9  Ti only

1 1 0.01 0.1 4.53 x 10-7  -5.10 x 107  -2.06 x 10-8 rj only

1 1 0.01 1 4.42 x 10-7  5.12 x 10-7  -7.99 x 10 8 i" only

1 1 0.01 10 4.50 x 10-7  -5.19 x 10-7  -2.65 x 10-7  T only

1 1 0.01 10C 4.63 x 10-7  -4.79 x 10-7  -8.88 x 10-7  none

1 1 0.1 0.01 4.29 x I10 -5.88 x 10 3.98 x 108 only

1 1 0.1 0.1 4.29 x 1077 -5.g90 x 10- 2.17 x 10.8 .i only.2

1 1 0.1 1 4.26 x 10-7 -5.98 x 107 -3.44 x 10- qi only

1 1 0.1 10 4.17x10 -6.31x10x -2.07 x10 only

1 1 0.1 10 4.92 x 10 -3.92 x 10-7 -9.34 x 10- none
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1 1 1 0.01 3.35 x 10

1 1 1 0.1 3.34 x 10

1 1 1 1 3.31 x 10

1 1 1 10 3.21x 10

1 1 1 100 2.86 x 10

1 1 10 0.01 1.82 x 10

1 1 1 0.1 1.81x 10

1 1 1 1 1.80 x 10

1 1 1 1.77 x 10

1 1 1 10 1.67 x 10

1 1 10 0.01 1.10x 10

1 1 10 0.1 1.10x 10

1 1 10 1 1.10x 10

1 1 10 10 1.09 x 10

1 1 10 100 1.09 x 10

1 1 0.01 0.01 1.44 x 10

1 1 0.01 0.1 1.44 x 10

1 1 0.01 1 1.80 x 10

1 1 0.01 1 1.44 x 10

1 1 0.01 10 1.44 x 10

1 1 0.1 0.01 1.43 x 10

1 1 0.1 0.1 1.43 x 10

1 10 0.1 1 1.81x 10

1 10 0.1 10 1.76 x 10

1 10 0.1 100 1.62 x 10

1 10 1 0.01 1.36 x 10

1 10 1 0.1 1.36 x 10

1 10 1 1 1.36 x 10

1 1 1 1 1.87 x 10

1 1 1 101 1.75 x 10

1 1 1 0.01 1.06 x 10

1 10 1 0.1 1.06 x 10

1 10 1 1 1.06 x 10

1 1 1 10 1.05 x 10
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1 10 10 100 1.02 x 10'

1 10 100 0.01 5.75 x 10

1 10 100 0.1 5.75 x 10

1 10 100 1 5.74 x 10

1 10 100 10 5.70 x 10

I 10 100 100 5.6 x 10-

1 100 0.01 0.01 4.55 x 10-

1 100 0.01 0.1 4.55 x 10

1 100 0.01 1 4.55 x 10

1 100 0.01 10 4.55 x 10

1 100 0.01 100 4.55 x 10

1 100 0.1 0.01 4.55 x 10

1 100 0.1 0.1 4.55 x 10-

1 100 0.1 1 4.55 x 10

1 100 0.1 10 4.55 x 10

1 100 0.1 100 4.55 x 10

1 100 1 0.01 4.53 x 10

1 100 1 0.1 4.53 x 10

1 100 1 1 4.53 x 10

1 10 1 10 4.53 x 10'

1 100 1 100 4.53 x 10'

1 100 10 0.01 4.30 x 10'

1 100 10 0.1 4.29 x 10

1 100 10 1 4.29 x 10

1 100 10 10 4.29 x 10

1 100 10 100 4.26 x 10'

1 100 100 0.01 3.36 x 10-

1 100 100 0.1 3.35 x 10

1 100 100 1 3.35 x 10

1 100 100 10 3.34 x 10

1 100 100 100 3.31 x 10

0.01 1 1 1 3.31 x 10'

0.1 1 1 1 3.31 x 10

10 1 1 1 3.3 1 x 10
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100 1 1 1 3.31 x 10.7  -1.00 x 10-6  1.66 x 10-7  1] only

1000 1 1 1 3.31 x 10-7  -1.00 x 10-6  1.66 x 107  7 only

10000 1 1 1 3.31 x 10-7  -1.00 x 10-6  1.66 x 10-7  ] only

1E+05 1 1 1 3.31 x 10-7  -1.00 x 10-6 1.66 x 107  1 only

1E+06 1 1 1 3.31 x 10-7  -1.00 x 10-6  1.66 x 10-7  only

1E+06 1 1 1 -3.31 x 107' 9.60 x 10i7  -3.20 x 10-7  E only

1E+09 1 1 1 3.75 x 10-7  -9.97 x 10-7  1.67 x 10-7  i only

1E+09 1 1 1 -2.87 x 10-7  9.67 x 10-7  -3.19 x 10-7  Eonly

1E+10 1 1 1 4.80 x 10-7  -9.83 x 10-7  1.70 x 10-7  1 only

1E+10 1 1 1 -1.86 x 10-7  9.86 x 10-7  -3.16 x 10-7  Eonl

1E+12 1 1 1 2.10 x 10-6 5.10 x 10-7  -4.09 x 10-7  none

1E+12 1 1 1 1.99 x 10-6  -8.84 x 10-7  1.89 x 10-7  1only

1E-06 1 1 1 3.31 x 10-7 -1.00 x 10-6 1.66 x 10-7 1 only
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Appendix E

Determination of the physically significant intercept

Equation 5.12 defines the curve corresponding to d w, /dt = 0:

w) - 2 we w- + E We + F - + G = 0 (E.1)
DE DE DI D, D77

This equation is graphed for both positive and negative values of w6 and w, in Figure E. 1.

Since wE and w, are thicknesses of the intermetallic layers, only the first quadrant, where

both wE and w, are positive, is significant. Negative thicknesses have no physical

meaning. The upper curve, which crosses the first quadrant, is the one relevant to the

model. Note that the intercept of this curve is always larger than the intercept of the lower

curve.

4A0

30

20

10

0

-10

-20

-30
-8 -6 -4 -2 0 2 4 6 8 10 12

w

Figure E.1: Graph of Equation E. 1 (Equation 5.12) for both negative and

positive values of w, and w,.

·
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Equation 5.20 defines the intercepts of these two curves:

D 1 1 2 (1 1 ) 2(22
WE = + + - (E.2)

k, k2  k, k, k2  kJ

The root given by Equation E.2 with the plus sign is always greater the root with the

negative sign because the second term is always positive. Thus, the root with the plus sign

is the intercept of the upper curve and the one that is pertinent to the model.
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