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Abstract

The EMC effect has been with us for over 20 years. During this time, the nuclear
dependence of the structure functions, and therefore the underlying quark distribu-
tions, has been studied with much success. However, the bulk of the experimental
effort has been to measure the effect in heavy nuclei where it has the same zBj depen-
dence and differs only in magnitude. Calculations predict large differences in both
the magnitude and zBj-dependence of the EMC effect in 3He and 4He and precise
measurements of the EMC effect in these nuclei could be used to distinguish between
existing models. E03-103 measured the inclusive electron scattering cross-section on
1H, 2H, 3He, and 4He, as well as the heavier targets Be, C, Cu, and Au. This the-
sis describes the experiment in detail and presents results for 3He, 4He, and carbon.
These data provide the first measurement of the EMC effect in 3He above xBj > 0.4,
and improve upon the existing measurement of the effect in 4He.
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Chapter 1

Introd uction

Nuclear and particle physics is the study of the fundamental nature of matter. More

specifically, they are the study of the structure and dynamics of the fundamental

constituents of atoms. At present, the most basic constituents are the quarks and

gluons that comprise the hadrons (protons, neutrons, pions, etc.) in the nucleus, and

the electrons that surround the nucleus to form atoms. The process of discovery often

works in fits and starts. Some new phenomenon is discovered, and this is followed

by a flurry of experiments to understand the phenomenon. As theory and technology

improve, this flurry yields to a phase of precision measurements where the finer details

of the phenomenon are mapped out. Occasionally the two phases meet and something

new is discovered during the phase of precision measurement. This was the case with

the discovery by the European Muon Collaboration (EM C) in 1983 that the structure

of nucleons is modified by the nuclear medium [1]. The EMC collaboration had set

out to make a precise measurement of nucleon structure, but instead found that the

structure exhibited in iron was different than that found in deuterium. This effect

was dubbed 'The EMC Effect' and tremendous experimental and theoretical efforts

have since been expended in an effort to understand the effect. These efforts have

paid off as the gross features the EMC effect are very well understood for heavy

nuclei. However, data on the lightest nuclei have remained conspicuously scarce

from the world dataset. Light nuclei, A'5:.4, provide a crucial link between the free

nucleon structure and the structure of heavy nuclei. A measurement of the EMC
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effect on these nuclei is, therefore, of utmost importance to complete the picture of

the evolution of nuclear structure. It is in that spirit that we present a precision

measurement of the ratio of structure functions in 3He and 4He.

This thesis describes a precise measurement of the EMC effect in 3He and 4He,

which was made at Jefferson Laboratory in an effort to complete the picture of the

evolution of the structure functions. Since the majority of nuclear or particle physics

experiments involve scattering particles from one another, we begin with a technical

discussion of inclusive scattering from nuclei. This discussion will illuminate the

basic features necessary to understand the EMC effect and its importance in nuclear

physics, and will include important concepts such as nuclear structure functions, their

scaling behavior, and the EMC effect. This is followed in Chapter 2 by a historical

overview of the work done to understand the EMC effect. We will then be prepared

to discuss the details of the experiment and analysis of the work presented here.

1.1 Scattering

Over the course of the past century, physicists have worked diligently to uncover the

details of the building blocks of matter. The history of atomic and nuclear physics

is extremely rich and comprised of a great variety of personalities and experiments.

A common thread running through that history is the use of particle scattering as

a tool to probe the internal structure of atoms and nuclei. Most of what we know

about nuclei is the result of scattering experiments.

A particularly famous example is the work of Rutherford, who scattered alpha

particles (Helium nuclei) from a gold foil and discovered that the atom contains a

hard, small, and positively charged core: the nucleus. Soon after, the neutron was

discovered in scattering experiments and the basic picture of the atom, which holds to

this day, was complete. We now know that the atom consists of a compact and massive

nucleus, composed of protons and neutrons (collectively referred to as nucleons),

surrounded by a cloud of electrons. The nature of the nucleon-nucleon interaction, as

well as the shell structure of the nucleus, were illuminated in experiments scattering
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protons and[ neutrons from nuclei.

Leptonic probes (electrons and muons) have been used to map out both the coarse

features of nuclei and nucleons, such as their charge and magnetism distributions,

and the finer details such as the spin and momentum distributions of the particles

(partons) inside the nucleon. Electron scattering remains one of the most valuable

techniques for studying the nucleus and its components. For example, new techniques

use polarized beams and targets to access small amplitude processes. But unpolarized

inclusive scattering remains the workhorse of electron scattering and still holds an

important place in the field as more precise measurements are being made. We turn

now to a discussion of inclusive scattering as part of the background for our study of

the EMC effect.

1.1.1 Lepton Scattering from Hadrons

Leptons make ideal probes for studying nuclear structure. Since electrons and muons

have no internal structure of their own, the extraction of the structure of the tar-

get particle from scattering data is less complicated than for hadronic probes (pions,

nucleons, etc.) Furthermore, electrons and muons do not participate in strong inter-

actions, and[ so the scattering can be treated via Quantum Electrodynamics (QED).

The relatively weak coupling of leptons to the electromagnetic field is given by the

fine-structure constant, a e 1/137. Because a is small, the scattering process is well

modeled by the exchange of a single virtual photon (the Born approximation), and can

be treated perturbatively. In the Born picture, illustrated in Fig. 1-1, an electron and

nucleus scatter from each other by exchanging a single virtual photon. We label the

incoming electron's four-momentum K, the outgoing electron four-momentum K', the

target nucleus' four-momentum P, the virtual photon's four-momentum q = K - K'.

The four momentum, W, of the final hadronic state, called the invariant mass, is

known from the electron and target four momenta: W = P + q = P + K - K'. To

calculate the cross section for a given process, one must first calculate the probability

for the process to occur. This probability is given by square of the Lorentz Invariant

Matrix Element, which may be computed using the Feynman diagram for the process.



Figure 1-1: Feynman diagram for Inclusive electron scattering. The incoming electron
has four-momentum K, the outgoing electron has four-momentum K', the target has
four-momentum P and the final hadronic state (undetected) has four-momentum W.

When calculating the squared matrix element for a scattering process, one typically

starts with the currents representing the target and probe particles. For example, the

lepton tensor can be calculated from the lepton current using the four vectors of the

incoming (K) and outgoing (K') electrons:

,, = 2(K1 K' + K'K, - g,,(K, K' - m)) , (1.1)

where me is the electron mass (0.511 MeV), and we work in the basis where goo = 1

and gij = -1 for i, j = 1, 2, 3. However, in inclusive scattering, the final hadronic state

is undetermined and it is not possible to write down the hadronic current explicitly,

so we must construct the hadronic tensor from the available 4-vectors.

To construct the hadron tensor, we use the fact that there are only two linearly in-

dependent 4-vectors available at the hadron-photon vertex. Any linearly independent

combination of the three available 4-vectors will suffice. The three available vectors

are the four-momentum of the virtual photon, q, and the target and scattered hadron



momenta, l1, and Pj, respectively. For convenience, we choose to build the hadron

tensor using q and a new four-vector, V, which has the form, [2]

(1.2)

Note that q . V = 0, satisfying current-conservation. Using these two 4-vectors, the

most general second-rank tensor that satisfies Lorentz covariance, current conserva-

tion and parity conservation has the form:

(1.3)

Here WI and W2 are the structure functions that depend on two kinematic variables,

usually chosen to be 1/ = E - E' and Q2 = _q2 ~ 4EE'sin2(O/2). These functions

parameterize our ignorance of the underlying structure of the nucleon. The tensor

above is applicable only for unpolarized, parity-conserving scattering. If the beam

or target is polarized or parity-violating processes are relevant, then it is necessary

to include other structure functions. The most general tensor that satisfies lorentz-

invariance and current conservation consists of five independent structure functions.

The lepton and hadron tensors may now be used to form the Lorentz-Invariant

Matrix Element for the inclusive scattering process. The squared matrix element is

proportional to the contraction of the two tensors

(1.4)

and the cross section is proportional to this squared matrix element. Upon contracting

the tensors we may write the inclusive lepton-nucleus scattering cross section in the

laboratory frame as

d?a 402 E,2 [ ( 2)' 2 0 (2) 2 0]
dfJdE' = Q4 2WI 1/, Q sIn 2" + W2 1/, Q cos 2" '

where all terms of order m;/k . ft have been neglected.
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The shape of the structure functions, and therefore the cross section, depends

on the kinematic regime in question. The nuclear cross section has a rich structure

in energy and four-momentum transfer. At low energies, the photon scatters coher-

ently from all nucleons in the nucleus (nuclear elastic scattering), or may raise the

nucleus to an excited state (nuclear inelastic scattering). At moderate energy trans-

fer the scattering is dominated by quasielastic scattering, where the photon scatters

coherently from a single nucleon in the nucleus. As energy transfer is increased, the

photon can excite resonances in the nucleon. However, at very high four-momentum

transfers, the virtual photon begins to scatter from the individual quarks inside the

nucleon. This is called Deep Inelastic Scattering (DIS) and is one of the most useful

tools for studying the quark substructure of the nucleon. The most famous result

from DIS is surely the confirmation, at SLAC [3, 4], that protons and neutrons are

composed of more fundamental particles, now known to be quarks and gluons. Since

that pioneering work, DIS has been used to study the momentum and spin distribu-

tions of quarks and gluons in great detail. The present work is a measurement of the

nuclear dependence of the inclusive electron scattering structure functions in deep

inelastic scattering. The fact that the structure functions are different in different

nuclei is a relatively new and important chapter in the larger story of DIS. We will

therefore spend the rest of this chapter examining some important properties of the

DIS structure functions.

1.2 BjSrken Scaling

In this section we will explore one of the most important features of the DIS structure

functions: Bj6rken Scaling. This is the phenomenon that as the energy and four-

momentum transfer are increased the two-dimensional structure functions evolve into

functions of one kinematic variable only. This can be understood in a relatively simple

picture. Recall that the scattering of a point particle from another point particle is



described by the Mott cross section

da(0) (Za)2 COS2  (1.6)
dQ 4E2 1 (1.6)

where E is the energy of the incoming particle, and Ze is the charge of the target

particle (we have assumed that the. incoming particle has charge e). The cross section

is completelly determined by the incoming energies of the particles and the angle of

the scattered particle. In DIS we scatter electrons from the quarks in the nucleon.

Since electrons and quarks are both point-like particles, in the limit of scattering from

a single free quark, the scattering must depend only on one kinematic variable. The

complication, of course, is that quarks are not free, nor are they at rest in the nucleon.

However, at high enough energies, the quarks can be regarded as quasi-free, and the

scattering process will be determined by one kinematic variable. Since the quarks

move around in the nucleon, the cross section at a given angle will not take a single

value as in Eq. 1.6, but will have a distribution of energies which represents the way in

which the momentum is distributed among the quarks inside the nucleon. In a sense,

the total cross section is a sum over many Mott-like cross sections corresponding to

different initial momenta of the target quarks. The distribution in energy indicates

the momentum distribution. Therefore we can write the final cross section at a given

scattering angle in terms of this momentum distribution. With this picture in mind,

we turn now to deriving the result of Bj6rken scaling and express the cross section in

terms of a new variable as described above. Note of course that this simple picture

breaks down as Q2 decreases. The scattering takes place via a virtual photon, which

has a finite resolving power that goes as 1/|qj. As Q2 decreases the virtual photon

scatters from a larger area inside the nucleon and therefore off groups of quarks, rather

than individual quarks. This picture will be useful when we talk about violations to

BjSrken Scaling that occur at low Q2.

We start by considering the general form of the cross section for scattering an



electron off a structureless spin-1 particle (of charge e):

d-d2a  4a2E'2 Q2  2 2 ] Q22  = 4E 2 - sin2  + cos2 - - ),  (1.7)dQdE' Q4 2 2 2m2'

where m is the mass of the point-like particle. This equation reduces to the Mott

cross section in Eq. 1.6. Using the identity 6(ax) = 6(x)/lal, the cross section can be

rewritten
d2a  42E'2 2 [- Q2  20 1 2] 6 Q2
- = - Q sin -+- cos 5(1 - ). (1.8)

dQdE' Q4  2m2 2 v 2 2m2

If the nucleon is indeed composed of spin-½ particles, then as we increase the energy

and four-momentum transfer, the measured scattering cross section should eventually

take this form. Comparing this to Eq. 4.1, we note that this statement is the same

as saying that the nuclear structure functions will evolve from W1 and W2 to the

functions

mWpoit(u, Q2) -_ • 1- , (1.9)
2mv 2mv

and

vWpoint(V, Q2) -+ 2mv . (1.10)

It is important to make the connection with the Mott cross section here. Although

the cross section in Eq. 1.8 depends on two independent kinematic variables (0 and

E'), the dependence is fundamentally different from the dependence in Eq. 4.1. In

the point-like scattering, the E' distribution at a particular angle is due to the distri-

bution of initial energies of the quarks in the nucleon. So the DIS structure functions

represent the distribution of quark momenta inside the nucleon. This description is

further enhanced by noting that the point-like version of the structure functions do

not dependent on v and Q2 independently, but instead, depend on the combination

Q2 /2mv. Since the quarks in the nucleon are confined, their masses are poorly known,

and so the combination is normally rescaled to the familiar form XBj = Q 2/2Mv. In

the infinite momentum frame, where the quarks are free, XBj is the fraction of the

nucleon's momentum carried by the struck quark. The phenomenon that the cross

section is independent of Q2 is called 'BjSrken Scaling' and the observation of Bjbrken



Scaling is how the experimenters at SLAC [3, 4] confirmed the existence of quarks.

The structure functions are often replaced with the functions

MW1oint(, Q2) = F(X, Q2), (1.11)

and

vW2,pOt(, Q2) = F2(x, Q2), (1.12)

which will exhibit the same scaling properties as W1 and W2. Writing the cross section

in terms of these new structure functions gives

d2a 4 [2EE2 0 F 2
d- = Q 2  sin2  + c os2 (1.13)d2dE' Q4 M 2 v 2

The structure function F2 is shown as a function of XBj and Q2 in Fig. 1-2. At

moderate values of xBj, the structure function is very flat as a function of Q2. At

large values of xBj there are significant scaling violations due to resonance scattering.

The smaller scaling violations are consistent with the logarithmic violations expected

from QCD. Note also that scaling appears to set in at Q2 values of a few (GeV/c) 2 for

the range 0.05 < XBj < 0.5, but at large values of XBj, scaling sets in later, typically

around Q2 of 10 (GeV/c) 2.

1.3 Scaling at Low Q2 and Bloom-Gilman Duality

Bjirken Scaling holds exactly in the infinite momentum frame. Bj6rken scaling begins

to break down as the energy and four-momentum transfer are reduced. Since one

cannot do measurements in the infinite momentum frame, it is important to know

how well scaling holds at the finite Q2 at which a given measurement is made. Since

the quasielastic peak and nucleon resonances typically dominate the cross section

at moderate Q2, it is common to choose kinematics such that the invariant mass

of the hadronic final state is larger than the masses of the most prominent nucleon

resonances. At large W 2 the resonances are washed out and DIS is the dominant
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Figure 1-2: Bj6rken Scaling in the inclusive scattering structure function F2. As Q2

increases, the structure function section becomes independent of Q2 for a given value
of XBj. Courtesy of [5].

process. The cuts commonly used to define DIS kinematics are W 2 > 4(GeV) 2 and

Q2 > 4(GeV/c) 2 . This region is safely above the most prominent nucleon resonances

and so the cross section is dominated by the DIS cross section. Although it may be

that a cut at larger W 2 is necessary as there may still be oscillations about the scaling

curve, as described in [6] for pion photoproduction, we will take the cuts above as

our working definition for the DIS region in this work. In circumstances where the

invariant mass and/or four-momentum transfer are below this value, as in some of the

data presented here, care must be taken. BjSrken scaling is not expected to hold in

the resonance region, where the DIS cross section overlaps with the nucleon resonant

processes, so the structure functions measured in that region will not be the point-like

structure functions of DIS.

However, the inclusive cross section exhibits a remarkable property in the reso-
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Figure 1-3: Ff /2 vs. Q2 at various values of ~, from [7]. The scaling behavior of the
structure function extends well below W2 = 4(GeV)2 and Q2 = 4(GeV /C)2.

nance region that makes it possible to observe the DIS cross section. This feature is

called Bloom-Gilman duality. Bloom and Gilman observed [8] that the Q2-averaged

value of the structure function in the resonance region is a good approximation to the

structure function in DIS kinematics. An excellent conceptual discussion of duality

can be found in [9]. Since Bjorken scaling is only expected in the limit v -+ 00 and

Q2 -+ 00, we do not expect to observe scaling in x Bj at finite Q2. We are therefore

free to examine scaling and duality in any other variable that approaches XBj in the

Bjorken limit. It was shown by (10] that local duality can be expected from pertur-

bative QeD when the structure functions are examined in terms of variable, ~, first

introduced by Nachtmann [11]

~= (1.14)

It is clear that ~ -+ XBj as Q2 -+ 00 and so the structure functions will exhibit scaling

in this variable in DIS kinematics. It is useful to examine scaling in ~ at finite values

of Q2. In fact, the structure functions exhibit scaling in ~ to lower values of Q2 and

W2 than they do in XBj' This can be seen in Fig. 1-3 and is, in part, a consequence

that ~ partially accounts for the mass effects present at finite Q2 that are negligible
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Figure 1-4: The F2 structure function for the proton as a function of ý [12]. The stars
are the measured cross section on hydrogen, the solid (dashed) line is the NMC fit [13]
of the deep inelastic structure function at Q2 = 5 (GeV/c) 2(Q 2 = 5 (GeV/c) 2). The
arrow indicates the location of the elastic peak. The resonance region cross section
approaches the DIS cross section at Q2 = 1.7(GeV/c) 2, well below the traditional
DIS cutoff.

in the infinite momentum frame. The scaling violations are small even at values of

Q2 and W 2 well below the traditional DIS cutoffs as illustrated in Fig. 1-3. The

curves in the figure indicate the logarithmic scaling violations expected from QCD as

a consequence of the finite resolution of the probe. It is only below Q2 e 3(GeV/c) 2

that the structure function begins to deviate from this logarithmic dependence.

Fig. 1-4 shows cross section data on hydrogen in the resonance region compared

to the DIS cross sections. The stars are data on hydrogen and the solid line is a fit to

the deep inelastic structure function data at Q2 = 5(GeV/c) 2 from NMC [13]. The

resonance structure is clearly visible, and the cross section is very different from the

DIS fit (solid line). However, when the cross section data are averaged over Q2, the

resulting cross section should approach the DIS value. Fig. 1-5 shows the resonance

cross section and DIS cross sections on hydrogen, deuterium and iron. The most
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Figure 1-5: Resonance region data and DIS cross sections from [7]. By averaging over
Q2 , the DIS limit cross sections can be extracted from the resonance region data.

notable feature here is that as the number of target nucleons increases, the resonance

structure gets more washed out. Thus, the cross section is a better approximation

to the DIS value for heavy targets than for light targets. This can be understood as

an averaging over the cross section performed by the Fermi motion of the nucleons.

Duality is an important phenomenon and can be exploited to measure properties of

the DIS structure of nucleons when working in non-DIS kinematics. This is the case

for some of the data in the present work, and part of the work is to test how well (

Scaling holds in our non-DIS kinematics.

With the cross section and structure functions in hand, and a basic understanding

of Bj6rken- and (-Scaling and Duality, we are now prepared to discuss the EMC

effect. The next chapter will start with a discussion of how the structure functions

for different nuclei can be compared using the nuclear inelastic cross sections. This

will be followed by a discussion about the EMC Effect, including the experimental and

theoretical efforts that have been expended to understand the effect. This discussion

*I* t
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will serve to motivate the present experiment to measure the EMC effect in 3He and

4He, which is the subject of the remainder of this thesis.
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Chapter 2

The EMC Effect

Now that the details of inclusive scattering are understood, we can move on to a

detailed discussion of what the EMC effect is and why quality measurements of the

structure functions for light nuclei are necessary. This chapter is organized as fol-

lows. First we discuss the effect in the context of the scattering results from the last

chapter. This discussion is followed by the story of the discovery of the effect and the

subsequent experiments performed to elucidate the details of the effect. Next, some

important theoretical points are discussed, focusing on the importance of few-body

nuclei. These sections provide motivation for making a dedicated measurement of the

EMC effect in light nuclei. At that point, we will be adequately prepared to discuss

the details of the present experiment.

2.1 Ratio of Nuclear Cross Sections

In the previous chapter, we outlined the inclusive cross section and the nuclear struc-

ture functions. In this section we will consider the ratio of cross sections from different

nuclei. The cross section per nucleon for a nucleus A is given by Eq. 1.13:

4 a 2 En F nA + ~A 2
aA = 2 sin - + cos 2- .(2.1)Q4 M 2 v 2



Then the ratio of the cross section per nucleon for two different nuclei, Al and A2, is:

(2.2)

We can simplify this equation by writing the ratio FI/F2 in terms of the ratio, R, of

the longitudinal and transverse cross sections

(2.3)

Solving for the ratio of the structure functions gives

(2.4)

So the ratio of the structure function depends only on the kinematics under study,

and the value of R. Extensive effort has been made to measure R for various nuclei

and it has been demonstrated that R is independent of A at the few percent level [1].

Assuming that R is independent of A, the ratio of cross sections reduces to:

(2.5)

So a measurement of the ratio of the inclusive cross sections on two different nuclei

gives the ratio of the F2 structure functions.

Before the discovery of the EMC effect, it was assumed that the internal structure

of the nucleon would be the same for a bound or free nucleon. Thus, it was expected

that the ratio in Eq. 2.5 would be equal to one after correcting for "traditional"

nuclear effects that were expected to change the cross section. For example, the

Fermi motion of the nucleons, pion excess, and nuclear binding all modify the ratio

above. In fact, the ratio was very different from one, and showed structure that could

not be accounted for by standard nuclear physics effects.
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Figure 2-1: Ratio of Fe cross section to that of deuterium, as a function of x Bj. Hollow
circles are the EMC [14] data on Copper, solid circles are SLAC [15] data, and squares
are BCDMS [16] data. All data have been averaged over Q2 and corrected for neutron
excess.

2.2 History of the EMC Effect

The discovery of the EM C effect is interesting from an historical point of view, since

it resulted from technological challenges in DIS experiments at higher and higher

energies. The original goal of the EMC collaboration was to measure the DIS lepton-

nucleon cross section at large Q2. The effort to study nucleon structure at for Q2 led

to the use of muons instead of electrons as the probe. This was because the accelerator

at CERN was a synchrotron that accelerated protons and energy loss due to radiation

is crippling when trying to accelerate electrons to high energies in synchrotrons. The

proton beam was used to produce a low intensity secondary beam of muons. The

cross sections for muon and electron scattering are identical except for the difference

in their mass, which is negligible for both particles in these kinematics. The low

particle flux of the muon beam necessitated the use of a denser target material to

achieve higher luminosity. Thus, the choice was made to use iron, which made it

possible to achieve the desired statistical precision in a reasonable amount of time.

It was expected that the per-nucleon cross section measured on iron would be the
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same as that measured on deuterium since the energy scales were much larger than

nucleon-nucleon interaction energies. However, when the European Muon Collabora-

tion (EMC) [1] compared their cross section on iron to that of deuterium, they found

that the ratio exhibited a striking kinematic dependence, as shown in figure 2-1.

The structure shown in this ratio differed dramatically from what was expected

from calculations at the time that included the Fermi-motion of the nucleons inside

the nucleus, and was therefore a great surprise. The shape of the ratio has the

same general features in all nuclei measured to date. The reduction at moderate XBj

and the enhancement at large x Bj are understood in terms of the Fermi motion of

the nucleons and binding energy effects. The reduction at very low XBj is due to

shadowing [17] of the inner partons by outer partons. Although these effects can

account for parts of the EMC effect, the entire effect seems to be intractable by

standard nuclear physics alone. This observation therefore may stand as the first

evidence of a possible modification of the internal structure of nucleons due to the

nuclear medium.

2.3 Experimental Overview

Since the discovery of the EMC effect, many dedicated experiments have been per-

formed to map out the precise structure of the nuclear dependence of the structure

functions. These experiments were performed around the world over the course of the

past twenty years. An overview covering several of the experiments is given below in

order to set the stage and motivate the experiment discussed herein. For more detail,

the interested reader can see two excellent review articles [18, 19].

2.3.1 EMC Collaboration

The original EMC results [1] from CERN showed that the structure functions have

an unexpected kinematic dependence. The original measurement showed a large

enhancement between XBj rv 0.1 (now known as the anti-shadowing region) and XBj rv

0.2, and a depletion at XBj > 0.6. The EMC collaboration performed subsequent
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experiments [14, 20], published in 1988, to study the details of the structure function

ratio at low xBj and low Q2 . They measured the lepton-nucleus inclusive scattering

cross section using a muon beam incident on C, Cu, Sn, and deuterium targets in

the kinematic range 5 < Q2 < 35 (GeV/c) 2 , 0.03 < zBj < 0.7. They found, for the

first time, that there is a depletion of the structure function ratio below xBj w 0.08,

and that the enhancement between 0.08 < xBj < 0.2 was much reduced from the

original experiment. These features can be understood as shadowing in the depleted

region and anti-shadowing in the enhancement region. One notable detail is that

the shadowing was observed at Q2 > 5 (GeV/c) 2 . This is an indication that the

shadowing is due to the parton distributions, rather than a shadowing of the inner

nucleons by the surface nucleons, which is important at Q2 < 1 (GeV/c) 2 .

2.3.2 NMC Collaboration

The New Muon Collaboration (NMC) at CERN followed the work of the EMC collab-

oration with a detailed measurement of the deuterium to proton structure function

ratio [21]. They used the CERN muon beam to measure the inclusive cross sections

on deuterium and protons. This ratio was used to extract the ratio of the neutron to

proton F2 structure functions F7/F2'. Their data covered a broad kinematic range

from 0.001 < xBj < 0.8, and 0.1 < Q2 < 145 (GeV/c) 2. The systematic uncer-

tainty in these measurements was very good: typically 0.5%. No Q2 dependence was

observed in the ratio (beyond the dependence that is compatible with QCD), and

there was no apparent shadowing present at low xBj. The high quality of the data,

and the broad kinematic coverage, make this a very important result. Specifically,

the ratio F"/F2P is an essential piece in forming the isoscalar ratio when comparing

non-isoscalar nuclei to deuterium.

2.3.3 SLAC

SLAC set the standard for high precision absolute cross section measurements in

lepton scattering. Data from SLAC have been important throughout the history of



the EMC effect, starting soon after the EMC collaboration's first publication, and

continuing into the 1990's with their comprehensive study [15] over a large kinematic

range for several different targets. The experiments [22] at SLAC benefited from an

intense electron beam (1014e-/s) with a well-measured energy, and highly-efficient,

small-acceptance magnetic spectrometers. The high luminosity and easily variable

beam energy allowed for multiple measurements of the same points and thus good

control of systematic errors.

Two early experiments [22, 23] at SLAC extracted the ratio of the structure func-

tions on iron and aluminum to deuterium over a kinematic range of 0.075 < xBj < 0.9,

and 2 < Q2 < 21 (GeV/c) 2 from previous measurements of the inclusive cross sec-

tions. Their results were consistent with the results from the EMC collaboration

which were taken at much higher Q2. Also, the low-xBj data were consistent with

earlier photoproduction data from [24].

A subsequent experiment [15] made a dedicated measurement of the A dependence

of the structure function ratio for several targets (D, 4He, Be, C, Al, Ca, Fe, Ag, and

Au) in the kinematic range 0.09 < xBj < 0.9, 2 < Q2 < 12 (GeV/c)2 . The data

from all targets showed the same general shape as earlier data. The range in A that

the data covered allowed for a fit to the variation of the structure function ratio as

a function of In(A) at fixed values of xBj. They fit their data at two XBj values:

XBj = 0.3 and XBj = 0.6. In both cases the data fit well to a straight line, indicating

an exponential dependence on the nuclear weight, A. One notable point is that the

measurement for 4He deviated the most for the high xBj fit. This indicates a notable

difference between 4He and heavier nuclei.

Another experiment [25] performed a dedicated measurement of the A dependence

of the ratio of longitudinal to transverse cross sections, commonly known as R =

UL/aT. They measured cross sections on D, Fe, and Au, and found no dependence

of R on A. This is significant since any variation in R with A would cause some A

dependence in the cross section ratio and make it impossible to equate the ratio of

cross sections with the ratio of the F2 structure functions. Their cross section ratios

were consistent with earlier data.



2.3.4 BCDMS

Another experiment at CERN by the BCDMS collaboration [16] used a muon beam

to measure the cross sections on D, N, and Fe. Their data spanned a range of

0.08 < XBj < 0.7, and 46 < Q2 < 200 (GeV/c) 2. Their results for the structure

function ratio on iron were consistent with those of the EMC collaboration on Copper,

and their measurement on nitrogen, the first in 1985, was consistent with the SLAC

measurement on carbon. They noted that the ratio for nitrogen showed similar, but

less pronounced, features to the ratio for iron. Their data showed no significant Q2

dependence of the ratio.

2.3.5 H:ERMES

The HERMES collaboration [26] measured the cross sections on D, 3He, N, and Kr

at 0.01 < xZj < 0.65 and 0.5 < Q2 < 15 (GeV/c) 2 . This was the first measurement

of the EMC effect in 3He, and their data for the ratio were consistent with one in the

shadowing and anti-shadowing region. Their highest XBj point (at XBj = 0.6) is also

consistent with 1, but has a very large uncertainty. The neutron excess correction was

also large (on the order of 5%). The data on N and Kr were consistent with previous

data from SLAC and NMC. The HERMES collaboration also performed a detailed

study of the Q2 and A dependence of R = aL/aT. No significant Q2 dependence was

observed.

2.3.6 Jefferson Laboratory

An extraction [7] of the structure function ratio was performed at Jefferson Labo-

ratory using data from an earlier experiment [27]. These data provided an inter-

esting measurement of the EMC ratio in the resonance region (Q2 4 4(GeV/c) 2,

1.2 < W 2 < 3(GeV/c) 2) for carbon, iron, and gold. Their data were consistent

with previous DIS measurements when plotted as a function of the Nachtmann vari-

able ( instead of XBj. This was an important result as it showed that it is possible

to extract information about the deep inelastic structure functions from resonance
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Figure 2-2: EMC Effect measured at Jefferson Lab from e89-008 [7], compared with
data from SLAC e139. The JLab data were taken in the resonance region (1.2 <
W 2 < 3.0(GeV) 2, Q2 r 4(GeV/c) 2 ), but still show good agreement with the SLAC
DIS data.

region data.

2.3.7 BEBC and E665

The measurement described in this thesis is focused on the EMC region and high xBj.

However, there have also been more detailed studies of the structure function ratios

in the shadowing region. The BEBC collaboration measured the neutrino scattering

cross section on Neon and deuterium [28]. The E665 collaboration [29] measured

two-jet production on Xenon and deuterium as a measure of the QCD corrections

related to the structure functions.



2.4 Theoretical Considerations

There are many models that attempt to describe the EMC effect. Hadronic models

attempt to better describe the EMC effect using effects relevant among nucleons and

mesons. For each type of model, there are many different calculations. An exhaustive

description of all these models is beyond the scope of the thesis. However, it is

important to outline a few important results that are most relevant to light nuclei

in the high XBj region. The interested reader can find more details in the review

articles [18, 19]

In 1994, Benhar, Pandharipande, and Sick [30] used all of the existing data (350

data points at the time) to study the effect that the binding between the nucleons

has on the cross section ratio. They calculated the nuclear cross section (for infinite

nuclear matter) using an off-shell hadronic tensor. They were able to show that most,

if not all, of the EMC effect at xBj > 0.6 could be explained by correctly taking into

account the binding among nucleons. When they added in the effect of pion excess

in nuclei, their calculation fit the data down to xBj e 0.2.

Smirnov [31] developed a simple parameterization that could be used to calcu-

late the ratio of the F2 structure functions over the XBj range 0 < XBj < 0.7. He

used all available data which covered a large range in A (A=4 to A=208), and Q2

(0.5 < Q2 -< 200(GeV/c) 2). This parameterization has three parameters to be fit

from data. They describe shadowing and anti-shadowing regions (the depletion and

enhancement, respectively, seen at low XBj), and the EMC effect region. Most no-

table here are the positions of the cross-over points as a function of A. There are three

cross-over points (where the ratio is equal to 1) and the position of these points is re-

markably similar for each nucleus. The third cross-over point is at XBj = 0.84 ± 0.01.

Smirnov points out that the effects of nuclear forces are saturated at A= 3, and that

binding effects are anomalously strong in 4He. Therefore, one can expect that nuclei

with A= 3 will have a ratio consistent with the pattern observed in heavy nuclei, but

that 4He may be quite different. This, of course, motivates further experiments to

measure the ratio of structure functions in light nuclei.



Afnan et at. [32] discuss the importance of 3-body nuclei. They are concerned

with extracting the free neutron structure function, F;, from DIS on 3-body nuclei.

They show that the ratio of EMC ratios for 3He to 3H is free of nuclear effects to the

level of 1-2%. This uncertainty is of the same order as the experimental uncertainties

associated with such a measurement, and so gives a nearly model-independent method

of extracting the free neutron structure function.

A more recent work by Cloet, Bentz and Thomas [33] gives results for the ratio of

the nuclear matter spin-structure function, gt, to the spin-structure function of the

proton, gr. This ratio, the "polarized EMC effect", has never been measured. They

predict that the ratio will show an even stronger XBj dependence than the unpolarized

EMC effect.

2.5 Importance of Light Nuclei

There are very few data on the lightest nuclei. SLAC and NMC have studied 4He over

a large range in xBj, and HERMES has measured the ratio on 3He at low xBj. There

are no data on the EMC effect in 3H. But now that the gross features of the effect

are understood for heavy nuclei, it is the light nuclei which are of prime importance.

The effect is expected to be smaller in 3He and 4He and so precision measurements

on these nuclei are very difficult. The SLAC data, which cover the EMC region, have

fairly large uncertainties due to the relatively thin target. The HERMES data on 3He

have been normalized to agree with the 4He data from NMC. This makes sense if the

EMC effect is the same in 3He and 4He. However, there is reason to expect that the

effect is different in the two nuclei. 4He is, of course, an anomalously tightly bound

nucleus and may show a very different effect from the heavier nuclei. By contrast,

A=3 nuclei are the lightest 'real' nuclei. That is, A=3 is the lightest nucleus subject

to all of the usual forces that bind the heavier nuclei. Since the forces saturate at

A=3, a 3-body nucleus is more like a heavy nucleus than 4He. A precise measurement

of the effect on 3He is therefore crucial to our understanding of the models used to

explain the effect for heavier nuclei. A precise measurement of the ratio on 3He will
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show whether the pattern seen in heavy nuclei holds, or whether there are other effects

present. Furthermore, it will serve as an important test for existing models for which

exact calculations are possible.

2.6 E03-103

The motivation for measuring the structure function ratio for light nuclei is strong. A

measurement of this ratio on 3He and 4He was proposed and run at the Thomas Jeffer-

son National Laboratory during the second half of 2004. The goal of the experiment

was to perform a high statistics measurement of the inclusive electron scattering cross

sections of various nuclei with low systematic error. This goal was achieved and this

thesis describes the details of that experiment. From here, the discussion will proceed

as follows. We will start with a detailed description of the experimental apparatus.

That is followed by a discussion of how the cross section is extracted from scattering

data. Finally we present the extracted cross sections and cross section ratios.
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Chapter 3

Experimental Apparatus

This experiment was a measurement of the inclusive electron scattering cross section,

da / dEl dO., from nuclei. The inclusive cross section is the scattering cross section

that includes all hadronic final states, so it is only necessary to measure the elec-

tron's energy and angular distribution. Electrons were detected using Hall C's High

Momentum Spectrometer (HMS). This chapter describes the details of the beam and

target and the HMS and its detector package.

The beam electrons impinged on the target in a scattering chamber. After the

scattered electron left the target chamber, it entered the spectrometer arm. First

it passed through a collimator which partially defined the acceptance of the spec-

trometer, and then traversed the magnet system. Quadrupole magnets focused the

scattered electrons, and dipole magnets dispersed electrons of different momenta.

The HMS had three quadrupole magnets and one dispersive dipole element with an

effective momentum acceptance of :!:8% about the central momentum.

After the magnets, the particles entered the detector hut. Two sets of drift cham-

bers provided tracking of the particle in order to determine the position and angle at

the focal plane between the two chambers. Then the particles traversed two planes

of hodoscopes used for triggering and timing. Next was a gas Cerenkov detector used

for particle identification. Then two more planes of hodoscopes. Finally, the particle

entered a lead-glass calorimeter which provided additional particle identification in-

formation by measuring the kinetic energy of the particle. Detailed descriptions of the
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Figure 3-1: Schematic of the CEBAF Accelerator.

individual components are given in the sections below. For additional information on

the Hall C spectrometers, the interested reader is encouraged to consult the seminal

documents 1[34],[35].

3.1 Beamline

3.1.1 Accelerator

The electron beam used in E03-103 was produced by the Continuous Electron Beam

Accelerator Facility (CEBAF) at Jefferson Laboratory. The electrons in CEBAF were

injected into the accelerator tunnel at 0.064 GeV. They were then accelerated by the

North Linac, steered through the East Arc, and then accelerated again in the South

Linac. The electrons could be passed through the ring several times to achieve the

desired beam energy. In E03-103 the beam was passed through the ring 5 times before

being steered to the Hall. The corresponding beam energy was 5.766 GeV. Fig. 3-1

shows a schematic view of the CEBAF accelerator.

The beam energy was measured several times throughout the course of the ex-

periment. The energy was measured by using the Hall C are as a spectrometer [36].

During this procedure, all focusing elements were turned off and degaussed, and only
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the dipole magnets were used to bend the beam into the hall. The position and di-

rection of the beam were measured before the Hall C arc using a pair of wire scanners

(harps) separated by 2.5 m. The position and direction of the beam were then mea-

sured again as the beam exited the arc. The current in the dipole magnets were varied

such that the beam traveled along the central axis of the magnets. The momentum

of the beam particles was then determined as

p = Bdl, (3.1)

where 0 is the total deflection angle of the beam (34.3 degrees in Hall C). The mea-

surement depends on a precise knowledge of the magnetic field. One of the dipoles

in the arc has been extensively field-mapped as a function of current. The precision

of the field map allowed the beam energy to be measured to a precision of one part

in 103.

Following the measurement, the focusing elements and steering coil were re-

energized for running. It was assumed that this procedure did not disturb the beam

energy. During normal running, the beam position monitors were used to monitor

the beam energy. However, these monitors were not as accurate as the super harps

used during the energy measurement, and were mostly used to detect relative shifts

in the beam. energy from run to run.

3.1.2 Beam Position Monitors

The horizontal and vertical positions of the beam were monitored using several beam

position monitors (BPMs). These monitors were resonating cavities whose funda-

mental frequencies had harmonics at the beam pulse frequency (1497 MHz) and the

Hall C pulse frequency (499 MHz). Four antennae picked up a signal at the resonant

frequency and the displacement of the beam from the antenna could be directly re-

lated to the strength of the signal. The four antennae were rotated by 450 from the

horizontal/vertical in order to avoid damage from synchrotron radiation produced

from steering the beam. The machine operators used the beam position monitors to
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Figure 3-2: Sieve slit pattern. This plot shows the angular distribution of events at the
target. yptar and xptar are approximately the in-plane and out-of-plane scattering
angles. The beam position was adjusted until the pattern above was centered about
the smaller hole at xptar = 0, yptar = o. The two empty regions at :i:0.01, :i:0.03 are
the filled holes in the sieve slit used to orient pattern.

steer the beam into the Hall. Additionally, three other sets of monitors (HOOAxjy,

HOOBx/y, and HOOCx/y) were used by the shift crew to ensure that the beam im-

pinged on the target at a consistent position over the course of the run. The nominal

position was stable to O.lmm. The nominal beam positions are shown in Tab. 3.1.

The third BPM (HOOC) was present in the data, but was not used. The nominal

positions were determined by adjusting the beam position until the beam axis and

HMS axis intersected. This was determined using a sieve slit aperture as shown in

Fig. 3-2. The sieve slit has a grid of holes that allow particles to pass through. The

hole at the center of the aperture is smaller than the other holes, and two of the

holes are filled in order to orient the pattern. When the pattern is centered about

the smaller central hole, the beam axis and spectrometer axis were aligned.

BPM Nom. x Pos. (mm) Nom. y Pos. (mm)
HOOA 0.80 -1.83
HOOB 0.48 -1.50
HOOC 0.48 -1.48

Table 3.1: Nominal beam positions for E03-103.
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Figure 3-3: Example of a BCM Calibration run. The beam current was ramped up
with alternating on and off periods. The current was averaged over the two minute
on and off periods. The beam current was set to zero between on periods in order to
account for any driftin the Unser offsetover the course of the run.

3.1.3 Beam Current Monitors

The particle yield measured in the experiment was proportional to the charge de-
livered to the target, which was equal to the time integral of the beam current.
Therefore, the quality of the measurement of the beam current was of utmost impor-
tance in making a precise measurement of the cross section. The beam current was

continuously monitored using two microwave cavity Beam Current Monitors (BCMs)
and a parametric DC current transformer (Unser monitor).

The geometry of the BCM cavitieswas chosen such that their natural frequencies
had harmonics at the pulse frequencies of the accelerator pulse rate (1497 MHz) and
at the Hall C pulse rate (499 MHz). The signals from these cavities were picked up
by antennae, whose signals were integrated and read out every 2 seconds. The Unser
zero-offset could drift due to temperature fluctuations, but its gain was very stable
and precisely measured. The BCMs were calibrated several times throughout the
run. During a calibration run, the current was ramped up with alternating beam-on
and beam-off periods of about 2 minutes as shown in Fig. 3-3. The zero-offsetfor the
Unser was then measured at each of the beam-off regions, and the gain was fitto the
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beam-on regions. The gain and offset for the BCMs were determined by comparison

to the Unser. Several BCM calibrations were made over the course of the data-taking

period. A global calibration was performed using all of the calibration runs and this

global calibration was used to compute the charge for all runs. The residuals from the

calibrations, relative to the global calibration, are shown in Fig. 3-4. The scatter in

the calibrations relative to the global calibration, shown in Fig. 3-4, gives an overall

uncertainty in the measured beam current of 0.25 {lA. The charge was computed by

integrating the current over two second intervals after excluding the times when the

beam was off.
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Figure 3-4: BCM calibrations over the course of the measurements. This plot shows
the residuals from each calibration, relative to the global fit.

3.1.4 Raster

The beam current delivered to the target was typically between 10 and 100j.LA. This

current was delivered in a beam with a small transverse size of :l:200{lm (FWHM). The

amount of power in this small of an area could cause local boiling in the cryotargets,

or cause the solid targets to melt. To avoid overheating, therefore, the beam was

rastered on the target so that the high power was distributed over a larger area. Two

sets of magnets, about 20 m upstream of the target, oscillated the beam vertically
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Figure 3-5: Beam Raster Pattern. The beam was rastered horizontally and vertically
in order to prevent local boiling or melting of the target. Two triangular waveforms
of different frequencies were used to more uniformly fill the rectangular raster region.

and horizontally through a triangular waveform. Different oscillating frequencies were

used for the vertical and horizontal magnets to prevent the beam path from assuming a

stable Lissajous configuration, and more uniform coverage of the rectangle determined

by the extent of the raster magnets. The raster pattern is shown in Fig. 3-5. Uniform

coverage over the raster pattern reduced the risk of local boiling and ensured that the

measured yield did not depend on the horizontal or vertical position of the interaction

point.

3.2 Targets

The target system consisted of a target ladder within the scattering chamber, which

held all solid targets and three different loops for cryogenic targets. Two cryo-Ioops

were used during each running period and one cryo loop was left empty as a spare.

Data were taken in two different periods, the first with 3He and 4He, and the second

with liquid hydrogen and liquid deuterium in the loops. Since the target chamber

and the beamline shared a common vacuum, there was no entrance window to the

scattering chamber. The various targets are arranged on a target ladder so that
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Figure 3-6: Schematic of the Hall C target ladder. The solid targets and two cryotar-
gets were installed during each running period. One cryo-loop was left empty as a
spare. The target-ladder arrangement allowed for different targets to be changed in
a matter of minutes without breaking vacuum.

targets could be exchanged in a matter of minutes. The target ladder is shown in

Fig. 3-6.

The thicknesses of the cryogenic targets were computed from the target density,

which was computed from the pressure and temperature of the cryogen. The pressure

and temperature of the cryogenic targets were monitored continuously throughout

the experiment. The uncertainty of the target thickness depends on the absolute

measurements of pressure and temperature, but also on their stability over time.

The temperature in each loop was determined by a resistance measurement from

two Lakeshore Cernox resistors and was measured to a precision of - 100 mK. The

temperatures of the deuterium and hydrogen targets were maintained at 22 K and 19

K respectively, with an uncertainty of 0.5% on the absolute temperature measurement.

The temperatures of the 3He and 4He targets were maintained at nominal values of 5.8

K and 6.2 K respectively. The uncertainty in the temperature and pressure give the

uncertainty in the density measurement via the equation of state, and was dominated

by the temperature dependence. The hydrogen targets' densities were stable, within

uncertainties, throughout the course of the run, and so a single density was used

for each target. The densities of the helium targets, however, varied enough over
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Figure 3-7: Schematic of the cryo-target. The beam is shown passing through the
target off center. The dark shading indicates the width of the raster pattern. Both
the offset of the beam center and the averaging of the target thickness over the raster
pattern are described in section 3.2.1.

the course of the run that it was necessary to compute a density for each run. The

relative uncertainty for the density of the cryogen was 0.5% for the hydrogen targets

and 1.4% and 0.8% for 3He and 4He, respectively. To compute the total cryotarget

thickness, the density was combined with the carefully computed target length as

outlined in the next section.

3.2.1 Cryo-Target Thicknesses

Each cryogenic target was composed of a cylindrical, thin-walled aluminum cell, com-

monly referred to as a "tuna-can". The axis of the can was oriented vertically in the

hall, so the target thickness seen by the beam depended on the horizontal position of

the beam relative to the cell center. This section outlines the details of computing

the cryo-target thicknesses used to compute the cross sections.

There were several factors that had to be taken into account when computing the

thickness. First, the geometry of the target cell (diameter of the can, thickness of the

walls, etc.) was measured at room temperature, so there was a thermal contraction

that had to be taken into account. In addition, there were several components that
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Loop OD(mm) wall 1(mm) wall 2(mm) ID,,,wam,(cm) f IDola(cm)
1 40.13(8) 0.1384(13) 0.1270(13) 3.986(8) 0.996 3.969(8)
2 40.18(8) 0.1219(13) 0.1219(13) 3.994(8) 0.996 3.977(8)
3 40.16(8) 0.1232(13) 0.1194(13) 3.992(8) 0.996 3.975(8)

Table 3.2: Cryo-target loop geometry. The outer diameter (OD) includes the cell
walls. Taking the difference between the OD and the cell walls gives the inner diameter
(ID), which gives the dimensions of the cryogenic material in the beamline. This
number had to be corrected for thermal contraction. The cold value of the ID is
given in the last column of the table.

could move relative to one another. The target ladder was known to move slightly as

the system was cooled, the cells themselves could shift relative to the target ladder,

and finally, the beam position could shift relative to the center-beam line.

The parameters of the three cells are shown in Tab. 3.2 and were taken from[37].

The thermal contraction of the cell was given by the final temperature of the Loops

and the contraction of Aluminum. The expansion coefficient f for Aluminum becomes

non-linear at very low temperatures. In particular, the total length contraction factor

becomes relatively independent of temperature below 25 K. All the cryotargets were

operated in this range and the contraction factor was determined to be 0.996 by [38]

for each of the three loops.

The values in Tab. 3.2 represent the nominal length of the cryogenic targets. In

practice, however, the beam could be offset from the center of the cell due to position

shifts in both the beam and target. These shifts had to be properly accounted for

in order to compute the correct target thickness (see Fig. 3-7). The nominal beam

position was determined to be 1.0 mm to the left of the beam axis. Also, the target

ladder was shifted 2.5 mm to the right of the beam axis. Finally, the target cell

positions within the target ladder were surveyed during the running period and were

found to be offset from their nominal positions on the target ladder. The offsets for

the three cryo-target loops are shown in Tab. 3.3.

The target length seen by the beam is given by the length of the chord that the

beam traverses. If the target cell has a radius r, and the beam crosses the target in



Target Loop offset (mm) y(cm) y(cm) p(gm/cm3) r(gm/cm2)

LR2 2 -0.03(20) 3.914(25) 3.911(26) 0.0723 0.2828(23)
LD2 3 -0.10(20) 3.909(26) 3.907(26) 0.167 0.6525(52)
Re3 2 -0.03(20) 3.914(25) 3.911(26) 0.0708 0.2769(42)
Re4 1 +0.31(20) 3.917(24) 3.915(26) 0.135 0.5285(53)

Table 3.3: CrYO-target loop cell offsets and final target thicknesses. The table lists
the offsets of the cells from the target-ladder center. A minus sign indicates an offset
towards beam-right. The target length at the beam center, and the raster-averaged
beam length are shown. The final target thickness in the last column is a product
of the raster-averaged target length, y, and the nominal target density. (Note that
the target densities shown for the helium targets are approximate values shown for
reference only. The actual densities for these targets were computed for each run
based on the measured temperature and pressure.) An uncertainty has been applied
to the target thickness representing the uncertainty in the total target length due
to the uncertainty in the offset and the uncertainty on the target density added in
quadrature.

a line offset from the diameter by a distance x, then the length is

(3.2)

The relative position of the beam and target cell centers was given by the sum of

all the offsets. In addition, since the beam was rastered over a small area, it was

necessary to average the expression above over the width of the raster pattern to

find the average target thickness. The raster-averaged target thickness was found by

multiplying the target material density by the raster-averaged target length,

fXO+W vr2 - x2dx
- xo-w
y= ~x . (3.3)

The limits on the integral are defined by the edges of the raster pattern. In this

case the limits were ::I:w = 1.2mm about the beam center, Xo. The nominal target

thicknesses and the raster-averaged thickness are shown in Tab. 3.3. The raster-

averaged target thickness was chosen as the best estimate of the target thickness

for the data presented here. A summary showing all target thicknesses is given in
Tab. 3.4
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Target Thickness (g/cm2) % rad. length
IH 0.2828(23) 0.463
2H 0.6525(52) 0.535

3He* 0.2769(42) 0.429
4He* 0.5285(53) 0.476
9Be 1.8703(93) 2.87
12C 0.6667(33) 1.561

63CU 0.7986(40) 6.21
197Au 0.3795(19) 5.875

Al dummy foil 1 0.2626(13) 1.10
Al dummy foil 2 0.2633(13) 1.09

Table 3.4: Hall C target thicknesses. *Note that the thicknesses for the helium targets
were calculated for each run, so the numbers for those targets are approximate. Also,
note that the radiation lengths shown for the cryotargets are for the cryogen only and
do not include the radiation length due to the cell walls.

3.3 HMS Spectrometer

We now move on to discuss the Hall C High Momentum Spectrometer (HMS), shown

in Fig. 3-8. The spectrometer includes all materials and detectors that the particle

traverses after leaving the target. The spectrometer consists of a set of focusing

quadrupole magnets, a dipole magnet to select momentum and the detector package

used to count the particles and measure their energies. This section discuses each

of these pieces in detail, starting with the magnets and ending with the detector

package.

3.3.1 Magnets

The HMS had three focusing quadrupole elements and a dispersive dipole element.

The quadrupoles were superconducting magnets and were tuned so that particles

originating from the same point in the target with the same momentum would end up

at the same point in the focal plane. The first and third quadrupoles focused particles

in the dispersive direction, and the second one focused particles in the non-dispersive

direction, providing a large momentum bite and target acceptance. The fields in

the quadrupoles were set by setting the currents according to a routine that gave the
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Figure 3-8: HMS Spectrometer showing the three focusing quadrupole magnets and
the dispersive dipole element.

current for each magnet given the desired momentum. All of the magnets in the HMS

were superconducting, and therefore the effects of hysteresis were known to be small

(at the level of 10-3[35]), however, in order to further minimize any hysteresis, the

following procedure was followed. For a given angle, the largest momentum setting

data were taken first, and then the momentum settings were stepped down through

the desired settings. When ramping up to the highest momentum setting, the current

was first set rv 200A above the desired set point, and then ramped down to the set

point. Hall probes were used to monitor the fields during running. The field in the

quadrupoles was found to be reproducible to the 10-4 level. The dipole was ramped up

to the desired field using a feedback loop with an NMR probe inside the magnet. The

central momentum of the spectrometer was determined by the setting of the dipole

field, which bent particle trajectories 25° into the detector hut. The spectrometer

had a total momentum bite of approximately ~10%. However, since the acceptance

was limited by the quality of the tracking at the edges of this momentum bite, the

effective acceptance was limited to ~8%.
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Figure 3-9: A schematic view of the major elements of the HMS Detector Package.

3.4 Detector Package

After the scattered particles passed through the magnet system, they arrived at the

detector hut. The HMS detector package, shown schematically in Fig. 3-9, included

detectors used for triggering the passage of the particle, detectors for computing the

trajectory of the particle, and detectors used to determine what type of particle it

was. This section gives detailed description of each of the detector types and how

they were used.

3.4.1 Triggering: Hodoscopes

The HMS contained four planes of scintillator counters. The two "x" planes were

segmented in the dispersive direction and the two "y" planes were segmented in the

non-dispersive direction. In the HMS there were 10 scintillator counters in the disper-

sive planes and 16 in the non-dispersive planes. Each counter, or paddle, consisted of

scintillating material (BC404) instrumented with phototubes (Philips XP2282B) on

each end. The scintillator was coupled to the phototubes by UVT lucite light guides.

When a charged particle passed through the scintillating material it would deposit a

small amount of energy which was converted to light. The light propagated through

the scintillator paddle in both directions and produced signals in both phototubes.

The scintillator paddles were one cm thick and eight cm wide, and adjacent paddles
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Figure 3-10: HMS Scintillator electronics. The signal for each tube is sent to a TDC,
ADC, and a scaler. The signals from tubes on the same paddle or plane are combined
to form the basic trigger.

in the same plane were staggered such that there was a 0.5 em overlap to prevent any

particles missing a plane by passing through the space between paddles.

The signals from the phototubes were sent to ADCs and TDCs, as well as scalers

and logic modules for triggering. The scintillator planes form the basis of the HMS

trigger. All tubes from one end of a plane were OR'd together, and all tubes from

the other end were OR'dtogether. These ORswere then ANDedtogether. If there was

at least one hit from each end of the plane (meaning that at least one tube on each

end produced a signal larger than a pre-set discriminator) then the plane satisfied

the AND.The ANDsfrom the four planes were used together and in combination with

signals from other detectors to form various trigger types as outlined in section 3.6.1.

Fig. 3-10 shows the electronics chain for the scintillator planes.

Timing information from the phototubes was corrected for pulse height and timing

offsets in each element. The discriminators in the electronics were constant threshold

discriminators, which turned on once the received pulse reached the level set at the
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discriminator. This biased the timing for different particles since the rise time for the

pulses for different particles would be the same. Particles which deposited a lot of

energy (protons, for example) would reach the threshold at an earlier point on the

leading edge than particles that deposited less energy (minimum ionizing pions for

example). (A constant fraction discriminator, on the other hand, starts the logic pulse

at a constant point along the rising edge.) This effect and the timing offsets were

corrected for each channel using an omine calibration routine originally developed for

SLAC experiment NE18 that has been modified for use in Hall C. For details on these

procedures, see [39].

3.4.2 Tracking: Drift Chambers

Drift Chambers were used to find the position and directions of the particle at the

focal plane. This information was required in order to reconstruct the position and

momentum at the target. The tracking system was comprised of two sets of drift

chambers, one in front of and one behind the focal plane. Drift chambers produce a

signal from the ionization trail that charged particles leave as they pass through the

gas in the chamber. The liberated electrons are collected at the wires in the chamber,

and the timing of the signals at the hit wires are used to reconstruct a track for the

particle that passed through the chamber. The chambers in the HMS were filled with

a mixture of equal parts argon and methane which was maintained and fed to the

chambers from a hut above the hall.

Each drift chamber in the HMS had six sets of sense wires: the x and x' planes

measured the dispersive direction, y and y' planes measure in the non-dispersive

direction, and the u and v planes were rotated by :l:15° from the x and x' planes.

The planes were spaced 1.8 cm apart. The orientation of the wires in the HMS drift

chambers is illustrated in Fig. 3-11. Each wire in the chamber was read out by a

.TDC. The timing signals from the wires, relative to the trigger start, were converted

to position coordinates and combined to form a stub (a short track formed from

the hits in a single chamber) in each chamber. The stubs from the two chambers

were combined to form the final track. This track was used to find the position and
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Figure 3-11: Wire orientations in the HMS Drift Chambers, as seen from the point
of view of an incoming electron.

direction of the particle at the focal plane, and then at the target. The wires in a

given plane were arranged as follows. There were alternating field and sense wires.

The field wires were maintained at a large negative potential (- 2000 Volts) relative

to the sense wires. The spacing between the sense wires was - 1 cm. In addition to

the field and sense wires, there were guard wires which directed the field lines to lie

more uniformly in the drift plane.

The positions of the hit wires gave some information on the position of the particle

in the plane. Using the timing signals from all six planes in a plane, however, allowed

for a much more precise determination. The timing signal of each wire is used to

determine the distance from the wire that the particle passed through the plane. By

comparing the wires hit in different planes it was possible to determine on which side

of a given wire the particle passed. If there were hits in two planes where the wires

were parallel, then the particle was assumed to have passed between the two wires.

The wires in these two planes were offset from each other by 0.5 cm so there was

no ambiguity. In cases that were ambiguous (hits in the u and v planes, which did

not have matching parallel planes, or when there were not six hits in a chamber),

the side was determined by forming all possible combinations and choosing the stub

with the lowest X2. The track information from the two chambers was combined to
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Figure 3-12: Drift distance spectrum before fitting.

form a single track, which gave the position at the focal plane. With the focal plane

quantities known, the particle's trajectory at the target could be determined using

the optics matrix (see section 3.4.3).

The TDC information from the wires was converted to positions using a driftmap.

A driftmap gives the calculated distance from the wire that an event occurred, based

on the time between the stop and start for the event. Since the wires were spaced

very close together, the distribution of events about the wire should be flat. The

time-to-distance coefficients for each wire were adjusted until the driftmap spectra

appeared flat. Examples of the driftmap before fitting and after fitting is shown in

Figs. 3-12 and 3-13.

3.4.3 Matrix Elements

Once the tracks were fit and the particle's position and direction at the focal plane

were known, it was possible to reconstruct the initial position and momentum at the

target. This was done by transforming the focal plane quantities to target quantities

using a mapping matrix.

The four quantities known at the focal plane were the particle's position in the

64



0 0 0. 4 0.4

bdcl1• drift dist tredlyl

0 dr2 0.4 0tr

hdC2yl drift dist t-mrd2•l

Figure 3-13: Drift distance spectrum after fitting.

focal plane, xfp, yfp, and the particle's direction at the focal plane, x',, y' . These

directions were really the slope of the track in x and y directions (Xz, = dx/dz, yp =

dy/dz where z is the direction along the axis of the spectrometer. Note that the

x direction was parallel to the dispersive direction of the spectrometer and also to

the out-of-plane scattering angle direction, and the y direction was parallel to the

non-dispersive direction and corresponded to the in-plane scattering angle. The four

corresponding quantities of interest at the target were the position of the interaction

point, yta,, the slopes at the interaction point, x'ar, Ylar, and the fractional deviation

from the central momentum, 6. Note that xtar was not given by the transformation,

and was assumed to be equal to zero. The matrix that maps to the target variables

has the form

xtar = M,k,,m (Xp )j(Y fp ) k (Xp k I )m. (3.4)

The sum over j,k,l,m is constrained such that

j +k +l +m < N, (3.5)

where N is the order of the transformation. The matrix used for the HMS tracking

7 ,V .4.



went up to fifth order. The matrix elements were determined in an iterative fitting

procedure. 'The first step was to determine a starting matrix using monte carlo data

with a model of the HMS magnetic optics. Then the target variables were fit using

data that were taken especially for the fitting procedure. The angles x' and y' were

found using a point target and the sieve slit located just before the first quadrupole.

The sieve pattern made it possible to determine which hole a particle went through

on it's way through the spectrometer. The position yt,,ar was determined using an

optics target which has various point targets spaced along the beam line, giving a

discrete distribution of Ytar values. Finally, 6 was fit by performing scans in which

the magnetic field was adjusted to move the elastic peak across the acceptance. Since

the momentum of the particles in the peak are known, and the central momentum of

the spectrometer is also known at each setting, the 6 value could be determined and

the matrix elements fit. The matrix fitting procedure is detailed in [40].

3.5 Particle Identification

The basic scintillator trigger accepted triggers from any of the various charged par-

ticles that arrived at the spectrometer. At some kinematics in E03-103 the rate for

pions was much greater than the rate for electrons. It was therefore necessary to have

ways to distinguish the the signal electrons from pions and other background sources.

The HMS had two detectors used for particle identification, a threshold gas Cerenkov

counter and[ a lead-glass calorimeter. Both detectors were used at the trigger level

to preselect electrons, and at the software level for more careful signal selection and

background suppression. The next two sections outline these two detectors and their

use in the analysis.

3.5.1 Cerenkov

A Cerenkov detector relies on the Cerenkov effect to detect the passage of charged

particles. When the velocity, /, of a charged particle exceeds the speed of light in

the medium, 1/n, the particle will emit a small number of photons at a fixed angle



given by cos 0 = 1/#n. This effect makes it possible to distinguish between particles

of different masses by selecting a material for which the particle of interest will be

above the threshold velocity. The Cerenkov detector in the HMS was arranged so

that electrons over the entire momentum range would be above the threshold, but

heavier particles, like pions, would not.

The HMS Cerenkov detector was composed of a large gas volume instrumented

with two mirrors which focused the Cerenkov light onto two photomultiplier tubes.

The gas used in the detector was C4F 10 at a pressure of 5.15 psi (-- 0.35 atmosphere).

The index of refraction of 1.0005 gave a threshold momentum of -- 16 MeV for

electrons, and -, 4.5 GeV for pions. The momentum range for this experiment went

from about 800 MeV to 5.6 GeV, so at the highest momentum settings the Cerenkov

was not as effective at distinguishing electrons from pions.

The Gas Cerenkov was calibrated by finding the minimum response that each pho-

tomultiplier tube could produce. The minimum signal a tube can produce was the

signal that results from a single photo-electron being ejected from the photocathode

by the incident light produced by the charged particle. The amount of current pro-

duced in the photomultiplier tube by a single photoelectron is, in principle, a feature

of the tube itself, and should have no sensitivity to the type or the momentum of the

particle that produced the light in the detector. However, the signal could depend

on the rate at which the tube fired. A kinematic setting with very high particle rates

would have a higher single photoelectron peak due to an effective dark current in the

tube, than a setting with very low rates. For this reason, it was necessary to calibrate

the tubes using particle types and rates that corresponded to the settings used in the

experiment, rather than low-rate cosmic rays, for example.

The calibration proceeded by locating the position of the single photo-electron

peak in the ADC spectrum for each tube. A sample ADC spectrum is shown in Fig. 3-

14. The most prominent features of the spectrum are the sharp peak at zero (the

pedestal), corresponding to no signal; the single photoelectron (SPE) peak slightly

above zero; and then the continuum regime, corresponding to more than one photo-

electron. A Gaussian fit was performed to find the SPE peak in ADC channels. This
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the Gaussian is used to compute the total number of photo-electrons from the ADC
value.

value was then used in the analysis code to calculate the number of photo-electrons

produced during a given event from the value of the ADC for that event. This

procedure was repeated for both photomultiplier tubes in the detector. The number

of photoelectrons for an event was defined as the sum of the number of photoelectrons

in the two photomultiplier tubes. In this analysis, events were accepted if there were

> 1.5 photo-electrons detected. The tube calibrations were checked over the course

of the run and found to be stable at the 5-10% level. The width of the single photo-

electron peak was about 15%. Since the shifting of the peak centroid was smaller than

the width of the peaks, a single set of calibration constants were used throughout the

experiment.

Note that pions should not have produced Cerenkov light in the gas volume, but it

was still possible for pions to produce large signals in the Cerenkov and thus pass the

cuts described above. This happened when knock-on electrons were produced in the

Aluminum entrance window to the Cerenkov and passed into the gas volume. These

events resulted in a set of background events that could not be eliminated with the

Cerenkov alone, so it was necessary to have a second detector with which to eliminate
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these events.

3.5.2 Calorimeter

As described in the previous section, some pion events could pass the Cerenkov cut.

In order to remove these events another detector that can distinguish different particle

types is needed. A calorimeter measures energy deposited by charged particles. The

HMS calorimeter was composed of four layers of lead-glass blocks whose long axis

was parallel to the non-dispersive direction. Each layer had 13 blocks of dimensions

10 x 10 x 70 cm3• In the first two layers (as seen by the incoming particle) both ends

of each block were instrumented with phototubes, and in the second layer only one

end of each block was instrumented.

As charged particles pass through lead glass they lose energy via ionization or

Bremsstrahlung. The photons produced by these mechanisms go on to produce elec-

tron positron pairs which continue to lose energy in the material. The light produced

in this way is transported along the blocks and detected by the phototubes. Electrons

lose energy rapidly through Bremsstrahlung radiation. The calorimeter was about 18

radiation lengths so electrons were almost completely absorbed. Pions, on the other

hand, are nearly minimum ionizing particles at the energies in this experiment and so

deposited only a fraction of their kinetic energy in the calorimeter. Fig. 3-15 shows

the normalized deposited-energy spectrum (Edep/ Etrack). There are clear peaks corre-

sponding to electrons (near Edep/ Etrack = 1) and pions (Edep/ Etrack = 0.25). However,

the pion peak has a long high energy tail that bleeds into the electron peak. So it is

not possible to use the calorimeter alone to distinguish electrons from pions. Once

the Cerenkov cut has been applied, however, it is clear that the electrons and pions

are quite well separated as shown in Fig. 3-16, and then a simple cut on the en-

ergy deposited in the calorimeter served to eliminate any pion events that may have

passed the Cerenkov cut. Note that, since the energy deposited by pions is roughly

independent of the particle momentum, the pion peak in the Edep/ Etrack spectrum

moves to lower Edep/ Etrack for higher particle momenta; and that the resolution of

the calorimeter was proportional to 1/ VfJ. This gave a larger separation between the
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Figure 3-15: Ratio of energy deposited in the calorimeter to the track's momentum.
The shaded region is the ratio after a cut has been placed on the number (> 1.5) of
photo-electrons in the Cerenkov detector.

electron and pion peaks.

The ADC for each phototube in the calorimeter had a corresponding coefficient

which was used to convert the ADC signal into a deposited energy. The coefficients

were calibrated such that the energy deposition peak (where the deposited energy

is normalized to the particle momentum as determined by the tracking system) for

electrons is centered at one. The coefficients were determined using a high-statistics

run, with cuts placed on the Cerenkov to give a clean electron sample. The coefficients

start with an initial value, then were varied one at a time. Each time a coefficient is

varied the x2 for the event sample is computed. This process continues until the X2

value is close to one and has stopped changing.

It was discovered after the data were taken that there was a problem with the

Calorimeter ADCs. The ADCs exhibited a shifting gain that was present throughout

the run. This problem is discussed in Sec. A.3. The shift led to an artificial, but still

acceptable, increase in resolution. Due to the difficulty associated with correcting

each run for these shifts, no correction was made. Instead, the effect was accounted

for in the systematic error associated with the cut on the HSSHSUM peak. The increase

in the uncertainty is small, about 0.1%.
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Figure 3-16: Calorimeter energy vs. the number of photo-electrons in the Cerenkov
detector. The electrons are clearly visible as the large peak around hsshtrk= 1.

3.6 Electronics

3.6.1 Trigger

In most scattering experiments, the process of interest is only one of many possible

types of events that can fire the detectors. Besides the inefficiency of recording data

that are not of interest in the experiment at hand, there is often a more practical

reason not to record all events, and that is because the deadtime increases with the

event rate. Deadtime is the period during which the data acquisition system is unable

to accept new events because it is busy recording the previous event. It is desirable to

minimize deadtime so that the correction factor is not too large in order to minimize

the uncertainty due to the correction (see section 4.1.2 for a detailed discussion on

computer and electronic deadtimes). In this experiment the data acquisition system

was limited to a 3 kHz when the deadtime was kept < 20% using a prescale factor.

To keep the event rate as low as possible, it was necessary to distinguish those events

that are good from those that are bad before writing the event to storage. This was

done by forming a combination of logic signals that indicated when a particular set

of detectors fired, and using that combination to decide whether or not to record
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the event. It was necessary to optimize a given trigger for rejection and efficiency.

A trigger that was too loose would allow too many background events, resulting in

unnecessary dead-time due to writing events that would eventually be thrown away.

A trigger that was too strict would reject some events from the process in question.

This section outlines the structure and use of the HMS trigger.

The HMS trigger system can be considered in two components, one coming from

the hodoscopes, and one from the combination of signals from the Cerenkov and the

calorimeter. The 'SCIN' trigger (also known as '3/4') from the hodoscopes was the

most basic trigger used in the experiment. This trigger was satisfied if there was a

hit in three of the four planes of hodoscopes, and therefore could be satisfied by any

charged particle. A plane was declared hit if at least one tube on each end of the

plane fired. Fig. 3-17 shows a schematic view of the HMS trigger used in E03-103.
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Figure 3-17: The HMS Trigger.

Two other triggers were formed to reject hadrons. To maintain efficiency, a hit

in either the (erenkov or the calorimeter was sufficient for the event to be recorded.

ELREAL required that three of four scintillator planes fire, and that there was a suffi-

ciently large signal in either the Cerenkov or the calorimeter. There were two different

branches to ELREAL, one dominated by hits in the Cerenkov and one dominated by



hits in the calorimeter. The ELLO branch of the trigger requires SCIN and a hit in the

Cerenkov. In detail, it requires both a hit in the a Cerenkov and a 2/3 coincidence

among the SCIN, STOF and PRLO signals. STOF is a requirement that at least one

scintillator plane in the front and one plane in the back fired, and is satisfied any

time SCIN is satisfied. PRLO is a requirement that some energy (low threshold) was

deposited in the first layer of the calorimeter. The ELHI branch requires good hits in

the scintillator planes and the calorimeter. It is satisfied with a threefold coincidence

among SCIN, PRHI and SHLO. PRHI is a requirement that some energy was deposited

in the first layer of the calorimeter (high threshold), and SHLO is a cut on the total

energy deposited in the calorimeter.

If either ELLO or ELHI is satisfied, then the event is labeled as an "ELREAL" event.

These are events which are most likely good electrons. By pre-selecting events at

the hardware level, we reduce the dead-time that would result from recording many

non-electron events.

In addition to the ELREAL events, a small sample of events requiring only a SCIN

trigger were also recorded. These triggers were then pre-scaled by a dynamical pre-

scaling circuit so that only a few of these events were recorded as compared to the

ELREAL events. These triggers constitute a sample of events unbiased by particle

identification requirements and were useful for studying electron efficiency and pion

rejection in both the Cerenkov and the calorimeter. Each trigger signal was fed to a

TDC and read out by the data acquisition system. This made it possible to select a

given trigger type by cutting on the TDC for that branch. In addition, the number

of pre-triggers for each trigger type were recorded. This made it possible to calculate

the computer dead-time for each trigger branch.

3.6.2 Data Acquisition System

Both online run-control and the readout of data were performed by the CEBAF Online

Data Acquisition (CODA) software. Three distinct types of data were recorded for

each run: the TDCs and ADCs for the various detectors are recorded on an event-by-

event basis; scalers for beam position, charge, etc. were read out every two seconds;



and EPICS data from the slow controls were read out every 30 seconds. The ADCs,

TDCs and scalers were located in FASTBUS and VME crates which had their own

Read Out Controller (ROC) CPUs. The data from the ROCs were read out over a

fiber-optic network.

The ADCs and TDCs were read out for each event in the data stream. The ADCs

and TDCs are sparsified (only non-zero signals are recorded), which not only saves

data storage space, but also shortens the time required to write the data for the event.

The ADCs are sparsified by requiring that the signal be larger than some threshold.

The threshold was typically set about 15 channels above each channel's pedestal.

The pedestals were measured by recording 1000 pedestal events at the beginning of

each run. These pedestal events were used during online replay to detect fluctuating

pedestals and to change the threshold when necessary. TDC channels that did not

receive a STOP were not recorded.



Chapter 4

Data Analysis

We now have a clear motivation for measuring the EMC effect in light nuclei. We also

have the details of the detectors and equipment necessary to measure the inclusive

cross section. It is now necessary to discuss how a physical observable, like the cross

section, is extracted from scattering data. There are several steps in this process, and

this chapter will cover the steps in detail with emphasis on the particular challenges

faced in this analysis.

The process of extracting the cross section begins with counting particles for

some period of time and converting the number of counts into a meaningful number

by applying the necessary correction factors and normalization. Therefore we begin

with a discussion of how events are filtered and the number of counts corrected to form

the normalized data yield. We then move on to explain how this normalized yield is

corrected for lost events from detector and trigger inefficiencies, and for background

events. Finally, we will show how the data yield is converted to a cross section. This

process involves forming a simulated yield that is analogous to the data yield and is

used to account for the acceptance of the detector, and to incorporate corrections for

physics effects like the change in the cross section due to the Coulomb field of the

nucleus and radiative corrections. Each of these steps will be described in detail in

the sections below.

There are three main pieces that go into the cross section. The first is the data

yield, Ydata, which is the number of counts, properly normalized and corrected for



efficiencies and deadtimes in the spectrometer. The second is a measure of the phase

space volume subtended by the detector. In this analysis, this quantity is measured

using a Monte Carlo simulation of the detector. The third piece is a cross section

model which is used to make corrections to the data, including the variation of the

cross section over the acceptance, Coulomb and radiative corrections. The simulation

and model are used together to form a simulated yield, ~im. The inclusive electron

scattering cross section at E' and 9 is extracted by combining these three pieces:

da(E',9) Ydata da*(E',9)
=--. ,

dE' dO, ~im dE'do'
(4.1)

where the asterisk indicates the model cross section. The simulated yield includes the

features of the detector acceptance and the model radiated cross section. It serves

as a normalization to the data yield, which is an integral over an E', ()bin, relative

to the value of the cross section at the center of the bin. The next few sections

describe the details of how these factors are formed, followed by a discussion of how

the cross section is corrected for effects arising from the electron's interaction with the

Coulomb field of the nucleus. Finally, the details of extracting the ratio of structure

functions from the ratio of cross sections is discussed. Note that everywhere in this

chapter, the shorthand a(E',9) will be used to denote the differential cross section

da(E', ())/dE'dO,.

Before launching into the discussion, it is worth discussing the kinematic range

covered in the experiment. Fig. 4-1 shows the range in x Bj and Q2 covered by E03-

103. The DIS region is commonly defined as W2 > 4(GeV)2 and Q2 > 4(GeV/C)2. In

this regime the scattering cross section is directly related to the quark distributions

via the structure functions F2A. However, many of the data in the present experiment

were taken at kinematics below these traditional cut-offs and lie in the resonance and

quasielastic scattering regime. This feature poses some interesting challenges when

comparing our data to higher energy experiments, but it also provides a unique op-

portunity to study the EMC effect in these regions. In particular, it is an opportunity

to examine the scaling of the structure functions, and the scaling of the structure of
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Figure 4-1: Kinematic coverage of E03-103. The red bands show the two angle
settings that were used for the extraction of the cross section ratios presented in
Ch. 5 The blue and gray settings are used to study the XBj and ~-scaling of the
structure functions in Q2. The blue bands were taken at a beam energy of 5.77 GeV,
and the gray settings were taken at a beam energy of 5.01 GeV. Contours of constant
invariant mass squared are shown for l¥2 = 2 and 4 (GeV)2(Note that the units onW2are suppressed in the figure for clarity. Also, data were only taken on deuterium

and carbon at the settings shown in gray.)

the structure function ratios of different nuclei in the resonance region. Some details

of the different challenges posed by these kinematic regions will be discussed in the

final section of this chapter.

4.1 Data Yield

The properly normalized data yield represents the integral of the physics cross section

over the available phase space volume:

y = J dE'dn ( d3a ) A2
(E' 0)

data dE'dn' , (4.2)

where the acceptance function, A
2, accounts for the non-uniform response due to the

geometric apertures in the experiment. This equation illustrates the basic goal of a
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scattering experiment. It is to use some number of particle counts, Ydata, detected

over some finite region of phasespace, to extract the differential cross section at a

particular point within that phasespace volume. The yield is formed from the raw

number of electrons counted in the detector, corrected for various detector effects,

and normalized to the integrated luminosity. It can be written schematically as

NC
Ydata = NC (4.3)

L

where N is the total number of particles counted, C is a correction factor that includes

all deadtimes, detector efficiencies and other effects, and L is integrated luminosity.

The next three subsections describe how each of the factors in Eq. 4.3 are formed.

4.1.1 Counting Particles

The primary measurement in a scattering experiment is the total number of parti-

cles detected for the process under study. Acquiring this number means finding all

good events and and rejecting all unwanted events from background sources. N is

the number of recorded events which pass all the cuts we place on the data. The

cuts are chosen so that they select, as well as possible, only electrons and reject all

other particles. The number of events was pre-filtered by the trigger as discussed in

Sec. 3.6.1. Here we discuss the various cuts made at the software level. These cuts

include selections based on trigger type, the geometrical acceptance of the detector

stack, particle identification, and kinematic quantities.

Cuts are placed on the spectrometer quantities 6, Y~ar, and xar. These cuts limit

the acceptance of the spectrometer to ensure that only particles that originated from

the target region are accepted, and to limit the acceptance to the region where the

optics matrix elements are well-fit. The acceptance cuts are also used to define the

acceptance in the Monte Carlo simulation. Since we take ratios of the data yield

to the simulated yield to extract the cross section, it is crucial that the acceptance

cuts pass the same fraction of events in both the analysis and simulation. Figs. 4-2

through 4-4 show the distribution of events for the data compared with the distribu-
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Figure 4-2: Data to Simulated yield comparison for 8 for an extended target. 8 is the
relative deviation from the central momentum of the HMS in percent.

tion in the simulated yield for an extended target (deuterium). Note that no relative

normalization has been applied to the two data sets. The behavior at large values

of ::1:8is due to the limitation of the fitting matrix in that region. There is a slight

dip at 8 = 0 due to and inefficiency in the central region of the Cerenkov where the

edges of the two mirrors overlap. This feature is corrected for in the cross section by

building it into the simulation as shown. The excess events in Y~ar and x~ar are from

events that scatter into the acceptance when scraping the edge of the collimator and

are removed with the cuts. The cuts used are shown in table 4.3. The momentum

acceptance of the HMS is well known only between 8 = ::1:8%. Beyond this range,

there are few events and the optics matrix elements are not well-fit. The in-plane an-

gle (Y~ar) covers a range of ::1:35mrad and the out-of-plane angle (x~ar) covers a range

of ::1:75mrad. This angular acceptance is larger than the collimator, and therefore

allows the collimator to define the acceptance.

A second set of cuts is placed on the particle identification information discussed

in sections 3.5.1 and 3.5.2. The cuts are placed at 1.5 photoelectrons in the Cerenkov,

and Edep/ Etrack = 0.7 in the calorimeter. The quality of these cuts is discussed in

detail in section 3.5.1. Finally, a cut is made on the trigger type. During the exper-
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Figure 4-3: Data to Simulated yield comparison for Xar for an extended target.

Table 4.1: Acceptance Cuts. 6 is the relative deviation from the central momentum
of the HMS in percent, X'ar is the out-of-plane angle and ytar is the in-plane angle.

iment there were two trigger types recorded. The main trigger used for analysis is

called ELREAL and includes the 3/4 trigger and some additional particle identification

information from the Cerenkov and the calorimeter. The other trigger is a prescaled

version of the 3/4 trigger. The 3/4 triggers were recorded in order to acquire unbi-

ased information on the pion rejection and electron efficiency of the Cerenkov and the

calorimeter. Since the computer deadtime depends on the trigger type, the deadtimes

were calculated explicitly for each trigger type by counting the number of recorded

compared to the number of pretriggers. In order to ensure that the proper deadtime

was used to correct the data, a cut was placed on the trigger type. The trigger signal

was fed into a TDC channel, and a cut was placed on that channel, so that only

ELREAL events were used in the extraction of the cross section.

Acceptance cuts
-8 < 6 < 8

-0.075 < xar < 0.075
-0.035 < yAar < 0.035
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Figure 4-4: Data to Simulated yield comparison for xtar for an extended target.

4.1.2 DAQ and Detector Efficiencies

The yield above must be corrected for losses that occur in the detector and data-

acquisition systems. The main sources of lost events are inefficiencies in the trigger

and tracking systems, dead-time due to a busy data-acquisition system, and finally

inefficiencies in the particle identification cuts. The correction factor is

C = (4.4)
Etrig €track Edet tcomp telec

where P is the prescale factor, used to reduce the trigger rate when data is taken, ftrig

is the trigger efficiency, Etrack is the tracking efficiency, cdet includes corrections for

global detector inefficiencies, teomp is the computer livetime, and telec is the electronic

livetime. Each of these factors is described in the sections below.

Electronic and Computer Deadtime

Events arrive at the HMS Poisson distributed in time. For a mean particle rate R,

the probability that n events will arrive during a time t is

(Rt)ne-RtP(n) = (Rt)n t (4.5)n!
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Figure 4-5: Data to Simulated yield comparison for Y~ar for a point target.

and the probability distribution for the time between events is

P(t) = Re-RL (4.6)

When a trigger is produced, a logic gate goes high for some time T. The deadtime in

the HMS is non-extendable, meaning that if any events arrive while the gate is high,

they will be ignored. The livetime, tlive is defined as the fraction of events recorded

out of the total number that arrive at the detector stack, and is given by the number

of events for which the time between events is greater than T

t - Ndetected -100 R -Rtd _ -R1"
live - N - e T - e .

total 1"

(4.7)

In E03-103 the maximum event rate at the hodoscope planes was :::;IMHz. The

gatewidths in the logic modules were 40 ns, except the hodoscopes discriminators

whose width was 50 ns. The signals from different hodoscope planes could come

up to a few ns apart, causing the trigger gate to stay high longer than the 50 ns

gatewidth of the hodoscope discriminators. The variation in the arrival time among

the hodoscope planes would therefore cause a variable effective gatewidth with a range

from 50 ns to 60 ns. In order to keep a constant gatewidth, the pretrigger gate was
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set to 60 ns. The pretrigger gate is the logic pulse that stays high when a trigger is

satisfied. At the trigger rates in E03-103, the electronic deadtime was very small and

could be approximated by

tdead = 1 - tlive = RT, (4.8)

where T is the trigger gatewidth. The electronic deadtime was then a linear function

of the gatewidth. The deadtime was measured by recording a subset of triggers at

two different gatewidths in addition to the data recorded at the nominal gate width.

The counts at the two different gatewidths are used to extrapolate to zero deadtime.

The electronic deadtime was given by

N1 ost No - NT (N 1 - N 2) T

No No No (T2 - T1 )'

N1 and N2 were 100 ns and 150 ns, respectively. For convenience, N1 was used in

the denominator instead of No since N1 was counted directly. Given the very small

deadtimes in this experiment, this was an excellent approximation. The electronic

deadtime is always < 0.1%, and this approximation is good to 0.01%. The deadtime

is computed for each run using the counts from these two gates. Counts are recorded

at these gate widths every 2 s during the run.

The more significant source of deadtime is the speed at which the data acquisition

system can record event data. While data are being written, the system cannot accept

new events. The time required to write an event's data to storage is about 350 ps and

so the computer deadtime will become significant at much lower rates, reaching 10%

at about 1 kHz. This effect is partially mitigated using a prescale factor to ignore

some fraction of good triggers.

The computer livetime was calculated for each run using the total number of

pretriggers for the run, the prescale factor for the run, and the total number of

triggers recorded. The computer livetime is

Ntrig Pcomp P (4.10)
Npretrig



where Ntrig is the number of triggers processed by the trigger supervisor, P is the

prescale factor, and Npretrig is the number of good triggers sent to the trigger supervi-

sor. The computer deadtime is always the dominant form of deadtime in the system,

and therefore the prescale factor was adjusted as needed to keep deadtime below 10%.

Trigger Efficiency

Events are also lost due to inefficiencies in the detectors themselves. The combined

inefficiencies in the scintillators and PID detectors could result in the inability to form

a trigger when a good electron passed through the spectrometer. The trigger diagram

is shown in Fig. 3-17. The scintillator planes form the first level of the trigger. The

efficiency for each hodoscope is calculated using tracks that point at the center of

the planes. The total number of tracks that caused a hit in the paddle divided by

the total number of tracks that passed through the paddle gave the efficiency. The

total plane efficiency was also computed using the other three planes. The per-plane

efficiency was the fraction of times that a hit was registered on the plane when there

was a hit in each of the other three planes. The 3/4 trigger required only three out

of the four planes to register a hit and was therefore its efficiency was usually very

high. The trigger efficiency was computed for each run and found to be constant at

(99.7:l: 0.05)% at all settings so a single efficiency of 0.997 was applied to all runs.

The PID legs of the trigger require that either the Cerenkov or the calorimeter

register a good hit. Since the particle identification cuts applied in the analysis are

stricter than the trigger requirements, we use only the 3/4 efficiency to correct for

lost triggers. (There are efficienciesrelated to the cuts used in the analysis, however.

The correction for these factors is discussed in Sec. 4.2.2.

Tracking Efficiency

In addition to satisfying the trigger, a good event must also have enough information

to form a good track in the drift chambers. In order to form a track, there must

be enough wires hit so that the left-right ambiguity can be resolved. But if there

are too many hits then the tracking algorithm is slow trying to choose among the
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Figure 4-6: HMS tracking efficiency for electrons.

possible tracks. Events with many hits are, therefore, thrown out due to the liklihood

that they are due to noise hits on the wires. The tracking efficiency is defined as the

number of good tracks formed divided by the number of good events that should have

formed a track. An event is designated good if it passes the trigger, has the right time

of flight (forward going) and has less than 15 hits in one of the chambers. Events

with 15 or more hits in each chamber are assumed to be due to electrons scattering

from the magnet edges, causing a shower of particles. These events are lost due to

the geometrical acceptance and should were not included in the calculation of the

tracking efficiency.

Several versions of the tracking efficiency are calculated. The efficiency for elec-

trons and hadrons is different, so events with a large pion fraction will be biased

toward the pion efficiency. We want to correct only for the electrons lost in the track-

ing, and so we compute the tracking efficiencies for the various cases. The efficiency is

computed for all events; events which pass a particle ID cut; events passing through

a fiducial region in the hodoscopes; and events which pass both the fiducial and PID

cuts. The tracking efficiency used in this analysis includes the fiducial and particle

ID cuts. The events that should form tracks are defined as those events which fire

both the Cerenkov and the calorimeter (> 1.5 photoelectrons, and deposited energy
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> 0.7 x Ptrack respectively; have hits in the central region of the scintillator planes;

and have / > 0 (forward going particle). The number of events that satisfies these

conditions and has an associated track at the focal plane, gives the number of good

tracks. The tracking efficiency as a function of total particle rate at the chambers

is shown in Fig. 4-6. The fiducial electron tracking efficiency is very high, between

97% and 99'%, depending on the particle rate in the spectrometer. The efficiency is

calculated for each run and the yield for each run is corrected for the corresponding

efficiency. We assign a scale uncertainty of 0.5% to the cross section, due mostly to

the uncertainty associated with throwing out tracks with > 15 hits per chamber.

4.1.3 Background Sources

Even with an efficient trigger system, and cuts designed to select only electrons from

our data sample there are still unwanted backgrounds that must be removed from

the data. Both pions and electrons contribute significant backgrounds. There are

two significant sources of background electrons. These are the electrons that scatter

in the cryotarget cell walls and the electrons that arise from pair production in the

target after the beam electron emits a Bremsstrahlung photon. The next subsections

describe how these events are removed from the data sample. The subsequent section

describes how the pion background is estimated.

Charge-Symmetric Background

Electrons may radiate high energy photons in the target which go on to produce

electron-positron pairs. These electrons can scatter into the detector stack resulting

in a sizeable background. In this background process the electrons and positrons

are produced in equal numbers, so the background yield is charge-symmetric. Since

pair-production is the dominant source of positron production, a measurement of

the positron yield gives a direct measurement of the electron background from pair-

production. The HMS was run at reverse polarity for each target and at each kine-

matic setting where the background was was large (32', 320, and 50').
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Figure 4-7: Charge Symmetric Background at 40° as a function of HMS momentum.
XBj= 0.6 corresponds to PHMS = 1.7 GeV Ie. The background for the lighter targets
is relatively low at ~ 10%. Only the thickest (in radiation lengths) targets have a
large background at the lowest momentum.

The positron sample is subjected to the same set of cuts as the electron sample

and the relative yields are used to construct the e+Ie- ratio, R,

(4.11 )

where b+/_ represents the normalized yield from background sources and S_ repre-

sents the normalized yield of signal electrons from electron-nucleus scattering. It is

important to note that when running the HMS at positive polarity the total rate in

the spectrometer is much higher than at negative polarity due to hadrons. These

higher rates required a tighter trigger in order to keep the computer deadtime low.

This tighter trigger, ELCLEAN, is similar to the standard electron trigger, ELREAL, but

requires a hit in both the Cerenkov and calorimeter. To ensure that the positron

to electron ratio is computed correctly, we applied the same trigger to the electron

data (both triggers were present for the electron data, but only ELCLEAN triggers were

present for positron data) to measure an ELCLEAN electron yield edc. Then, since the

background is charge symmetric, we set b_ = b+, and extracted the corrected electron
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Figure 4-8: Charge Symmetric Background at 50° as a function of HMS momentum.
XBj= 0.6 corresponds to PHMS = 1.25 GeV Ic. This figure illustrates the that the
background can be very large for the largest angles. In this case, the ratio of back-
ground to the total yield is as high as 50% for the thicker (as a fraction of radiation
lengths) targets. This means that the signal and background are about the same size.

yield:

(
e+ )- - elcecor = eelr. 1 - --=- .
eelc

(4.12)

Aluminum Target Cell

The cryogenic liquid for the cryotargets was stored in an aluminum cell with a wall

thickness of ~ 0.12 mm. The cell was made of Al 7075, which has a density of ~

2.8 g/cm3. This corresponded to a target thickness of 2xO.034 g/cm2 which was

approximately 10% of the thicknesses of the cryotargets which ranged from 0.3 to

0.7 g/ cm2. Since the entire target was visible to the spectrometer, these events

contributed up to 10% of the total counts. This background was measured directly

by taking data on a dummy target cell at each kinematic setting.

The dummy target had approximately the same effective geometry as the alu-

minum cell at the beam intersection. It was comprised of two flat aluminum plates

separated by 4 cm. These plates were approximately 8 times thicker than the actual

cell walls. This allowed for much quicker data collection time, but had to be taken

88



Table 4.2: Dummy to Cell-Wall ratio. This table lists the loop number used for
each target and the corresponding ratio of the dummy target thickness to the actual
cryotarget cell-wall thickness.

into account when the dummy data were used to subtract the cell wall background

from the cryogenic target data. The ratio of dummy to cell-wall thickness is shown

for the four cryogenic targets in Tab. 4.2. The ratio was measured to a precision of

about 2%, resulting systematic uncertainty of 0.2% to the total cross sections for the

cryogenic targets.

The same cuts and corrections were applied to both sets of data, and the normal-

ized yield (corrected for charge-symmetric background) from the dummy target was

subtracted from the cryogenic target yield so that only the events arising from within

the target material remained. This procedure is illustrated in Fig. 4-9 which shows

the distribution of detected events in yta,,. The two peaks in the green histogram

clearly show the two panels that comprise the dummy target. An important feature

of this plot is the fact that,due to the resolution in event reconstruction, some events

from the cell walls were reconstructed to all points in the target. This meant that it

was not possible to use a simple spatial cut to remove the events originating from the

cell walls, and it was necessary to use the data from the dummy target to subtract

the background from the cell walls. A final complication is the fact that the dummy

target is comprised of two flat plates which are transverse to the beam direction. The

target cell is round so that particles traverse approximately the same thickness of

aluminum, regardless of scattering angle. However, the thickness traversed for events

originating from the dummy target will traverse a different thickness depending on the

scattering angle. This means that the energy lost due to external radiative corrections

will depend on the scattering angle. A correction was applied to the dummy data

prior to subtracting it from the cryotarget data. The correction was computed from

Target Loop tdummy/tcell

1H 2 7.803 ± 0.146
2H 3 7.873 ± 0.147

3He 2 7.803 + 0.146
4He 1 7.069 ± 0.135
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Figure 4-9: Ytar distribution. The red histogram shows the Ytar distribution for a
4He setting before the dummy target is subtracted; the green histogram shows the
distribution for the dummy cell; and the blue shows the 4He events with the dummy
subtracted (green histogram subtracted from the red histogram). In this case, the
background events from the cell walls are estimated to be about 13% of the total
number of events.

the model cross section. The correction was on the order of, and usually less than,

5% of the total radiative correction. Assuming, conservatively, that this number is

known to 10%, this size of correction would add an additional systematic uncertainty

of 0.1% to the cross section. Combining this with the dummy-to-cell uncertainty, we

arrived at a total systematic uncertainty in the cryogenic yield of 0.22% due to the

cell wall subtraction.

4.1.4 Pion Contamination

Another source of unwanted events are pions that pass both the Cerenkov cut and

the calorimeter cut. Although the pion rejection in the Cerenkov is about > 500: 1,

some pions did fire the Cerenkov by producing knock-on electrons in the aluminum

entrance window. These pions deposited, on average, -300 MeV in the calorimeter

causing a second peak at lower deposited energy as shown in Fig. 4-10. The tail of

this peak extends well beyond the nominal cut in the calorimeter at Edep/Etrack = 0.7
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Figure 4-10: Energy deposited in the calorimeter normalized to the particle's mo-
mentum. The white histogram shows all events that pass the nominal acceptance
cuts. The shaded histogram shows the events which also fire the Cerenkov. The
electrons are sharply peaked at one, but there is a large pion background visible at
low fractional energy. These events are mostly pions and the tail of the distribution
extends under the electron peak, causing a background that can't be removed with
simple particle ID cuts.

constitutes the pion background. This background can not be removed with any other

detector cuts, and so it was important to estimate the size of the background and

make the appropriate correction, if necessary.

To estimate the pion background, a strict set of cuts was used on the unbiased

trigger sample to select a clean sample of pions, and the nominal set of cuts were

used to select electrons from the standard triggers. The program was to select a

set of electrons that represented the good electrons as defined in the data analysis,

and then produce a pion spectrum the shape of which matched that of the residual

pion background in the electron spectrum. By normalizing this pion spectrum to

the background in the electron spectrum, the pion background was measured by

integrating the number of events above the calorimeter cut. To avoid biasing the

sample, care was taken to select events from the sample of trigger types that did not

require calorimeter information. Electrons were selected from events which satisfied

the trigger via a hit in the Cerenkov. Pions were selected from the unbiased triggers.

Electrons were then defined as those particles with two or more photoelectrons in the
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Figure 4-11: The pion background is estimated by matching the background to the
spectrum of a pure pion sample. This pure sample is then scaled to match the height of
the background at the peak, and the tail is integrated above the calorimeter cut. The
peak is actually normalized such that the low energy electron tail pIus the constructed
pion peak match the background peak. The light shaded histogram above represents
the constructed background, and the dark region represents the total number of pions
that pass all cuts and constitute the pion contamination.

Cerenkov, and pions were defined as events that left less than 1/2 a photoelectron

in the Cerenkov. The resulting spectrum is shown in Fig. 4-11. Next, the pion peak

is scaled so that it matches the pion background in the electron spectrum, and the

tail of this scaled spectrum is integrated above the calorimeter cut. In the process of

scaling the pion peak, care was taken to account for the electron tail below the cut.

The dark shaded region in Fig. 4-11 indicates the excess pions in our electron sample.

The pion contamination was found to less than 0.5% for the largest 7r / e settings,

and lower for other settings. Fig. 4-12 shows the pion contamination as a function of

HMS momentum for all targets. Note that the pion background is also present in the

positive polarity data used to measure the charge symmetric background. Since pion

production is approximately charge symmetric, the pion background approximately

cancels when the the positive polarity data are subtracted from the negative polarity

data. Fig. 4-13 shows the relative difference between positive and negative pions,

which is the real measure of the pion contamination. Since the pion contamination

is so small in the background subtracted yield we made no explicit correction made
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Figure 4-12: Pion contamination as a function of HMS momentum. This figure
shows the ratio of pions to the sum of pions and electrons. The pions and electrons
are counted as described above. The ratio is small for all targets, 0.5% at most. Only
data for xBj< 0.9 are shown.

for the pion contamination. We estimate the relative uncertainty on the background

itself at 50%. Therefore, we assigned a 0.2% systematic uncertainty to the cross

section to account for the background for the low momentum settings, where the Ir/e

ratio is largest, and 0.1% at the rest of the settings.

4.1.5 Target Boiling

The rastered electron beam deposited a current of 80MA and onto an area approx-

imately 2 x 2 mm2 . The heat from the beam could cause local boiling very near

the beam in the cryogenic targets. This boiling would change the density near the

beam, and therefore would change the target thickness seen by the beam. In order to

estimate the size of this effect, dedicated scans were made in which data were taken

at several different beam currents for carbon and the four cryotargets. It was ob-

served that the charge-normalized, corrected particle yield depended on the the beam

current. Figs. 4.1.5 and 4.1.5 show the current dependent yield for 3He and carbon.

For cryotargets, the effect may be understood in terms of local boiling in the cryogen

due to the electron beam. The solid targets, on the other hand, did not boil or melt
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Figure 4-13: This plot shows the relative difference in the number of negative pions
and positive! pions. If we are correctly extracting the charge-symmetric background,
then the number of 7r+ should be equal to the number of r-, and so the difference
should be zero. It is clear that at low momenta we are slightly overestimating the
positive pion background. However, the difference is very small, and so the total pion
contamination remains at the 0.1-0.2% level.

at the currents used in the experiment. However, a drop in the yield was observed

for the carbon target, which indicated that there was an additional effect that caused

part of the current dependence in the normalized yield.

It was noted that an offset in the BCM calibration would cause an observable

drop in particle yield. The particle yield was normalized to the delivered charge:

N N
y' N. N (4.13)

Q IAt

where I is the beam current computed from the BCM calibration. If this number

was different from the true beam current due to a drift in the BCM calibration, for

example, then the true beam current would be related to the measured current by

Itrue = I + zI, and the actual normalized particle yield would be

N N
y' . (4.14)Q (I + AI)At
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Figure 4-14: Normalized Yield vs. Beam Current for 3He. The dependence of the
normalized yield on current in a cryogenic target is interpreted as a reduction in the
target density near the beam due to localized boiling. However, only part of the slope
shown here is due to boiling. The rest is due a shifting offset in the BCM, which can
be measured using the slope for carbon shown in Fig. 4.1.5.

Which means that the measured particle yield would be

y:neasured = y~orrect (1+ tJ.I / I) . (4.15)

So a measured reduction in the particle yield could be an indication that the BCM

offset used was too large (that is, tJ.I is negative). For all carbon scans, the measured

yield dropped as a function of current. This effect was corrected by fitting the offset

observed in the carbon scan and applying this offset to the cryotargets and recom-

puting the measured yields. Any residual slope in the beam-current scan was taken

to be due to local boiling of the cryotarget, and the yields were corrected using the

measured slope. Fig. 4-16 shows the result for one of the carbon scans taken during

the helium running. The data were fit to a function of the form

a
y = 1+ b/I (4.16)

where b gave the current offset. The offset is given by pI in the fit, and in this case
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Figure 4-15: Normalized yield vs. Beam Current for carbon. The normalized yield
from a solid target should not depend on the the beam current. The slope here is an
indication of a shifting offset in the BCM.

the result is p1= -307 nA. This size of offset is consistent with the scatter seen in

the BCM calibrations in Fig. 3-4. This offset was then applied to the cryotarget data

and the residual slope was extracted as seen in Fig. 4-17 for helium. The slope and

the offset could also be extracted directly from the cryotarget data by fitting the

cryotarget data to a function of the form

a(l + cI)
y = 1+ b/I . (4.17)

The offsets and slopes extracted in this way were consistent with the offsets and slopes

extracted as described above. The data were corrected using the offsets calculated

from the carbon scan to find the cryotarget slope versus current.

Neither the hydrogen nor the deuterium targets showed residual slopes after cor-

recting for the BCM offset, but both helium targets showed boiling for all scans. The

slopes for the separate scans agreed within the fit uncertainties and were averaged

together to get the boiling correction. The measured slope was (3.5:1: 0.3)% at 80

/-LA for 3He, and (1.5 :I: 0.2)% at 80 /-LA for 4He. The normalized yield for each run

was corrected for this effect by multiplying the slope by the average beam-on current
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Figure 4-16: Corrected Yield vs. Beam Current for carbon. When the offset from
Sec. 4.1.5 is applied, the normalized yield for carbon shows no real dependence on
the beam current.

for the run. So the yield was divided by a factor cor,, = 1 - m Ibeam-on to correct

for the change in the target thickness due to the current. This correction resulted

in an additional systematic uncertainty of 0.5% in the cross section for the cryogenic

targets. For the cross section ratios we estimate an uncertainty of 0.5% for the solid

target to deuterium ratio and 0.6% for the cryotarget to deuterium ratio.

4.1.6 Normalization

The integrated luminosity, L, is the product of the time-integrated flux (total number

of electrons incident on the target) and the target thickness (total number of target

particles in the path of the beam). It is computed as

L = Nelectrons Nscatterers. (4.18)

The number of electrons delivered to the target is given by

Neectrons = Q/(1.602 x 10- 19 C/e), (4.19)
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slope after correcting for the BCM offset measured using the carbon scan. The slope
above is the result of localized boiling in the target near the beam. A correction
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where Q is the total charge delivered, in Coulombs. The number of scatterers in the

target is

Nscatterers = A - , (4.20)
mA

where T is the target thickness in units of grams per cm 2 , and mA is the mass of the

nucleus in grams. This gives the total number of nucleons per cm 2 in the path of the

Nelectrons electrons that impinge on the target.

4.2 Simulated Yield

Counting the total number of particles in a detector is the first step in forming the

cross section, but there are several other pieces that that are necessary in order to

convert the normalized electron yield into a physics cross section. The next thing

that must be done is to estimate the total acceptance over which the particles were

detected, including the feature that the detector is not equally sensitive at all locations

in the acceptance. The ratio of the counts to this effective phasespace volume gives
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the average cross section over the acceptance. In order to convert this average cross

section to the cross section at a particular point, one must account for the variation

of the cross section across the acceptance. Finally, one must make a correction for

radiative effects where the incoming or outgoing electron loses energy by radiating

photons before or after the scattering event.

These effects are accounted for by building a simulated yield from a simulation

of the detector acceptance where the events are weighted by the various correction

factors described above and a model cross section. The motivation for using the

simulated yield can be seen when the data yield is converted to a cross section. If

Ydata is the normalized yield for a bin centered at E', 0, then the extracted cross

section would be
da(E', 0) Ydata (CB Crd (4.21)
dE', dt (AE'AQ)eff E det

where CBC and Crad are the bin-centering and radiative corrections respectively, and

Ie' is a factor that accounts for any position or kinematic dependent inefficiencies in

the detector that are not related to the geometric acceptance, and so are not built

into the simulation. (AE'A1 )eff is the effective phase space volume space for the bin

over which the yield is collected. We next discuss the form of each of these corrections

in detail, and then show how they are actually applied to the data in this analysis.

4.2.1 Acceptance Function

The acceptance function is the relative number of particles that are detected at each

point in the phase space. It depends only on the geometry of the detector and not

the physics cross section under study. In order to deduce the acceptance function,

we performed a Monte Carlo simulation of the experiment at each kinematic setting.

The simulation illuminated the HMS with electrons uniformly over the x',, y a, 6

acceptance. If the detector response was uniform everywhere in the acceptance, then

we would start by computing the cross section from the yield and the phasespace

volume

O' = Yata (4.22)
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where a' would then represent the average cross section over the acceptance. However,

the detector is not equally sensitive everywhere, and some events are lost due to the

various apertures (magnet entrances and exits, etc. ) The non-uniform acceptance

must be taken into account when calculating the effective phasespace volume since

the particle yield will be biased toward the more efficient regions of the acceptance.

The fraction of particles detected at a particular kinematic point, E', (),4>, from a

particular point in the target, Xtar, Ytar, Ztan in general depends on all six of these

variables. It is convenient at this point to examine the measured yield that would be

detected in an experiment. The measured yield would be the integral over the phase

space, where the cross section at each point is weighted by an acceptance function,

A6,

Ydata = f dXtardYtardZtardE'd()d4>A6(Xtar, Ytar, Ztar, E', (), 4»a(Xtan Ytar, Ztar, E', (), 4»,
(4.23)

where A6(Xtar, Ytan Ztan E', (), 4» represents the fraction of particles that are detected

at that region of the acceptance. This fraction could, in principle, be measured at

each point in the six-dimensional phasespace with a sufficiently large simulation and

used to correct the measured yield. However, this is not feasible due to the computing

time required. It is convenient, therefore, that it is unnecessary to derive a correction

at each point in the six-dimensional phasespace due to the properties of the target-

detector system, and the physics of unpolarized inclusive scattering.

First, there was no significant loss of beam intensity along the target, so the

measured cross section did not depend on the position from which the scattered

particle originated in the target. Therefore, we can integrate over the target position

variables to get a new acceptance function which only depends on the measured

kinematic variables,

Ydata = f dE'd()d4>A3(E', (), 4»a(E', (), 4». (4.24)

Next, we use the fact that in unpolarized inclusive scattering the cross section does
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Figure 4-18: Acceptance of the HMS. The z-axis indicates the relative number of
particles detected at each point in the phase space. The acceptance function is shown
as a function of 8 and Y~ar' which are analogous to p and (approximately) ().

not depend on ljJ. Integrating over ljJ gives a new two dimensional acceptance function

that depends only on E' and ():

Ydata= J dE'd(}A2(E', (})a(E', ()). (4.25)

So, although the original acceptance did depend on all six target and kinematic

variables, the measured yield depends only on the kinematic variables that the cross

section itself depends on. So an effective acceptance function A2 can be determined

in a reasonable amount of time with a high statistics simulation of the detector. An

example of the acceptance in the HMS is shown in Fig. 4-18.

Now it is possible to extract the cross section from the measured yield. In principle,

a(E', (}) is inaccessible since it is part of the integrand in Eq. 4.25 and cannot be

factored out. However, the acceptance-weighted average cross section is

( , n) Ydata(E', (})
aav ~E, ~ = J A2dE'dn'

and be used to extract a(E',O).
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Bin Centering

The cross section in Eq. 4.26 must be converted from the average cross section to the

value of the differential cross section at a particular combination of E' and (). We can

do this using a model cross section to relate the average cross section to the value

at the desired point in the phase space. Denoting the model cross section a*, the

correction factor we would apply to the measured yield is

a*(E', ())
A2u. dE'dO .,

A2dE'dO

(4.27)

where we have included the acceptance function in the correction factor to give the

proper weighting to the average. The cross section at E', ()is then

(4.28)

Radiated Cross Section

Now we must take into account the fact that the measured yield, Ydata, is actually an

integral over the radiated cross section. The incoming electron may lose energy by

radiating one or more photons before striking the target nucleus, and the outgoing

electron may radiate photons before being analyzed in the spectrometer. If the beam

electron radiates, then the scattering at the vertex will occur with an energy lower

than the measured beam energy. This will increase the measured yield, relative to

the yield at the nominal beam energy, since the cross section is proportional to 1/ E2 .

If the outgoing electron radiates on its way to the detector, then it will be measured

with a lower energy than it had at the vertex. This means that the measured yield

will be less than that expected for the measured energy. At the same time, events will

radiate into a given bin from electrons at higher energies that lose energy to radiation.

So some events radiate out of the bin,and some events radiate into the bin.

We must account for these radiative effects when calculating the model cross

section in order to properly apply the bin centering correction. This means we must
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apply another correction factor to relate the radiated cross section at E', B to the

Born cross section at that point. The correction factor is

anorn (E' , B)
Crad = * (E' B) ,arad ,

(4.29)

Where a;ad is the model cross section with radiative corrections applied. The model

and the radiative corrections are discussed in detail in Sec. 4.3. So, if we replace a*

in eBG with the radiated cross section, and include the efficiency factor f.~et(E', B),

discussed below, in the acceptance integral, the final corrected cross section is

(4.30)

which expands to

(4.31)

and we dub the integral in the denominator ~im in the spirit of Eq. 4.1. Eq. 4.31 is

the working equation for computing the Born cross section from our scattering data.

Now all that's left is to properly evaluate ~im' Here we use the Monte Carlo

simulation of the detector. The integral is approximated by binning the data in the

simulation with the same binning scheme used for Ydata, with a;ad and f.~etas weighting

factors. The acceptance function is automatically generated by binning, provided that

we convert the total number of counts in the bin to a fraction representing the number

of events detected relative to the number generated that should have reached that

bin. So the integral over a particular bin becomes

/ A2f.~eta;addE'dn = ~ a;ad,if.~et,i(~E' ~n)single', (4.32)

where (~E' ~n)single represents the relative phase space for a single event in the bin.

This quantity is actually the phasespace of the bin divided by the number of events

that were generated in that bin.. Since events were generated uniformly over the

phasespace, we can approximate this by dividing the total phasespace volume over
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which events were generated by the total number of events generated,

( AE' A r\). _ (~E' ~n)gen
u U~ [, smgle - N '

gen
(4.33)

where Ngen must be large enough to make this a good approximation in each bin.

In this analysis Ngen was 5 x 106, and the total generated phasespace was 0.006 .

Po StrGe V. The data were binned into 1% 8 bins, and the acceptance cuts give a

phasespace volume of 1.05 x 10-4• Po StrGeV, so the total number of events per final

bin was about 87, 500.

4.2.2 Cut Efficiency and Detector Efficiency

The Cerenkov and Calorimeter have both momentum and position dependent efficien-

cies that must be estimated and corrected for. The Cerenkov detector has two ellipti-

cal mirrors whose edges overlap at the center of the acceptance and the mirrors were

less efficient in this overlap region. The calorimeter cut placed at Edep/ Etrack = 0.7

will also reject some electrons. The cut efficiency exhibited a momentum dependence

due to the energy dependence of the calorimeter resolution. The efficiency of the cut

must be measured and corrected for in order to get the correct total yield.

It is difficult to measure these effects over all kinematic regions with the production

data since it is not possible to form a clean, unbiased electron sample without using

both the calorimeter and the Cerenkov. Therefore, these effects were studied using

ep elastic scattering data as a source of clean electrons. The position dependent

Cerenkov efficiency was measured using scans where the elastic peak was positioned

at different parts of the acceptance. This allowed for a 8 depended efficiency to be

computed at each momentum setting. Data were taken at several momenta and so

the momentum dependence of both the Cerenkov and calorimeter response could

be measured. An example of the detector efficiency function is shown in Fig. 4-19.

Note that this correction cancels in the cross section ratio, so we assign no additional

systematic uncertainty due to this correction factor.
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Figure 4-19: Detector and Cut Efficiency in the HMS for p = 0.86 GeV. This correc-
tion cancels in the cross section ratio.

4.2.3 Energy Loss

Finally, we must account for energy lost by the incoming and scattered electrons as

they traverse the target and spectrometer materials. The energy at the vertex is

larger (smaller) for the scattered (incoming) electron. Therefore, we must take this

into account when computing the cross section. The Hall C Analysis code corrects

for energy loss by adding (subtracting) an average value for the energy loss to the

particle's total energy, computed from the track momentum, and computes the rest of

the quantities from this shifted value. We built the same behavior into the simulation

as described in this section.

Charged particles lose energy as they pass through materials. There are several

lengths of material that the beam electrons and scattered particles must traverse and

to which they can lose energy. This energy loss must be accounted for in order to

compute the cross section properly. Since the beam pipe and vacuum chamber share

a common vacuum, there is no entrance window to the target. Therefore, the beam

electron only loses energy to the target cell walls (if the target is a cryotarget), and

the target material traversed before the scattering occurs. The scattered particle,

however, traversed several layers of material. First, the particle travels through the
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remainder of the target. In the case of the solid targets, the distance depends on the

scattering angle. Next there is the target-chamber exit window, an air gap, and the

entrance window to the spectrometer.

Instead of correcting the cross section, the analysis code calculates the energy loss

in the materials and applies the average energy loss to the particle momentum for each

event. The physics quantities calculated by the analysis code, therefore, are computed

using the energy-loss corrected vertex values. This same procedure was followed for

the monte carlo simulation. The code assumed that the scattering happened at the

center of the target. So the energy loss for the beam electron was calculated using

1/2 of the target thickness. After the scattering, the particle traversed the remaining

1/2 of the target material. In the case of solid targets, this length was divided by

the cosine of the scattering angle. The scattering chamber exit window was 0.4 mm

of Aluminum, followed by an air gap of 15 cm. The entrance window to the HMS

is 0.43 mm of mylar. The energy loss is computed using the standard Bethe-Bloch

equation [41].

Once the energy loss had been computed, it was applied to the simulated data

in the following way. First, the particle momentum and energy were computed from

the spectrometer quantities 6, x'tr, and y,,. Then the energy losses from each stage

were summed to find the total energy loss. The total energy loss was then subtracted

from the particle's total energy, and the momentum was recomputed. This energy-

loss corrected momentum was then binned into the simulated yield histogram for

comparison to the data yield histogram.

4.3 Model Cross Section

The simulated yield includes bin-centering and radiative corrections, both of which

were computed from a model cross section. The model Born cross section was used

as input to the calculations or radiative corrections. The Born cross section model

was a sum over two independent model cross sections, one for the DIS piece and one
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for the Quasielastic piece:

Born = IS + QE." (4.34)

The following sections outline the two different models used to compute the cross

section, the radiative correction procedure for computing the radiated cross section

from the Born cross section, and finally the iteration procedure for adjusting the

model to agree with the data.

4.3.1 Deep Inelastic Cross Section

The DIS cross section is computed differently for different xBj regions. The difference

lies in how the structure function, F2A is computed. At xBj < 0.8, the structure

function for a nucleus is built using the deuterium structure function. The nuclear

structure function is given by

A D + N(Fn /FP)F = F2 2 . (4.35)
1 + F2n p2P

where the factor that multiplies F2 D accounts for the number of protons and neutrons

in the nucleus. For isoscalar nuclei, this reduces to

F2A = (A/2)F2D. (4.36)

We use a parameterization for F2n /F from Whitlow et al.[42] described in Sec.5.1.1.

Next, we make an explicit correction for the EMC effect. This correction is fit from

our own data by forming the cross section ratio to deuterium, then fitting this ratio,

applying the fit polynomial back into the model, re-computing the model cross section

tables and re-extracting the cross section in an iterative procedure.

At xBj :> 0.9 the nuclear structure function is constructed as a convolution of

the sum of the nucleon structure functions with a function that accounts for the

smearing due to the Fermi motion of the nucleons. The formalism is well outlined

in [43]. The nuclear structure function is computed as the sum over the nucleon
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structure functions:

FA = Z. F2 + N- Fn, (4.37)

convolved with a function, f(z, 0), which accounts for the Fermi motion of the nu-

cleon,

F(x, Q2) =f Adzf(z, 3) (ZF2(/z, Q2) + (A - Z)F(/z, Q2)). (4.38)

where z is the light-cone fraction of the nuclear momentum carried by the nucleon, x is

the momentum fraction of the struck quark, and / = jq31/v. The nucleon momentum

fraction z ranges from x, (corresponding to a proton at rest) to A, and so the ratio x/z

ranges from one to x/A. The data for f(z) are given by [43]. The nucleon structure

functions are computed from a universal fit to the DIS background and a resonance

fit. The coefficients were fit by Bodek [44] from proton and deuterium data from

SLAC E139.

4.3.2 Quasielastic Cross Section

The quasielastic cross section is computed from a y-scaling model, given by a fit to

the scaling function F(y). The scaling variable y can be interpreted as the minimum

momentum of the struck nucleon in the direction of the virtual photon. This scaling

function is defined as the ratio of the measured nuclear cross section to the off-shell

cross section for a nucleon, multiplied by a kinematic factor: [45]

du 1 q
F(y)= 1 q  (4.39)ddv Zo, + NOV + (y +M2

where Z is the number of protons in the nucleus, N is the number of neutrons, q

is the three--momentum transfer, and M is the proton mass. We use the following

parameterization to fit the scaling function F(y)

C D
F(y) = Ce-(y/yo)2/2 + (4.40)

Yo eBy + e- &
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Figure 4-20: Cross Section data and Models for deuterium. The quasielastic and DIS
parts of the model are shown, along with the sum. Data are shown for the 18,40, and
50 degrees, which cover the full range of angles and serve to illustrate the agreement
of the model with data in regions where the DIS cross section dominates (40 and 50
degrees) and where the quasielastic peak dominates (18 degrees).

where parameters B, C, and D are fit to the data, and Yo is a parameter given by

the Fermi momentum.

The quasielastic peak accounts for a large portion of the total cross section, es-

pecially at the lower Q2 settings, This is important since the model is also used for

radiative corrections, and the correction due to the quasielastic tail can be significant

far from the peak itself, We therefore fit the peak independently from the DIS part of

the cross section. The peak was fit to the data after subtracting off the DIS piece from

the model. New parameters for F(y) were calculated, and this process was repeated

until good agreement with the data was achieved.

Both pieces of the cross section are iterated until good agreement with the data

is achieved. The models and data can be seen in Fig. 4-20. We assign a 2% model

uncertainty to the cross section measurement due to bin-centering. This number was

computed by measuring the change in the cross section for different input models.

A flat cross section, a ~ scaling model and our model were used as inputs. The

variation gives the conservative estimate on the uncertainty in the cross section due
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Figure 4-21: Model dependence of the cross section ratio for carbon. This figure
shows the ratio of the cross section ratio as calculated using our cross section model,
to that calculated a ~-scaling model, and a flat cross section. The models give the
same results for the cross section ratio for XBj < 0.8, and we assign a point-to-point
uncertainty of 0.5% to the ratio in this region. At higher x Bj, however, there is a
strong dependence on the model and we assign an uncertainty of 2% to the cross
section ratio in this region. Note that the cross section ratios presented below are
shown out to XBj = 0.85. Data above this region are excluded due to the cut we place
at W2 = 1.7 (GeV)2.

to the model in the bin-centering procedure. The cross section ratios are much less

sensitive to the model and bin-centering. Fig. 4-21 shows a comparison of the EMC

ratios using the three different cross section models. The spread in the data for the

different models gives a conservative estimate of the bin-centering uncertainty. For

XBj < 0.8 we assign an uncertainty of 0.5% to the ratio. For larger XBj, however, the

dependence on the model is stronger and we assign an uncertainty of 2% point-to-

point uncertainty to both the cross section and the cross section ratios.

4.3.3 Radiative Corrections

The cross section model above is used as input into the calculation for the radiative

correction. The radiative correction is applied in order to account for the number of

counts that are gained or lost due to radiation of one or more photons by the incoming
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or outgoing electron. Radiative corrections are computed to the quasielastic peak and

to the inelastic continuum using Eq. (A82) in [46], which is a peaking approximation

in the spirit of Mo and Tsai. [47, 48]. No explicit correction is made for the nuclear

elastic tail or nucleon resonances. The nuclear elastic tail contributes less than 0.1%

to the total cross section in deuterium and even less in heavier targets, and so it is

safe to neglect this piece. The resonances make up a small part of the total cross

section, and are included in the deep inelastic part of the cross section model, so the

radiative tails are included in the total correction for the inelastic cross section.

4.4 Coulomb Corrections

There is an additional correction that must be made due to the acceleration of the

electrons in the Coulomb field of the target nucleus. The momentum of the beam

electron will increase from its measured value as it approaches the nucleus, and the

momentum of the scattered electron will be similarly shifted from the value measured

in the detectors stack. This means that if the measured beam and scattered electron

energies are Eo and E', then the energies at the vertex will be Eo + AE and E' + AE.

The real cross section depends on the vertex energy values, so we must apply a

correction factor to the cross section measured at the asymptotic values of Eo and E'.

There is a rich and varied literature discussing the application of Coulomb corrections

in scattering experiments. At the energies in the present experiment, the Effective

Momentum Approximation (EMA) is a good approximation [49, 50, 51] to the exact

calculation (52]. We apply the correction as outlined in [50], by adding an energy

boost to the incoming and outgoing electron energy and calculate the change in the

cross section. The energy boost is given by the change in potential energy the electron

experiences as it falls into the nucleus from very far away. Setting the potential energy

at oo to zero, the change in potential energy an electron would experience falling from

infinity along the z-axis of a uniformly charged sphere, with a charge Ze and radius
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Ro is (for z < Ro):

AV(z) =V(oo)-V(z)= c - z2) (4.41)
2Ro - (4.41)

where z is measured from the center of the sphere. If we assume that the electron

scatters off a nucleon at the center of the nucleus, then z --+ 0, and the energy boost

is given by

3(Z - 1)ahcAE = -AV(0) = -V = 3(Z- ) (4.42)
2Ro

Note that we use Z-1 for the charge of the residual nucleus that causes the acceleration,

while the references use Z. It has been observed [50] that it is a better approximation

to assume the scattering happens closer to the surface of the nucleus. This can be

achieved by using a sightly modified effective potential energy given by a factor of

0.75 - 0.8 times Vo. This factor varies slightly depending on the nucleus in question

and represents the difference between using the average value of the focusing factor

(see next section) over the transverse extent of the nucleus versus it's value at the

center of the nucleus. It is perhaps more enlightening to note that the scaled effective

potential is very close to the value of the energy boost given by the average potential

inside the nucleus, rather than taking the difference from the edge to the center. That

boost is equal to 4V 0/5. In this analysis, the boost was AE = 0.775V0 , where we have

just taken the central value of the range of scale factors given by Aste et al.[50].

In addition to the energy boost experienced by the electron, there is a second effect

that must be accounted for in the cross section. This is the fact that the electron

wave function is enhanced, or focused, when it is very near to the nucleus. This

feature manifests itself as a scale factor of keff/k on the wave function, which enters

into the cross section quadratically. The focusing factor for the outgoing electron is

canceled by the Jacobian when the cross section is expressed in terms of the effective

momentum. The correction factor, ccc, is given by the ratio of the model cross

section at the nominal kinematics to that at the boosted kinematics:

aCC = Umeas* (E + AE, E' + AE) E + AE , (4.43)
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where amea, is the measured, but uncorrected cross section, and a* is the model cross

section. The values for the RMS charge radii used in Eq. 4.42 and the resulting boost

are given in Tab. 4.4. The values of the radii for helium are measured values, and the

rest of the radii are given by the empirical equation from [49]

R = 1.1 - A1/3 + 0.86 -A - 1/3. (4.44)

Note, of course, that no correction is made for Hydrogen or deuterium since, in both

cases, there is only a single charged nucleon, which is included in the scattering cross

section itself. The model used for radiative and bin-centering corrections was also

Table 4.3: Size of the energy shift due to the acceleration of the electron in the
Coulomb field of the nucleus before and after scattering.

used to calculate the Coulomb corrections. The correction was computed at a given

kinematic point by computing the cross section at the nominal kinematics and the

boosted kinematics, and using Eq. 4.43 to compute the correction. The Coulomb

corrections are relatively small for most targets and settings in this analysis. The

correction of the order of 0.5% at the lowest momentum for the helium targets, rising

to 1 to 2% near the quasielastic peak. For 9Be and 12C the correction is at most 3.0%.

For the heavier targets the correction can be significant, reaching 6% for Au at the

lowest momentum setting.
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Target Ro (fm) AE (MeV)
3He 1.95 0.85
4He 1.70 1.0
Be 2.70 1.9
C 2.89 2.9
Cu 4.59 10.2
Au 6.55 19.9



4.5 Cross Section Results

The inclusive electron-nucleus scattering cross sections constitute the primary mea-

surement from which the structure function ratios are extracted. We include the cross

sections here along with the cross section model that was used for radiative and bin-

centering corrections. The model shows good agreement with the data for all targets.
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Figure 4-22: 2H Cross Section. The deuterium cross section is used to form the cross
section ratios for all targets.
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Figure 4-23: 3He Cross Section.
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Figure 4-24: 4He Cross Section.

104

10

Q 10 7

E
10"9

0

10-11

10-12

Figure 4-25: C Cross Section.

115



Ž, lO0

107

10-

101

10u
10711
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Chapter 5

Results

We are now prepared to extract the structure function ratios from the measured cross

sections. Before discussing the ratios, however, we will first examine the structure

functions themselves in order to understand their scaling behavior versus both x Bj and

~. Following the discussion of the structure functions, we will present the structure

function ratios, along with the details of the proton excess correction and the ratio of

the longitudinal to transverse cross sections. The systematic uncertainties have been

discussed throughout the text, and will be presented in summary at the end of the

chapter.

5.1 Structure Functions

The EMC effect demonstrates that the structure function per nucleon, F,f / A, ex-

hibits a nuclear dependence. The structure functions of deep inelastic scattering give

information about how momentum is distributed among the quarks in the nucleus.

At high momentum and energy transfer, the nucleon structure functions scale in x Bj.

At lower-energy kinematics, Bjorken scaling is violated due to finite-mass effects, and

because other processes (nucleon resonances, quasielastic scattering) become more

prominent. However, the scaling of the structure functions in ~ holds to lower Q2

because it partially accounts for the mass-effects that cause the scaling violations in

x Bj at low Q2. It is, therefore, interesting to study the structure functions in order
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to study the scaling behavior in xBj and ~ before examining the cross sections ratios.

The next section describes the process for extracting the structure function from the

cross section and presents the results for several targets.

5.1.1 Extraction of Ft from Cross Sections

The structure functions are extracted using the measured cross sections and a model

for the ratio of longitudinal to transverse cross sections, R = CTL/CTT. We start with

the form of the cross section as given in Eq. 2.1,

4a2E12 [ Ft . 2 {} Ft 2 {}]
CTA = Q4 2 M sin 2" + -;- cos 2" .

This can be further reduced to the following form using Eq. 2.4,

p,A [ {} ( v2 ) ]
CTA = CTM ott ~ 1 + tan 2 2" 1 + Q2 R - 1 ,

(5.1 )

(5.2)

where CTMott is the familiar Mott cross section, CTMott = 4aE12 cos2({}/2)/Q4. Solving

Eq. 5.2 for Ft gives

where {3 is

Ft = v_CT_A 1__ ,
CTMott (1 + (3)

(1 v2 )2{} +Q'2
{3 = 2 tan 2" R _ 1 .

(5.3)

(5.4)

We then compute the structure function at x Bj and Q2 using the measured cross

section, CTA, and a model for R at that point. If R is independent of A, then /3 is also

independent of A, and the structure function ratio will be equal to the cross section

ratio.

The model for R used in this analysis is the so-called R1990 from [42] which is

a fit to world data. This is the same model for R that was used to compute the

cross section for bin-centering and radiative corrections. The parameterization is the

average of three different fits. Each of the fits has a slightly different functional form,

and each describes the data well. The final parameterization, R1990, is given by the
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Figure 5-1: Structure function per nucleon for deuterium vs. XBj. The solid line at
x Bj = 1 indicates the quasielastic peak, while the dashed lines indicate the positions
of the ~ for the different Q2 settings. The Q2 values listed in the legend are the Q2
values at x Bj = 0.6. The most notable feature at these kinematics is that Bjorken
scaling breaks down, as expected, well before the quasielastic peak. Bjorken scaling
is not expected to hold in the resonance region. Note that the units have been
suppressed in the figure for clarity. The units of Q2 are (GeV /C)2.

average of the three fits,

R1990

Rc

a2
a1R'og + (Q8 + a~)1/4'

b2 b3
b1R'og + Q2 + Q4 + 0.32'

C2
c1R'og + ---;:======,

V(Q2 - Q~)2 + ~

1 + 12 (1~~2) (O.1~5l{~:~j)
In (~)

5.(1-XBj).

(5.5)

(5.6)

(5.7)

(5.8)

(5.9)

(5.10)

5.1.2 Structure Functions

The structure functions were extracted from the cross sections using Eq. 5.3 and

plotted versus XBj and~. Fig. 5-1 shows the structure function for deuterium as a
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Figure 5-2: Structure function per nucleon for carbon vs. x Bj. The solid line at
XBj = 1 indicates the quasielastic peak, and the dashed lines indicate the positions
of the ~ for the different Q2 settings. The Q2 values listed in the legend are the Q2
values at XBj = 0.6. The scaling violations in carbon differ from those in deuterium.
The Fermi-motion of the nucleons washes out the resonances and the quasielastic
peak.

function of x Bj. The data are plotted over the entire kinematic region covered in the

experiment, although this analysis will focus exclusively on the region below x Bj = 1.

The solid line at x Bj = 1 indicates the position of quasielastic peak, while the dashed

lines indicate the positions of the ~ for each Q2 setting. The Q2 values listed in the

legend are the Q2 values corresponding to XBj = 0.6. The units have been suppressed

in the figure for clarity. Although Bjorken scaling holds at high Q2 and high W2, it is

not expected to hold well over much of the kinematic region in this experiment. This

is demonstrated in our data by the clear Q2 dependence of the structure function in

Fig. 5-1. The quasielastic peak is very prominent at the E03-103 kinematics, and

the ~ peak is also clearly visible at several of the Q2 settings. Qualitatively, all Q2

settings scale fairly well for x Bj < 0.6, and the scaling improves as Q2 increases.

At the four settings Q2 ~ 4.0 (GeV/ C)2, both the ~ and the quasielastic peak are

greatly suppressed and those data lie much closer together out to much higher XBj

values. This is also expected, since as Q2 increases, the DIS cross section dominates

the quasielastic cross section, and also because the nucleon resonances are shifted to
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Figure 5-3: Structure function per nucleon, F2
D
/ A, for deuterium. The solid lines

indicate the position of the quasielastic peak and the dashed lines represent the po-
sitions of the ~ peak. The structure function clearly scales better as a function of f.
than in x Bi, and even scales beyond the quasielastic peak.

higher and higher xBi values.

The carbon structure function for carbon as a function of x Bi is shown in Fig. 5-2

and shows a slightly different picture. Bjorken scaling is still violated in the resonance

region and near the quasielastic peak, but the peaks themselves are washed out due

to the Fermi motion of the nucleons in the nucleus. In fact, at this scale, the ~ is no

longer visible and the quasielastic peak is only visible as a shoulder for the lower Q2

settings. The curves at the higher Q2 settings agree very well, even at the quasielastic

peak. This is a qualitative illustration of how true scaling of the structure functions

can be imitated in the resonance region by nuclear effects as discussed earlier in

Sec. 1.3.

The picture is quite different when we examine the structure functions versus

f.. The deuterium and carbon structure functions as a function of f. are shown in

Figs. 5-3 and 5-4. The first thing to note is that the position of the quasi elastic peak

depends on Q2 like the other resonances. The peak moves to lower f. for lower Q2.

Below the quasielastic peak the structure function exhibits very little Q2 dependence

and so exhibits f.-scaling. These plots serve to illustrate, qualitatively, that f.-scaling
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Figure 5-4: Structure function per nucleon, F2
C / A, for carbon. The solid lines indicate

the position of the quasielastic peak and the dashed lines represent the positions of
the ~ peak. The structure function clearly scales better as a function of f, than in
x Bj, and even scales beyond the quasielastic peak.

holds better than xBrscaling in the resonance region and near the quasielastic peak.

Furthermore, the structure function as measured at different Q2 values agree above

the quasielastic peak. That is, the structure function exhibits f,-scaling for x Bj > I.

The quasielastic peak is seen as a deviation from the universal background curve for

all Q2 settings. The three highest Q2 settings agree very well out to about f, = 0.8,

which lies just below the quasielastic peak for the lowest Q2 setting. The structure

functions are shown as functions of XBj and f, for the rest of the targets in Sec. A.I.

The dramatic difference between the XBj and f, plots is essentially a result of

mapping. Projecting onto f, shifts and compresses the lower Q2 points to lower f,

values. This is more than a mathematical trick. At finite Q2, f, is a better approx-

imation to the x used in the infinite momentum frame where Bjorken-Scaling holds

strictly. In this frame, the quark is free and has no transverse momentum, and so

the quark momentum is easily related to the nucleon momentum via x. As we move

from the infinite momentum frame to finite Q2, mass effects become important as

Q2 is reduced, and XBj becomes less suitable as the energy is reduced. One could

apply explicit target-mass corrections to the points at each XBj value, but using f,
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is a better approximation [53, 54]. This is because ~ partially accounts for these

mass effects and therefore exhibits a different approach to the scaling at infinite Q2.

For the kinematics of E03-103, ~-scaling is better satisfied for the structure functions

than Bjorken scaling, but results for the cross section ratios will be presented in both

variables. We now turn to a more quantitative discussion of x Bj and ~ scaling .

o • ~ = 0.75

0.14

0.12
0

0.1

<C 0.08
i!ru....

0.06

0.04

0.02

0 10 215
Q2 (GeVlc)

20

• ~= 0.55

• ~ = 0.60

• ~ = 0.65

• ~= 0.70

• ~ = 0.80

25

Figure 5-5: ~-Scaling in deuterium. The structure function for deuterium is plotted
as a function of Q2 for several values of~. Open circles (squares) are SLAC (JLab)
data, and filled squares are E03-103 data. The structure function continues to scales
to a few percent as low as Q2 = 3 (GeV /C)2 except at the highest ~ values.

5.1.3 Q2 Dependence of Ft

The scaling of the structure function F2
A holds strictly in the Bjorken Limit, and

holds approximately at finite Q2. The scaling of the structure function with ~ holds

to lower Q2 than does the scaling in xBj. In this section we examine, quantitatively,

the Q2-dependence of the structure functions for both variables. Fig. 5-5 shows the

structure function for deuterium as a function of Q2 for several values of constant ~.

The data from E03-103 are plotted along with data from E89-008 [34] at low W2,

and SLAC [55] at high Q2. The values at constant ~ for E03-103 were computed

by fitting the structure function data near the desired value of (,. The shape of the

structure function is different for different ~ regions. At low ~, the structure function

123



• XBj = 0.55

0.14

• XBj = 0.60
0.12

0.1 • XBj = 0.65

c( 0.08
xBj = 0.70cr- •IL

N

0.06

• xBj = 0.75
0.04

0.02 • xBj = 0.80

'"
20 25

Figure 5-6: Bj6rken Scaling in deuterium. The structure function for deuterium is
plotted as a function of Q2 for several values of XBj. Open circles (squares) are SLAC
(JLab) data, and filledsquares are E03-103 data. The scaling violations appear at
higher Q2 than they do when plotted versus ~.

changes relatively slowly and is best fitto a straight line. At large~, however, itdrops
more rapidly, and an exponential is the more appropriate fittingfunction. In order to
choose the appropriate function for a given point, the structure function was fittwice
at each Q2 point. The model which gave the X2/NDF closest to one was chosen as
the fitfor that Q2 point. The error shown is the error from the fitparameters only.

In Fig. 5-5 we see that the structure function for deuterium exhibits logarithmic
scaling violations expected from QCD, but does not show strong violations in the
resonance region. Scaling violations are expected due to the resolving power of the
virtual photon, as described in [56]. As Q2 increases, so does the resolving power
of the virtual photon, and the scattering is more like scattering from an individual
quark. At low Q2, however, the virtual photon scatters from groups of quarks and
gluons. Since a group of quarks and gluons will carry a larger momentum fraction
than any of the individual quarks in the group, the scattering at lower Q2 will show
a higher fraction of quarks with larger XBj' Said another way, the structure function
at a constant value of XBj or ~ will increase as Q2 decreases. The curves in the figure
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are fits to the high Q2 data from SLAC to a function of the form

F2A = exp(a + b ln(Q 2 )), (5.11)

such that d In(F2)/dln(Q2) = constant as predicted by QCD. Deviations of the data

from the curves give a measure of scaling violations as a function of Q2. Note that

no W 2 cut has been applied to the data at this stage. Scaling violations are at the

few percent level all the way down to Q2 values of Q2 = 2(GeV/c) 2 for ( < 0.75, and

down to Q2 M 3 (GeV/c) 2 for ( = 0.75. The structure function is shown as a function

of Q2 for constant ZBj values in Fig. 5-6.

5.2 Cross Section Ratios

The structure functions exhibit i-scaling to Q2 as low as 2 (GeV/c) 2 as shown in the

plots above. We will therefore use data above this cutoff to examine the ratios of

cross sections as functions of (. Cuts were placed on the invariant mass, at W 2 = 1.7

(GeV) 2 and Q2 = 2.5 (GeV/c) 2. The invariant mass cut excludes most of the A and

quasielastic peaks, but accepts the rest of the resonance region. The Q2 cut was chosen

based on Q2-dependence results from Sec. 5.1.3. We note that scaling breaks down

more quickly at higher values of C. For example, at C of 0.8, the structure function

rises very quickly as Q2 decreases below Q2 of 4 (GeV/c) 2 . In our kinematics, Q2

increases as C increases and that the cutoff of W 2 = 1.7 (GeV) 2 corresponds to Q2

values greater than 5.8 (GeV/c) 2 for the lowest Q2 setting, safely within the C scaling

region, as indicated in Figs. 5-5 and 5-6. We first discuss the results for carbon and
4He, focusing on the agreement of these results with world data, and then turn to the

new result for 3He. The ratios were constructed by binning the data in 1% 6 bins for

each momentum setting and computing the ratios for the final cross sections. These

data were then re-binned into bins of constant C or XBj. We present results for the

ratios with the separate Q2 settings as an example of the Q2 dependence of the ratio.

We then present results for the two highest Q2 settings averaged together. The data
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Figure 5-7: Ratio of 12C and 2H cross sections for several Q2 settings as a function
of XBj. The dashed vertical lines indicate the value of W2 for the highest Q2 setting
(50°). The data at 36° and 46° were collected with a beam of 5 (GeV /C)2.

used to generate the plots presented in this chapter may be found in Sec. A.l.

5.2.1 Cross Section Ratio for Carbon

The EMC effect has been well studied in carbon. SLAC measured the ratio of carbon

to deuterium in their comprehensive study in 1994 [15] and the EMC collaboration

measured the ratio in the followup to their original measurement on Iron [14]. We

therefore present our result on carbon first. The discussion of the carbon results

includes details of how the E03-103 results were derived, as well as how the results

from other experiments are displayed as a function of~. Our results are displayed in

Figs. 5-7 and 5-10 with data from SLAC[15], EMC[14] and JLab ES9-00S[7]. The ~

values in the ES9-00S were converted to XBj using the beam energy of 4.045 GeV and

the scattering angle of 55°. The E03-103 results are the average over the two highest

Q2 settings (40° and 50° data) in XBj and ~ bins of constant width. The statistical

error is significantly smaller than the point-to-point systematic error of O.S% and so
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Figure 5-8: Ratio of 12C and 2H cross sections for several Q2 settings as a function of
~. The dashed vertical lines indicate the value of W2 for the highest Q2 setting (50°).

The data at 36° and 46° were collected with a beam of 5 (GeV /C)2.

we are able to present a very fine grid over the kinematic range covered. There is

also a normalization uncertainty of 1.1% due primarily to the target thickness and

integrated charge measurements. Systematic errors will be discussed in more detail

in Sec. 5.3.

We turn first to the cross section ratio for the various Q2 settings as a function of

xBj and ~ shown in Figs. 5-7 and 5-8. Data were taken on carbon and deuterium at

2 different beam energies and so there are more settings. The different settings agree

very well over most of the kinematic range covered. However, for the region above

XBj = 0.75, the two lowest Q2 settings (32° and 36°) begin to show deviations from

the higher Q2 when the structure function is plotted versus ~, as in Fig. 5-8. while

these low Q2 settings settings deviate in the region ~ > 0.7, the highest Q2 settings

agree over the entire region covered by E03-103. We therefore use only those settings

for the final binning.

The final, re-binned data are shown in Figs. 5-9 and 5-10. Our data agree well with

both the SLAC and previous JLab data out to XBj = 0.7. At the higher XBj region the
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data diverge slightly from one another, but are consistent with one another. E03-103

has significantly smaller error bars than the other two data sets in this region, though

the data were taken at relatively low values of W2 as indicated by the blue dashed

lines. Note, however, that at the third crossover point (where the ratio becomes

greater than one around XBj of 0.83) the older JLab data are at lower W2 (W2 ~ 1.5

(GeV)2). Also the E03-103 data have Q2 values around 5 (GeV /c)2 and the highest

energy SLAC point has a Q2 value of 10 (GeV /C)2. It is significant that these three

data sets agree as well as they do, given the different kinematics regions covered. It is

also significant that the third crossover point is consistent for the two JLab data sets

and the SLAC fits. The position of the minima for the datasets are also consistent

within error bars. However, it is notable that the depths of the minima are slightly

different for each set. The SLAC data drop as low as 0.85, while the E03-103 data

only drop to 0.9. All three sets have a consistent value at the first crossover point .

1.2
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1.1
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~

t5 1~
6

0.95

0.9

0.85

• E03-103, average

o J. Gomez et aI., 1994(SLAC)

o J. Ashman et aI., 1988 (EMC)

l:1 J. Arrington et aI., 2006 (E89-008)

-- SLAC FitforA=12
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Figure 5-9: Ratio of 12C and 2H cross sections. The E03-103 result (solid circles)
are shown with data from SLAC[15] as open circles; EMC[14] as open squares; and
JLab E89-008[7] as open triangles. The SLAC fits are the In (A) parameterizations
from[15]. The vertical da.'ihed lines delineate different W2regions for the E03-103
data.
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Fig.5-10 shows the same data presented as a function of~. The SLAC data

shown here are the coarse-binned data from[15], and have been corrected for Coulomb

distortion [57]. The Coulomb corrections were less than 1%. Again, the agreement

between the data is good. In particular, all three data sets show the same second

and third cross over points. Our data have much higher precision at ~ > 0.7 and

also show some deviation from the world data in this region. Note that the data now

show the same depth of minima, though this may be a result of the re-binning since

there is no longer a data point where the minimum lies for the finely binned data.

Also, there may be a slight difference in the ~ positions of the minima for the different

experiments. There is a noticeable discrepancy between the JLab datasets between

~ = 0.68 and ~ = 0.72, before the third crossover. The disagreement among the

JLab measurements may be significant, especially given that they are at more similar

kinematics than the SLAC data. The disagreement with the high ~ SLAC point is less

significant given the large error bar on the point. However, the two JLab data sets

agree well at the crossover and beyond. There is also disagreement with the SLAC

fit. However, this is due to the conversion of the SLAC parameterization that was

attempted with the SLAC data. The fit is generated as a parameterization of x Bj and

A. In order to produce the fit in the plot, a fit was done to x Bj versus ~ for the SLAC

kinematics. Then for a given ~ point, an x Bj value was generated, corresponding to

the XBj value in the SLAC experiments. This XBj was used to compute the value of

the fit, and that value was plotted at ~.

In general, the agreement for carbon is very good. The various datasets are

consistent within experimental uncertainties in both x Bj and ~. The various data

sets give consistent crossover points, and the position and the depth of the minimum

are also consistent with experimental uncertainties. The agreement among the data

sets gives confidence in our method of extracting the ratios, and also indicates that

the cross section ratio exhibits very little Q2 dependence over a large kinematic range.

Therefore, we are confident as we move on to study the lighter nuclei which comprise

the most significant measurement in E03-103.
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Figure 5-10: Ratio of 12C and 2H cross sections. The SLAC fitwas converted from
XBjto ~ by fittingthe kinematic settings to get XSLAC as a function of ~SLAC.

5.2.2 Cross Section Ratios for 4He

There is very littledata on the EMC effectin light nuclei. The SLAC measurement
on 4He and the HERMES measurement on 3He are the only dedicated measurements
of the effectfor A:S;4. This is unfortunate since calculations are more tractable for
few body nuclei, and therefore they serve as a good proving ground for the various
models of in-medium modification of nucleon structure. Our measurement of the
effectin 3He and 4He will therefore provide a strong improvement to the world data
in this region.

We discuss the 4He result, shown in Figs. 5-11 and 5-12, firstsince it can be
more easily compared with world data, and has no complications due to proton or
neutron excess. The data are presented along with the SLAC parameterization for
A=4 and A=12. The fitparameterizes the cross section ratio as a function of In (A).
Calculations from Benhar et al. [30] and Smirnov [31] are also presented. There
is reasonable agreement, to within the normalization uncertainties, with the existing
measurement from SLAC and the present measurement isa great improvement at XBj

130



1.2 • E03-103, average
0 J. Gomez el aI., 1994(SLAC)

SLAC Fit for A=4
1.15 -- SLAC FitforA=12

------- O. Benhar, et aI., (AV14+UVII)

1.1 •.•.•.•. G.1. Smimov, 1999

1.05 JL:z: ,
t5 .

-411 1
:z:0

0.95

0.9 I SLAe Norm. (2.2%)

0.85 I E03-1 03 Norm. (1.5%)
0.8 10 0.1 0.2 0.3 0.4 0.6 0.8

Figure 5-11: 4He EMC Ratio as a function of XBj.

> 0.7. It is instructive to compare the data with the parameterizations from the SLAC

measurement. Clearly the fit for A=12 compares better with both measurements than

does the fit for A=4. The fact that the strength of the effect is the same in 4He as in

carbon is an indication that the effect may be more dependent on the nucleon number

density, p(A) than on In (A). The fits shown in the figure are the fits versus In (A),

and so are different for A=4 and A=12. But 4He and carbon have about the same

average nucleon number density and therefore should agree if the effect depends on

p. This dependence is discussed in the original SLAC paper and will be discussed

below. One significant difference between the carbon and 4He results is that the third

crossover may occur at larger XBj for 4He. The data are presented as a function of ~

as shown in Fig. 5-11. The Benhar curve was converted to ~ using a Q2 value of 10

Plotted versus ~, the data remain consistent with the (now coarse-binned) SLAC

data, which have been converted to ~ using x Bj and Q2 from the experimental

kinematics. The calculations both describe the data fairly well in the region from

XBj< 0.7, and both are consistent with the SLAC data. Our data give a preference
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to the Benhar calculation[30], which better describes the depth and position of the

minimum. This calculation takes into account the binding energy of the nucleons

in a realistic way. An off-shell prescription is used to write down the nuclear tensor

without modifying the parton distributions inside the nucleons. The calculation is

done for both infinite nuclear matter and deuterium at the same kinematics as the

SLAC data (Q2=10 (GeV/c) 2). This calculation does an excellent job for nuclear

matter, and indeed, they find that binding, properly applied, is sufficient to explain

the effect at large XBj. Their calculation describes our data quite well for XBj < 0.7,

but disagrees markedly with our data above that point, particularly in the position

of the third cross over point. This may be an indication that binding and Fermi mo-

tion may not be enough to explain the effect for finite, or at least very light, nuclei.

Smirnov's calculation is a global fit to all EMC effect data spanning a large range

in A and Q2. The SLAC data for 4 He were included in the fit, but do not constrain

the fit well at the highest XBj values. The disagreement with Smirnov is consistent

with the statement that the per-nucleon structure function of 4He does not follow the

pattern observed in heavier nuclei.

z
'5

0·9z
'5

Figure 5-12: 4He EMC Ratio as a function of (.
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Figure 5-13: 3He EMC Ratio as a function of XBj' The uncorrected cross section
ratio is also presented along with the SLAC fit(black) and calculations from Smirnov
(blue) and Afnan et ai. (red).

5.2.3 Cross Section Ratio for 3He

Finally, we turn to the first measurement of the EMC effect on 3He for XBj > 0.4.

The results are shown in Figs. 5-13 and 5-14. The data are presented along with the

only other existing measurement of the EMC effect on 3He from HERMES [58], as

well as Smirnov's fit, and a model prediction from Afnan et ai. [32]. Our data are

consistent with the HERMES data within the normalization uncertainties of the two

experiments, though the amount of overlap in the two datasets is minimal. It should

be noted that HERMES scaled their 3He cross section by a factor of 1.009, after

applying the proton excess correction (see page 343 in[58]), in order to better match

the NMC result on 4He. It should also be noted that HERMES applied a proton excess

correction that used the NMC parameterization for Frj Ff, which gives a smaller

correction than does the SLAC parameterization used in our analysis. The NMC

parameterization is simply a fit to the ratio of the deuterium to proton cross sections

with no corrections for the Fermi motion of the nucleons in the Deuteron. The fit was
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made using data for x Bj < 0.6 and therefore is not constrained over a large portion

of our data. The SLAC parameterization also extracted F!f / F~ from deuterium and

proton cross sections, but the Fermi motion in deuterium were corrected for, so their

result should be more accurate for the free neutron to proton ratio. The details of

the isoscalar corrections are discussed below in Sec. 5.2.4. For reference, we have also

included the raw cross section ratio that includes no isoscalar correction .

1.2

1.15

1.1

S1.05
~

:J:

6-.:J:

~ 0.95

0.85

• E03-103, average

• E03-103, average, no Iso. Cor. 1
o A. Airapetian et aI., 2000 (HERMES)

SLAC Fit for A=3 : I
-- SLAC Fit for A=12 : I

hhHW' hU• + •• 1
I : :

if

IHERMES Norm. (0.9%)

IE03-103 Norm. (1.9%)

1

Figure 5-14: 3He EMC Ratio as a function of~. The uncorrected cross section ratio is
also presented along with the SLAC fit (black) and calculations from Smirnov (blue)
and Afnan et ai. (red).

Our data show a strong deviation from the models shown in Fig. 5-13 at XBj> 0.7.

Both models are consistent with our data at lower XBj values. Of particular note is

the fact that neither model predicts a second crossover at x Bj ~ 0.3. These data

are in agreement with those calculations and therefore with the possibility that the

second crossover is absent in 3He. However, given our relatively large uncertainty

and limited range in that region, it is difficult to say anything conclusive. Smirnov's

calculation is a fit to the world data for A? 4. Afnan et at. 's calculation[32] is an ex-

plicit calculation of the EMC effect where they used the CTEQ[59] parameterization

at Q2 = 10 (GeV /C)2 for the parton distributions to compute the nucleon structure
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functions, then convoluted these with a realistic three-body spectral function to com-

pute the nuclear structure function. They solved the homogeneous Faddeev equation

to evaluate the spectral function to get the distribution of nucleons in the nucleus.

Our data show a minimum that is deeper than that predicted by the calculations,

and also shifted to higher XBj as compared to the SLAC fit. The disagreement with

the calculations is significant. The disagreement with the Afnan calculation illus-

trates that a convolution of the free nucleon structure functions with the momentum

distribution of nucleons in the nucleus may not be sufficient for describing the nuclear

structure function of three body nuclei. This is tantamount to the statement that

three body nuclei exhibit different quark distributions than heavier nuclei or nuclear

matter. This statement is corroborated, at least in part, but the disagreement of our

data with the calculation of Smirnov, which predicts the pattern of the EMC effect

from a fit constrained almost exclusively by data for A> 4. It is therefore possible

to state that the per-nucleon structure functions for 3He is very different from both

deuterium and nuclear matter. This statement must be tempered with the fact that

the proton excess correction is quite large in 3He. We turn now to a discussion of this

correction and how it affects the uncertainty on these results.

5.2.4 Isoscalar Correction

At this stage, it is worthwhile to discuss the isoscalar correction and compare the

various parameterizations for F2n/F p in order to understand the difference they have

on the proton excess correction. The isoscalar correction accounts for the relative

number of protons and neutrons in different nuclei. Since the proton and neutron

have different cross sections, the cross sections for nuclei with Z # ý will differ

significantly from those with Z = A. In order to compare the cross section for an

average nucleon, as manifested in a particular nucleus, we must correct the ratio for

this proton or neutron excess. This correction constructs an isoscalar nucleus, with A2
protons and A neutrons, from the non-isoscalar nucleus. The isoscalar ratio is given2
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by the ratio of cross sections

(5.12)

(5.13)

The correction depends on the proton to neutron structure function ratio F!j / Ff.

This ratio has been extracted from measurements of the deuteron to proton cross

section ratios at SLAC [44], and by NMC [13, 21]. The two parameterizations are

significantly different, as can be seen in Fig. 5-15. SLAC applied corrections to the

deuterium cross section in an attempt to unsmear the extracted neutron cross section,

while NMC took the direct ratio of the deuterium to proton cross sections, making no

corrections for nuclear effects. Therefore, the SLAC fit is a parameterization of the

free nucleon structure function ratio, and the NMC fit is a parameterization for the

bound nucleon ratio. The size of the corrections for the different parameterizations of

0.9

0.6
a.N

!ti 0.5
u..

0.3

-SLAC

-CTEQ61E

w_. NMC

'........
............

..................

Figure 5-15: F2n/ Ff Parameterizations. The SLAC fit has been corrected for Fermi
motion of the nucleons in deuterium. The NMC result is for bound nucleons. The
CTEQ fit is from parton distributions resulting from a global analysis of inclusive
scattering data and data from other processes.

F!j/ Ff for 3He are shown in Fig. 5-15, along with Ff / F!j constructed from parton dis-
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tributions from CTEQ[59] computed at Q2 =10 (GeV/c)2 . The parton distributions

are parameterizations from global fits to inclusive scattering data. This parameteri-

zation agrees with the NMC fit, but also neglects the motion of the nucleons. In this

analysis we therefore use the SLAC parameterization for F21/F21 as it more closely

represents the free nucleon value. The corrections computed from the SLAC and

NMC parameterizations differ by, typically, 2-4%. We estimate a normalization un-

certainty of 1.5% due to this correction. This estimate is on half of the difference

between the correction from using the NMC parameterization versus using the SLAC

parameterization. We take the SLAC correction as the centroid. We believe this is a

conservative estimate of the uncertainty.

0.

a, 0.

0.;

0.

SLAC 4

Figure 5-16: XBj VS. ( for SLAC and XEM kinematics. The SLAC data covered a
large range in Q2, but ( is a relatively weak function of Q2 when Q2 is larger than
the mass of the proton squared. So the SLAC data clusters nicely about the fit line,
while XEM kinematics lie slightly above the fit. This figure illustrates that XBj( ) is
different for the two experiments, and so when applying the SLAC parameterization
of F2/F', care must be taken to use the value at the corresponding values of XBj.

We also note that care must be taken when applying this correction as a function of

(. The parameterizations are given as functions of XBj. In the Bj6rken limit ( -+ XBj,

but for any kinematics, ý < XBj, and the difference between Xsj and ( depends on Q2 .

Therefore, in order to compute the correction, we have fit SLAC's kinematics to derive

XBj as a function of ( in their kinematics. Since we expect scaling to hold to lower Q2
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Figure 5-17: Isoscalar Correction for 3He for the different parameterizations of F2n/F2P.

when the structure functions are examined as a function of (, we then use our ( values

to map to the corresponding XBj in the SLAC experiments, and then calculate the

isoscalar correction. The dependence of XBj on ( in the SLAC experiment is shown

in Fig. 5-16. The correction factors for the various parameterizations are shown in

Fig. 5-17.

5.3 Experimental Uncertainties

The uncertainties in the experiment are separated into groups based on their source

and how they affect the results. Statistical uncertainties come from the counting

statistics of the various yields used to compute the cross sections. In addition to

counting statistics, there are several sources of systematic uncertainty which are sep-

arated into point-to-point uncertainties and normalization uncertainties. Normaliza-

tion uncertainties are those uncertainties caused by global aspects of the experiment,

and affect the overall scale of the cross sections, such as target thickness. Point-to-

point uncertainties are due to changes in experimental conditions, either over time

(run to run variations) or kinematics (changing the spectrometer from one setting to

another). Most of the uncertainties have been discussed in the text, and are summa-
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rized in Table 5.1. We note that the overall uncertainty on the cross section is larger

than the resulting overall uncertainty on the cross section ratios. This is because

there are several corrections that are made to the cross sections which cancel in the

ratio, and so do not add any additional uncertainty. The data are listed in Sec. A.1

along with their statistical and systematic uncertainties.

The uncertainties in the beam energy, measured momentum and measured scat-

tering angle result in uncertainties in the extracted cross section. The uncertainty

in the beam energy measurement is discussed in detail in Sec. 3.1.1. The absolute

uncertainty in the beam energy is 0.1%, and is reproducible to 0.01%. The effects of

these uncertainties on the cross section were estimated by calculating the cross section

at the nominal kinematics, and comparing this to the cross section when each of the

kinematic variables were shifted by its uncertainty. The variation in the cross section

is taken as the uncertainty in the cross section due to the uncertainty in that variable.

For example, the relative uncertainty in the cross section due to the uncertainty in

the beam energy is

Aa(E, E', 0) a(E + AE, E', 0) - a(E, E', 0)
(5.14)a(E, E', 0) o(E, E', 0)

The largest uncertainties in the cross section ratios are due to the uncertainties in

the target thicknesses and the integrated charge measurement. The thicknesses for

the cryogenic targets are determined from the physical dimensions of the cryocell and

the density of the cryogen. These are discussed in detail in Sec. 3.2. The uncertainty

in the integrated charge is due to the stability of the BCM calibration over the course

of the run and is discussed in detail in Sec. 3.1.3.

The correction for cryotarget boiling is significant for the helium targets. The

uncertainty in this correction comes from the uncertainties in the fits to the carbon

and cryogenic target luminosity scan data as discussed in Sec. 4.1.5. The fits to

carbon and cryogenic target data are uncorrelated, so their uncertainties are added

in quadrature. The total relative uncertainty in the cross section due to this correction

is 0.6%. This uncertainty only applies to the cryotargets. Even though no correction
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is made to the hydrogen or deuterium targets, the uncertainty in the boiling of those

targets still requires that we add the uncertainty to the cross section. Therefore, the

ratios of the solid target to deuterium have an additional normalization uncertainty

due to the uncertainty to the boiling in deuterium.

The uncertainty in the cross section model has two distinct contributions. The

first is the resulting uncertainty in the bin-centering correction, and the second is

the resulting uncertainty in the radiative correction. The bin-centering uncertainty

was studied by computing the cross section with our model and comparing it to the

cross section computed with other models. The first was a flat cross section, and the

second was a i-scaling model. The uncertainty due to bin-centering was estimated

from the variation in the cross sections for the three models. The variation in the

absolute cross section was as large as 2%, so we take this as a conservative estimate

of the uncertainty in the cross section. Cross section ratios, however, showed very

little variation for the different models, and so the uncertainty in the ratio is much

smaller. The normalization uncertainty due to bin-centering is estimated to be 0.5%

at the lowest Xsj values, and has its maximum value of 2% at XBj > 0.8.

A similar test was done to estimate the model-uncertainty due to the radiative

corrections. The DIS and QES models were independently shifted from their nominal

values and the change in the radiative correction was used to estimate the model

uncertainty due to radiative corrections. The iterated model agrees with the data,

with fluctuations on the order of 2-3% at XBj < 0.8, 3-5% at XBj > 0.8. Shifting

the cross section models results in changes in the cross sections due to the radiative

corrections. The change in the cross section is most pronounced at the lowest XBj

values, and the change in the ratio decreases with XBj. The shape of the XBj de-

pendence in the cross section due to a shift in the radiative correction was fit to a

third degree polynomial, and the fit function was used to compute the systematic

uncertainty over the XBj and ( range. Shifting either the quasielastic or the deep

inelastic model by 3% gave a change in the cross sections of 0.4% at the lowest XBj,

and 0.1% at the highest XBj. The uncertainties due to the quasielastic and deep-

inelastic scattering models are added in quadrature. The uncertainties in the cross
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sections must be added in quadrature when computing the uncertainty on the ratio.

The point-to-point uncertainty has its maximum of 0.6% at the lowest XBj.

Finally, we have included an additional systematic uncertainty for the helium cross

section ratios. It was observed that the ratios for the 40° and 50° diverged slightly at

the lowest XBj values. The average discrepancy has a small, but systematic effect on

the results when the data are averaged together. We therefore include a point-to-point

uncertainty to account for this. The difference between the two datasets is largest at

the lowest x Bj, and is typically less than 2%. To estimate the uncertainty, the average

was formed and compared to the results for 40° and 50° computed alone. The shift in

the averaged, and re-binned, ratios was less than 1%. We have therefore assigned a

point-to-point uncertainty of 1% at XBj = 0.3. Since the datasets, and therefore the

average, converge (within statistical uncertainty), we scale this systematic uncertainty

linearly by XBj such that no additional systematic uncertainty is applied at XBj > 0.7.

5.3.1 Ratio of Longitudinal to Transverse Cross Sections

This analysis has extracted the ratio of nuclear structure functions, Ft, using the

ratios of inclusive cross sections. This procedure hinges entirely on assumption that

the ratio of longitudinal to transverse cross sections, R = aLl aT, is independent of A.

If this assumption is satisfied, then the ratio of cross sections is equivalent to the ratio

of the structure functions. If not, then the structure in the cross section ratio may be

due, at least in part, to the difference, ~R = RAl - RA2 for different nuclei, as can be

seen from Eq. 2.4. The difference in the ratio for different targets have been measured

over a large kinematic range and for various combinations of targets, although it has

yet to be measured in the resonance region. A detailed discussion of the ratio and

differences between different targets is given in [18]. Although the precision on the

measurements is poor, the difference is generally found to be consistent with zero

for all targets and kinematics that have been studied. Therefore, we work under the

assumption that R is the same for all A, and equate the measured cross section ratios

to the ratio of structure functions. Since R is poorly known, we assign an uncertainty

to the ratio in order to account for a possible variation of in R with A. Since ~R is
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known to be consistent with zero to the level of 10% (that is AR = 0 ± 0.10), we

assign an uncertainty to the structure function ratio by measuring the change in the

structure function ratio for a difference in R of 10% between the two nuclei. At our

kinematics a 10% change in R would change the structure function ratio by about

2.5%. Therefore, if one wishes to equate the measured cross section ratio to the

structure function ratio, one should assign an additional, very conservative, overall

uncertainty of 2.5%. We stress, however, that since the cross section is extracted for

each target, there is no uncertainty due to R in the cross section ratios besides that

built in to the uncertainty due to the choice of model and radiative corrections, and

this is small.
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Chapter 6

Conclusions and Outlook

We have measured the inclusive electron scattering cross section from 3He, 4He and

deuterium. These were used to perform the first extraction to date of the ratio

of the F2 structure function of 3He to that of deuterium in the kinematic region

XBj > 0.4. The data agree reasonably well with what little existing data there are

from HERMES. The data exhibit the same general shape as observed for the ratios

of structure functions in heavier nuclei, although the effect is stronger than what

would be expected given the pattern seen in heavy nuclei. Also the third cross-over

lies at higher XBj than all heavier nuclei. The extraction is highly dependent on

the correction for proton excess, however, and this correction is currently limited by

the lack of precise measurements of the ratio of the free nucleon structure functions

F2/F2'. Future measurements of the structure functions on 3He and 3H may yield a

model independent way to extract this ratio and thus prove a valuable enhancement

to the study of the EMC effect in light nuclei.

We have also performed a precise extraction of the ratio for 4He and carbon. The

effect in carbon has been well studied and there has been one extraction of the ratio

for 4He from SLAC. Our data agree well with the SLAC measurements over the entire

XBj range in which they overlap. At higher XBj however, our data are much higher

precision and show some deviation from the C data from SLAC and E89-008 at JLab.

At high XBj the SLAC data on 4He have very large error bars and in this region both

data sets are consistent. Our data improve the precision in this region by a large
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factor and give a fine mapping of the EMC effect in the region above XBj = 0.7.

There are three significant results contained in these data, each of which is more

significant when viewed in light of the others. The first is the fact that the ratio of the

structure functions exhibits scaling to better precision than the structure functions

themselves. This is best illustrated by the carbon data. The data from Jefferson Lab

had already demonstrated that the ratio of structure functions exhibited i-scaling [7].

Those data were taken at very low W 2 , so the agreement with the DIS data from

SLAC was significant when plotted versus (. The agreement of our data with those

two data sets shows that i-scaling holds for the structure function ratio, but it also

shows that Bj6rken-scaling is well satisfied as well. This result is significant in that

it allows the structure function ratios of Deep Inelastic Scattering to be extracted

from data taken at decidedly non-DIS kinematics, giving some weight to the notion

of Bloom-Gilman duality as described in Ch. 1. This result also gives us confidence

in the results presented for helium.

The second notable result is that our data give the first extraction of 3 He at large

XBj. These data, coupled with the data from HERMES at low XBj provide a complete

map for the ratio of structure functions for XBj < 0.85. Though our data were taken

at kinematics below the conventional DIS cutoffs for W2 and Q2 , the quality of both

(- and Bjdrken-scaling as demonstrated by the carbon result gives us confidence that

these data give access to the ratio as would be measured at higher Q2 . The EMC

effect in 3He appears to be as strong as the effect in 4He. The effect in 4He appears

to be as strong as that in carbon.

This is the third significant result: the per-nucleon structure functions for both 3He

and 4 He are very different from both deuterium and heavy nuclei. This statement says

that there are effects present in few body nuclei that are not present in deuterium,

and also that the features of nuclear structure that are useful for describing the

pattern of the EMC effect for heavy nuclei are not sufficient to account for the effect

in few body nuclei. That is, the fact that the effect exhibits a pattern of nucleon

number dependence, or density dependence seems not to hold for few body nuclei.

This could be an indication that there are features of the nuclear force that first
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appear in few body nuclei that aren't present in deuterium, but which saturate for

heavy nuclei. However, it is clear that few body nuclei are interesting in that their

underlying structure is different from that of nuclear matter. And this should serve

as motivation for making further measurements of the EMC effect in light nuclei in

order to understand the effect itself, but also to make more precise measurements of

the structure of the few body nuclei themselves.

6.1 Outlook

There is much to be excited about regarding the understanding of the nuclear struc-

ture functions. The extraction presented here adds what, we hope, will provide

valuable clues to several long-standing puzzles in the field. In particular, E03-103 has

measured the EMC effect in the resonance region which will provide (in a separate

analysis) more detailed information about the quality of XBj and ( scaling of the

structure functions and their ratios in this region for both heavy and light targets.

In this analysis we have made the first study of the EMC effect in 3He and improved

the precision of the extraction of the effect in 4He. These data will prove invaluable

in the study of the evolution of the EMC effect, which has suffered from the lack of

data for A< 4 nuclei [31].

As important as the study of the EMC effect on 3He is, it is important to keep

in mind that it depends, critically, on the parameterization of F2/F p . 3He is the

most proton-rich nucleus and therefore requires a very large correction, on the order

of 10%, for proton excess. Thus the study of the evolution of the structure functions

from the lightest nuclei would benefit greatly from improved data on the free nucleon

structure function ratio Fn/F2. A novel method for extracting this ratio has been

suggested by [60] using complementary measurements of the structure function ratios

in both 3He and 3H. The ratio of structure function ratios can be formed and F2/F p

can be extracted from this ratio. Because isospin symmetry is well respected in

nuclei, the difference in the nuclear effects are expected to be small, allowing for a

cleaner extraction from this method than the standard method which is via the ratio
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of deuterium to proton cross sections. There is currently a proposal to perform this

experiment at Jefferson Lab as part of the 12 (GeV/c) 2 program.

Finally, we note that there is also interest in studying the polarized EMC effect

as discussed in [33], which would give information on the ratio of the spin structure

functions g~,/glp. It is our hope that the data presented herein will provide an

important link between earlier measurements of the EMC effect on heavy nuclei and

the next stage of novel, precision measurements of the effect in light nuclei.
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Appendix A

Collected Results

This appendix collects together some of the results not included in the text. This

includes the structure functions and cross sections for all targets, as well as data

tables for the cross section ratios presented in Ch. 5.

A.I Structure Functions

The structure functions for all targets are shown below. The solid lines denote the

position of the quasielastic peak, and the dashed lines indicate the position of the ~

resonance (W2 = 1232 MeV2). The Q2 values listed in the legends indicate the Q2

value at x Bj = 0.6. For more discussion on the scaling properties of the structure

function versus x Bj and ~, please see Sec. 5.1.
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Figure A-4: Structure function per nucleon, FA/A, for Cu versus XBj.
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Figure A-5: Structure function per nucleon, F2A/A, for Au versus XBJ.
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Figure A-6: Structure function per nucleon, F2A/A, for 3He versus E.
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Figure A-8: Structure function per nucleon, F2A/A, for Be versus
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Figure A-9: Structure function per nucleon, F,f / A, for Cu versus ~.
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Figure A-10: Structure function per nucleon, F2
A / A, for Au versus ~.

Cross Section Ratio Data

The cross section ratios were presented in Ch. 5. The data for the helium and carbon

results are listed in the tables below. The tables include the statistical and point-

to-point systematic uncertainties. The normalization uncertainties are listed in the

captions for each target. The values for x Bj, ~, and the ratios represent the statistics-
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weighted average over the different Q2 settings.

XBj R 8Rstat 8Ilptp
0.332 1.015 0.005 0.012
0.359 1.007 0.005 0.011
0.384 0.987 0.005 0.010
0.407 0.983 0.004 0.010
0.431 0.967 0.005 0.010
0.456 0.973 0.004 0.009
0.484 0.954 0.004 0.009
0.507 0.954 0.004 0.009
0.532 0.937 0.004 0.009
0.557 0.933 0.004 0.009
0.583 0.937 0.005 0.009
0.606 0.916 0.005 0.009
0.632 0.918 0.005 0.009
0.654 0.918 0.005 0.009
0.682 0.911 0.005 0.009
0.708 0.910 0.005 0.009
0.733 0.897 0.006 0.010
0.753 0.903 0.005 0.009
0.778 0.912 0.006 0.010
0.802 0.938 0.006 0.021
0.836 1.012 0.013 0.025
0.856 1.056 0.009 0.024
0.879 1.109 0.015 0.028

Table A.1: Cross Section ratio data for carbon versus XBj. The relative normalization
uncertainty of 1.2% is not shown in the table.
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~ R 8Rstat 8Rptp
0.324 1.025 0.008 0.014
0.344 1.007 0.004 0.011
0.372 1.001 0.004 0.011
0.397 0.982 0.004 0.010
0.422 0.975 0.004 0.010
0.450 0.973 0.004 0.009
0.481 0.955 0.004 0.009
0.507 0.954 0.004 0.009
0.532 0.937 0.004 0.009
0.560 0.934 0.004 0.009
0.592 0.927 0.004 0.009
0.619 0.919 0.004 0.009
0.647 0.918 0.004 0.009
0.679 0.912 0.005 0.009
0.706 0.908 0.005 0.009
0.738 0.897 0.005 0.009
0.767 0.909 0.005 0.009
0.799 0.936 0.006 0.010
0.825 0.982 0.010 0.023
0.860 1.066 0.008 0.024
0.882 1.108 0.023 0.033

Table A.2: Cross Section ratio data for carbon versus ~. The relative normalization
uncertainty of 1.2% is not shown in the table.
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R RstatR
0.988
0.975
0.970
0.959
0.953
0.956
0.953
0.944
0.935
0.941
0.933
0.920
0.915
0.921
0.919
0.907
0.909
0.892
0.898
0.926
0.969
1.009-
1.014

0.006
0.005
0.005
0.004
0.005
0.005
0.005
0.005
0.004
0.005
0.004
0.004
0.005
0.005
0.005
0.005
0.009
0.005
0.005
0.006
0.008
0.010
0.015

Table A.3: Cross Section ratio data for 4He versus XBj.

uncertainty of 1.5% is not shown in the table.
The relative normalization
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XBj

0.332
0.360
0.384
0.407
0.431
0.456
0.484
0.508
0.531
0.560
0.586
0.607
0.628
0.659
0.682
0.708
0.731
0.753
0.778
0.806
0.829
0.854
0.880

0.015
0.014
0.013
0.012
0.012
0.011
0.011
0.010
0.010
0.010
0.009
0.009
0.009
0.009
0.009
0.009
0.011
0.009
0.009
0.020
0.022
0.024
0.026

6Rptp

-----



~ R 6Rstat 6Rptp
0.324 0.996 0.010 0.017
0.343 0.979 0.005 0.014
0.371 0.980 0.005 0.013
0.396 0.959 0.005 0.012
0.423 0.955 0.004 0.012
0.451 0.956 0.005 0.011
0.483 0.953 0.005 0.011
0.508 0.944 0.005 0.010
0.531 0.935 0.004 0.010
0.563 0.940 0.005 0.010
0.592 0.931 0.004 0.009
0.619 0.917 0.004 0.009
0.650 0.920 0.006 0.009
0.676 0.918 0.004 0.009
0.706 0.908 0.004 0.009
0.739 0.897 0.006 0.009
0.767 0.894 0.004 0.008
0.798 0.925 0.006 0.010
0.819 0.946 0.007 0.021
0.856 1.009 0.008 0.023
0.889 1.002 0.028 0.035

Table A.4: Cross Section ratio data for 4He versus~. The relative normalization
uncertainty of 1.5% is not shown in the table.
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R s
0.015
0.014
0.013
0.012
0.012
0.011
0.011
0.011
0.010
0.010
0.010
0.009
0.009
0.009
0.010
0.010
0.010
0.011
0.009
0.020
0.021
0.022
0.025

Rraw
1.028
1.039
1.027
1.036
1.040
1.042
1.046
1.042
1.043
1.056
1.055
1.051
1.051
1.057
1.064
1.054
1.053
1.064
1.048
1.064
1.090
1.128
1.150

Mrawstat

0.007
0.005
0.006
0.005
0.006
0.005
0.005
0.005
0.005
0.006
0.006
0.005
0.005
0.005
0.007
0.007
0.007
0.009
0.006
0.007
0.008
0.010
0.017

0.016
0.015
0.014
0.013
0.014
0.012
0.012
0.012
0.011
0.012
0.011
0.011
0.011
0.010
0.012
0.012
0.012
0.014
0.011
0.021
0.022
0.024
0.030

Table A.5: Cross Section ratio data for 3 He versus xBj. The relative normalization
uncertainty of 1.9% is not shown in the table.
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6R 80
8tat

0.330
0.359
0.384
0.407
0.431
0.457
0.484
0.508
0.532
0.557
0.587
0.607
0.630
0.657
0.680
0.706
0.733
0.746
0.778
0.802
0.831
0.856
0.876

R&SO
0.979
0.984
0.969
0.973
0.972
0.969
0.968
0.960
0.957
0.963
0.957
0.949
0.945
0.945
0.946
0.932
0.925
0.932
0.911
0.920
0.935
0.961
0.975

0.006
0.005
0.005
0.004
0.006
0.005
0.005
0.005
0.004
0.005
0.005
0.005
0.005
0.004
0.006
0.006
0.006
0.008
0.006
0.006
0.007
0.008
0.014

Ciso

0.952
0.947
0.943
0.939
0.935
0.931
0.926
0.922
0.917
0.913
0.907
0.903
0.899
0.894
0.889
0.884
0.879
0.876
0.869
0.864
0.858
0.852
0.848



Table A.6: Cross Section ratio data for 3He versus ý. The relative normalization un-
certainty of 1.9% is not shown in the table. The uncertainty in the isoscaler correction
gives an additional systematic uncertainty of 1.5% for the isoscalar corrected ratio.
The isoscalar correction is given in the last column as ciso.
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R ts 6R'80 R R R" 6RV 6ROA c,,Sstat stat sa ptp

0.324 0.992 0.010 0.017 1.041 0.010 0.020 0.953
0.345 0.973 0.005 0.014 1.024 0.006 0.015 0.949
0.372 0.982 0.005 0.014 1.040 0.006 0.015 0.945
0.397 0.970 0.005 0.013 1.031 0.005 0.013 0.941
0.423 0.973 0.005 0.012 1.039 0.005 0.013 0.936
0.452 0.969 0.005 0.011 1.041 0.005 0.012 0.932
0.482 0.968 0.004 0.011 1.045 0.005 0.012 0.926
0.508 0.960 0.005 0.011 1.042 0.005 0.012 0.922
0.532 0.957 0.004 0.010 1.043 0.005 0.011 0.917
0.557 0.964 0.005 0.010 1.056 0.006 0.012 0.913
0.592 0.959 0.004 0.009 1.058 0.005 0.011 0.906
0.619 0.942 0.004 0.009 1.045 0.005 0.010 0.901
0.649 0.949 0.005 0.009 1.060 0.005 0.010 0.895
0.673 0.947 0.005 0.009 1.063 0.006 0.011 0.891
0.703 0.930 0.005 0.009 1.051 0.006 0.011 0.885
0.738 0.928 0.005 0.009 1.057 0.006 0.011 0.878
0.776 0.914 0.006 0.010 1.051 0.007 0.012 0.869
0.798 0.918 0.006 0.010 1.062 0.007 0.012 0.865
0.824 0.931 0.007 0.021 1.083 0.008 0.022 0.859
0.857 0.957 0.007 0.021 1.123 0.008 0.023 0.852
0.877 0.966 0.024 0.032 1.140 0.028 0.042 0.847



A.3 Shifting Calorimeter Gain

A.3.1 What's the problem?

Pdd l T

1.3 MIn x 9A*04
Mean y 0.8649
FM x 2A29*+04

1.2 PAIS 0.06166

0.7
50 600 700 800 900 1000 1100 1200 1300 1400

Figure A-11: The left panel shows HSSHTRK vs. EVENTID for the 3He runs at
40°and1.33 GeV, and the right panel shows the HSSHTRK peaks for the different
peak positions. The events shown in the right plot are from run 51572, which was
taken at 500 and 0.86 GeV.

The problem is that the HSSHTRK peak shifts over time as shown in figure A-11.

This shift is a problem because HSSHTRK is used to separate electrons from pions

that survive the Cerenkov and acceptance cuts. For a given cut, a shifting peak may

cause electrons to be excluded, or pions to be included, relative to the number that

would have been counted if the peak was stationary at the nominal value of 1. The

right panel in figure A-11 shows the HSSHTRK peak for a subset of events from run

51572. The blue histogram shows a set of events for which the HSSHTRK peak is

located at the nominal position, and the red histogram shows a set of events where the

HSSHTRK peak is shifted about 5% below the nominal position. The black histogram

is the sum of the red and blue histograms, and there are about the same number of

entries in the blue and red histograms. Besides shifting the overall HSSTHRK peak

to smaller values, this shift of course also widens the peak, increasing the effective

calorimeter energy resolution (as given by the width of the HSSHTRK peak) beyond

the intrinsic value given by the width of either the red or blue electron peaks. Note

also that the 7r peak (located at HSSHTRK? 0.4) is not shifted quite as much as the
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Figure A-12: Uncorrected and corrected electron peaks. The panel on the left shows
the two HSSHTRK peak positions. The peak positions give 8 = 0.0512. The right
panel shows the result of the correction given in equation A.I. Note that the corrected
peak (red) is normalized to the nominal peak (blue). Cuts were placed on trigger type
(ELREAL) and the Cerenkov in order to get a clean sample of electrons.

electron peak. This is an indication that the shift is due to a change in the overall

gain of the calorimeter, and not something like a pedestal shift, which would move

all bins by the same amount.

Given that the shift in HSSHTRK was due to a change in the overall gain of the

calorimeter, it was found that the shift could be corrected by scaling HSSHTRK:

h' = h(1 +8), (A.l)

where h is the uncorrected HSSHTRK value, and 8 is given by the deviation of the

mean from the nominal position (see figure A-12):

8 = J-Lnominal - I.
J-Lshijted

(A.2)

This type of correction was effective for both the electron peak and the pion back-

ground (see figures A-12 and A-13). Using only one scale factor (given by the electron

peak position), the entire spectrum can be corrected. This correction gets the elec-

tron peak position correct by construction, but also gets the 7r peak position and shap

correct.

163



Ffi

Figure A-13: Uncorrected and corrected pion peaks. The panel on the left shows the
two HSSHTRK peaks before correcting, and the right panel shows the result of the
correction given in equation A.1. Note that the corrected peak (red) is normalized
to the nominal peak (blue). No particle ID cuts were used to make this plot, and
PIPRE was required in order to select an unbiased sample of events.

Since it is possible to correct the data with a simple scale factor as described

above, it is also possible to un-correct the data using the same model. That is, we

can use that model to convert events at the nominal position to events at any shifted

position. This allows us to count the number of events that would lie within our cuts

for the nominal set of events and use it as a comparison to the number that pass the

cuts when those same events are shifted. The difference in these two samples should

give us a good idea of the size of effect the shift causes, and since we're using the same

set of events for both samples, it should be independent of statistical fluctuations if

the study were done with different event samples.

A.3.2 Procedure

I prepared a set of events at the nominal HSSHTRK position. The sample was a subset

of events from run #51572. This run was taken at PHMS = -0.86, OHMS = 500, which

is the setting with the highest ir/e ratio (see figures A-15, and the largest (worst)

intrinsic calorimeter resolution (see figure A-16). The sample of events used for the

study is shown in figure A-14. In all of the work reported below, events were required

to be within the acceptance of the detector: 161 < 9, Ix.,I < 0.08, and Yar I < 0.04;
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Figure A-14: HSSHTRK vs. EVENTID for run 51572. The left panel shows all
events and the right panel sh~ws the set of events used in this study.

and electrons were selected by requiring: HCER_NPE> 2.
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Figure A-15: 7r to e ratios at 40° and 50°. Note that for the left panel, PHMS > 2.37GeV
corresponds to x Bj > 1 and for the left panel PHMS > 1.81GeV corresponds to x Bj > 1.
At these high momentum settings there are very few electron events.

Once the events were selected, the number of events passing an HSSHTRK cut

were counted for various peak positions from ,i = 0.9 to J.L, = 1.1 and compared to

the number of events that pass the same cut for J.L' = J.L (the nominal peak position).

This procedure was done for several different HSSHTRK cuts. The number of interest

is the relative difference between the shifted-peak yield and the nominal-peak yield:

~ = Yshijted - Ynominal .

Ynominal
(A.3)

Two different types of cuts were applied: symmetric and asymmetric. By 'symmetric'
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Figure A-16: Calorimeter resolution vs. HMS central momentum for the light targets
at 40 and 50 degrees. Note that at the two highest momentum settings there were
very few electrons available with which to measure the resolution (these settings
correspond to XBj > 1). These last points should be treated with care. The rest of
the data roughly follow the expected shape for resolution: a2 = a+b/PHMS+c/E2+...,
though there is some dependence on scattering angle and target material.

I really just mean:

hio < h' < hhi, (A.4)

and by 'asymmetric' I just mean

hto < h'. (A.5)

A symmetric cut will likely be used in the analysis, and gives the overall result caused

by the peak shift. The asymmetric case shows what part of the total effect is due to

the low HSSHTRK cut, where we may either exclude electrons (if the peak shifts to

smaller values) or include pions (if the peak shifts to higher values) relative to the

nominal case.

A.3.3 Results and Discussion

The results of this study are shown in figures A-17- A-18. The main feature to note

is that the symmetric cuts with low edges at 0.7, 0.75 and 0.8 result in a A on the
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Figure A-17: Results of shifting peak using the asymmetric cut (low calorimeter cut
only.) The error bars in the left plot are a 0.5%, and have been suppressed for clarity
in the right plot.
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Figure A-18: Results of shifting peak using the symmetric cut (high and low calorime-
ter cuts.) The error bars in the left plot are , 0.5%, and have been suppressed for
clarity in the right plot.

order of 0.2% out to peak positions of +5%. Figure A-19 shows the high and low peak

positions, within a run, as a function of run number. Note that the high position of

the HSSHTRK peak is rarely greaer than 1.05, and the low position of the peak is very

rarely below 0.95. Furthermore, since the symmetric cut is somewhat antisymmetric

about the nominal peak position, if there are two peak positions, one above and one

below the nominal position, they will partially offset each other.

From these results it would be resonable to conclude that any miscount in the

total yield would be within ±0.2%. It should be noted, however, that this result

assumed that the entire sample of events for a given setting was shifted, In fact, there
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Figure A-19: The left panel shows the Positions of high and low peak positions (top),
and the difference between those peaks (bottom). The left plot shows the fractions
of time spent at the high and low positions.

is usually a mix of events at the high and low positions, and so the results presented

in figures A-17- A-18 may be regarded as an upper limit. We can go further by

calculating the error based on the amount of time spent at the shifted position.

Figure A-19 shows that the time spent at the high and low positions is roughly equal.

The actual numbers (over the course of the entire running period) are: 60% high, and

40% low (calculated by counting the number of bins at the each position, divided by

the total number of bins over the all runs. This calculation assumes that there are

only two discrete levels between which the gain jumps.) So, on average, only about

half of the events in a run, or at a given setting, will be shifted 1. The size of the

miscount depends directly on the fraction of events that occur in the shifted peak:

~real = f ~Max, (A.6)

where ~Max is the value in figures A-17-A-18. If half the events are normally at

the nominal position, and half of the events are at the shifted position, then we can

expect that the actual miscount will be (1/2)0.2% = 0.1% Of course, this feature

1This is not exactly correct. Both sets of events as being shifted from the nominal value. So in
principle, each peak will miscount. But typically one peak is closer to the nominal position of 1, and
the other is farther away. The peak that is the furthest away is no more than 5% from 1. So the
two peaks will most likely miscount different amounts, with the added bonus that if the two peaks
stradle HSSHTRK= 1, they will partially cancel each other.
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relies heavily on the global behavior of the effect of the shift. For a given setting, or

a given run, this argument may not hold.
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