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1. INTRODUCTION
N.B.: Although much of the terminology in this thesis is used in the study of film music, some

new terms are introduced. The glossary in Appendix 1 defines terms written in boldface.

1.1 Methodology

This research explores the analysis and re-synthesis of musical narrative, specifically non-
diegetic film music scoring. Software tools are developed as an approach towards emotion-
driven soundtracks. To generate a score to a section of film comparable to the original scoring,
segments of sound are retrieved and rated using a concise set of musical features. The segments
are organized and assembled to match the musical contour of the original score. Alternatively,
Moodtrack can take emotion-cue points as input, and use data relating musical features to
emotions for retrieval, rating and assembly. Individual components of the system include on-line
collection of music-emotion data, soundtrack annotation and music-assembly techniques. The
goal is to demonstrate multiple components working together to build emotion-driven

soundtracks, effectively re-purposing a film’s musical score for use in another context.

1.2 Hypotheses

Music Information Retrieval (MIR) research addresses the analysis, classification, low-level
feature-extraction, storage, index and retrieval of music. In MIR, natural language is primarily
used for low-level description of audio features, not as a means for describing upper-level
semantics such as aesthetic features, context and mood. The semantic gap refers to the rift
between high-level meaning and low-level features (Dorai et al., 2003). The research here is
offered to help bridge the semantic gap in the study of film music with an approach to musical
and emotional narratives. Three hypotheses are tested in this thesis:

1. Annotation software can assist a music editor to assess a film’s musical and emotional content.
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2. Comparable sections of music can be realistically assembled by matching musical features.
3. Data correlating emotions to musical features can be applied to automatic assembly of

emotion-driven music.

1.3 Background

The modern film music professional may theoretically have immediate access to hundreds of
original compositions, but retrieving music appropriate for a specified mood, scene or setting is a
constant issue. In many instances, appropriate film music to accompany an important scene may
sit forgotten deep in a file system, for which traditional search methods are ineffective.
Entertainment conglomerates owning film production studios consistently draw from their in-
house music division’s catalog for licensing benefits. For that reason, intimate knowledge of a

very large catalog is vital for successful music retrieval.

For each new project, composers, music supervisors, editors and other and music staff members
support the director’s vision of the film’s emotional and musical requirements. Every genre of
film (horror, comedy, action, etc.) has its own musical sensibility with which the music team
must be intimately familiar. A film director may request a specific mood, the setting may imply a
music genre, and visual events may determine musical cue points. The restrictions can become
extensive and complex, requiring the music staff to form a representation of the musical
requirements. Even if a composer carefully organizes musical material, it can be difficult to

recall each associated mood.

In the last two decades, research on automatic extraction of musical features from audio signals
has made significant progress (Yang et al., 2004). Machines can extract instrumentation,

performance parameters, musical form, tempo, dynamics, rhythm and genre, to varying degrees
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of accuracy. However, despite the recent development of these methods, surprisingly few
creative ways of using the resulting data have been explored. Most importantly, the set of

extractable musical features may not correspond to an ideal set of aesthetic features used by

composers and directors.

12



2. SYSTEM OVERVIEW

2.1 Approach

Moodtrack consists of a set of music-annotation and music-afrangement tools. In short,
annotated music is used to build sections of music that satisfy a supplied set of criteria. While the
research area covers music-emotion and film analysis, Moodtrack’s tools are designed for film
music professionals, such as supervisors, editors, composers and directors. The low-level and
technical nature of supplying the annotation and required criteria may deter the casual user.
However, this thesis is offered as a step towards creating automatic systems that can provide

context-driven audio with musical common sense.

2.2 Input data

Because Moodtrack involves the arrangement (not composition) of musical sections, a music
library is required. Adding a soundtrack to the library requires manual segmentation of

soundtracks into short musical phrases, saved as audio samples.

Music and emotion data is collected from two sets of volunteers, 1) players of an online game,
and 2) experts annotating musical stimuli. The online game collects general data correlating
musical features to emotions, while the expert media-analysis provides a systematic musical and

emotional annotation.

To assemble music, the user provides a set of criteria describing the contour and timing of a
desired section of music, and sets parameters controlling the type and operation of the music-
arranging technique. For music retrieval and assembly, the system requires data representing
musical feature levels, contour and timing. If an annotated musical score exists, musical features

can be used as the target temporal musical feature cue. If a musical score for the scene does not
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exist or has undesirable features, then emotion levels, contour and timing (temporal emotion

cues) can be provided which are mapped to the necessary musical features.

2.3 Output data

Online music-emotion observations are stored as a data table relating musical features to
emotions. The data in the table represents the number of respondents agreeing to the correlation
between a general level (high or low) of a musical feature and an emotion. The resulting feature-
emotion map represents the popular responses to each feature-emotion relationship within the

observed data.

Results from expert media-analysis are stored as a database file, accessible to multiple
components of the system. Each database represents annotation of a single creative work,

normally film media (DVD) and its associated soundtrack album (CD).

Moodtrack’s music-arranger model output arrives as a set of solutions to the supplied criteria
using the specified parameters. Each solution consists of an array of audio segments that are

concatenated to build a section of music.

2.4 System Components
Three user environments were created in order to discover and organize critical components of
the overall system. These components are able to share data by using a common emotion model,

musical feature set and data structures.
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Data-collection site: Film Game
The Film Game contains a set of three web-based activities for players to express thoughts on
music and emotions. Data collected during game play is used to determine associations between

musical features and induced emotions, creating a feature-emotion map.

Annotation GUI (Graphical User Interface): Media Content Librarian

The Media Content Librarian is an application designed to allow music editors to annotate
music and film. Source music is segmented into short musical phrases. Using the interface, a
music expert evaluates the soundtrack’s audio and film content for use by the system. The
application exports a data file containing an annotated library for use by the music-arranger

model.

Music-arranger model: Media Content Shell

The Media Content Shell provides access to methods for custom-building music to fit the user’s
specifications. An interactive shell and scripting language offers methods for the manipulation of
emotion, musical feature and cue data. Using the shell, users can load soundtrack libraries,

provide emotion, feature and timing requirements, and parameters.
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3. THEORY AND RATIONALE
Watch a film run in silence, and then watch it again with eyes and ears. The music sets the mood

for what your eye sees; it guides your emotions; it is the emotional framework for visual

pictures. —D. W. Griffith, director (quoted in Karlin, 1994)

3.1 Purpose, Re-purpose

The major difference between film music' and purely concert music lies in their original
purpose. Music for film need not command complete attention of the audience. Needless to say,
film music often stands perfectly well on its own, a fact that is revealed by the large amount of
soundtracks that have effectively made a transition from screen to concert stage. However, the
underlying concept of film music is to accompany or ‘play up’ on-screen drama. Music may
provide setting, portray characters’ emotions, remind the audience of past events or alert the
audience to future events. While music originally intended for the concert stage may express a
similar range of feeling as music for film, the concert composer has autonomous control of
emotional contour. While film composers have the freedom to decide the intensity and rate of
approach towards desired emotions, the film’s timing and the director’s vision provide relatively

stringent requirements of emotional contour.”

Music-emotion researchers commonly record a subject’s emotional response to a musical
stimulus and correlate the response with known changes in musical features. Musical selections
used in such experiments include concert music’, jazz and popular music styles. Anecdotal

evidence supports the idea that children can identify significant moments in a known narrative

! This could also include the generic precursors to film music, such as music for opera and ballet,
and incidental music for theater.

? With the exception of music videos and some cartoons, film is normally not cut to music.
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from music alone. A kindergarten teacher played excerpts from Max Steiner’s classic 1933 King
Kong score, and the young students could quickly and easily determine the point in the story (as
King Kong falls in love, gets attacked by planes, etc.) with considerable accuracy (Harris, 2006).
Music-emotion researchers seeking musical excerpts with explicit emotional content need look

no further than the great film scores of the last century.

The focus of this project lies at the intersection of film music analysis and music-emotion
research. Towards a greater understanding of emotion in both music and film, musical narratives
are explored through analysis and reconstruction (re-purposing) of musical underscoring. The
research described here may prove useful to Music Information Retrieval, and music perception,

cognition and therapy.

Historically, music-emotion research has revealed many distinct connections between musical
features and induced emotions (Gabriellsson/Lindstrom, 2001). To design experiments to
discover such correlations, researchers must adopt representations of both emotions and musical

features. This project is no different in its need for accurate and intuitive representations.

3.2 Representation of music affect (emotion)

Emotional representations typically involve either categorical or graphical approaches.
Categorical representations include sets of primary moods, such as those proposed by Ekman
(1999) and Plutchik (1980). Graphical representations of emotion include two-dimensional
Arousal-Valence space (Russell, 1980), or three-dimensional Pleasure-Arousal-Dominance
space (Mehrabian, 1996). Researchers have found that Arousal-Valence offers sufficient

complexity for describing emotion, while being simple enough for users to evaluate effectively

3 Commonly known as classical music, though not necessarily from the Classical Period
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(North/Hargreaves, 1997). In addition, research has demonstrated that up to 80% of emotion-
response variance is effectively represented using only the two dimensions arousal and valence

(Whissell et al., 1986).

Music-emotion scholars have adopted their own representations and systematic approaches. Kate
Hevner used an eight-adjective circle to categorize emotion described by subjects in her
experiments (1936), shown in Figure 1 with additional terms added by David Huron (2006).
Emery Schubert experimented with continuous self-report of emotional response to musical

stimuli based on the Arousal-Valence two-dimensional emotion space, or 2DES (1999).

To be useful to the current project, a representation of emotions must allow for intuitive and
detailed description by music experts. In addition, the representation must provide a means for
effective comparison between emotions. To satisfy these two requirements of the system, a
hybrid categorical-graphical representation is used. While Schubert had much success with the
2DES (1999/2001), the training required of the user seemed to be an unnecessary addition to the
already complex task of music and film annotation. For the annotation stage, a categorical
representation was thought to be most useful. Hevner’s emotion-group representation is extended
with the addition of a vector representing the reported intensity of the emotion, providing another
level of detail for annotations and queries. A selected emotion-group and intensity is translated to

a two-dimensional emotion space to allow for comparison of emotions within the system.
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merry

7 joyous 5
exhilarated gay humorous
soaring happy playful
triumphant cheerful whimsical
dramatic bright fanciful
passionate sunny quaint
sensational gleeful sprightly
8 agiti:Ite: vivtacious ‘I’ie'lil‘t:ate
. excitin entrancing 9
wgorous impetuous fun graceful 4
:‘:n::;tic trestl»':s jovial :vfical |
umultuous i eisurely
martial sparkling satisfying
ponderous serene
maje_stic 1 tranquil
exalting . 3 quiet
energetic spiritual soothing
mighty lofty 2 dreamy peaceful
potent awe-inspiring yielding comforting
imposing dignified pathetic tender easygoing
sacred doleful sentimental gentie
solemn sad longing
sober mournful yearning
serious tragic pleading
noble melancholy plaintive
pious frustrated nostalgic
sublime depressing wistful
gloomy touching
heavy
dark

Figure 1. Hevner’s music-emotion adjective-circle as revised by Huron (2006)

The use of Hevner octant-intensity vectors is introduced as a novel approach to categorical
representation of emotions. The addition of intensity levels allows for more effective translation
and comparison within Arousal-Valence space. The reported intensity level of an emotion-group
is used to determine the radial distance of an octant vector. The end point of an octant vector is
used to translate the reported emotion from octant vector to two-dimensional representation.
While Schubert and others have proposed that Hevner octants map directly to Arousal-Valence
“akin to Russell’s circumplex model, the current use of octant intensity applied as arousal

contradicts this idea. There are two resolutions of this apparent conflict: either the intensity
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levels used in the octant representation should not be considered equivalent to arousal levels, or
the two-dimensional emotion space being mapped to is not Arousal-Valence. One possible label
for this space is a flattened Pleasure-Arousal-Dominance space, in which the two dimensions are
pleasure and dominance and radial distance represents arousal. While the conflict may remain
an open issue, octant strengths (vector lengths) are referred to as infensity rather than arousal to

avoid confusion.

Like a large amount of music-emotion research, the analytical approach of this project owes a
great deal to the pioneering work of Kate Hevner through its use of correlations between musical
features and emotions. In addition, Moodtrack uses the octant model proposed by Hevner, with
some additional terms provided by David Huron (2006). Although each emotion-group consists
of a set of adjectives, the emotion categories used in this project can be simplified as: Serious,

Sad, Dreamy, Soothing, Playful, Happy, Exciting and Vigorous.

3.3 Representation of musical features

Central to this thesis is the adoption of natural language descriptors to effectively describe music
regardless of genre or style. The proposed terminology aims to codify the technical language of
music into general, but highly descriptive, dimensions. These dimensions of music pique our
interest and emotions in a complex and wonderful way that is our musical sensibility. While each
of us has our own unique preference, it is argued that our descriptions of music share a common

ground.

Western music notation has a long tradition of using symbolic and natural language descriptors.
Written music traditionally uses symbols (e.g. ‘<’ as crescendo) and descriptive terms (often in

Italian, such as forte, staccato, andante, rubato or subito), to describe parameters within various
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musical feature dimensions. The language problem alone is complex, while semantic meanings
can be vague and often vary due to musical genre, context or preference. Dimensions of music
can include a wide range of descriptive terms, with varying levels of subjectivity: Tempo, Mode,
Form, Dynamics, Rhythm, Timbre, Melody, Harmony, Register, Dissonance, Intensity, Texture,

Articulation, Density, Melodic direction, etc.

In his seminal book, What to Listen For in Music, the great American composer (of concert and
film music) Aaron Copland cites the four major elements of music as Rhythm, Melody, Harmony
and Tone Color (1939/1957). Each element is given careful critical treatment both historically
and musically. Copland regards Rhythm as the most essential element, followed by Melody. He
notes that Harmony is a relatively recent invention, as music before the ninth century consisted
solely of single melodic lines. Tone Color he observes as analogous to color in painting. While
these observations are remarkably useful to provide music appreciation techniques for the non-
musician, much modern music would not follow the priorities he describes. A composer such as
Ligeti* makes scant use of Melody, preferring to operate within the elements of Tone Color and
Harmony. Although their importance may vary greatly between musical works, Copland astutely
chose vital elements of music that can be understood and discussed by musician and non-

musician alike.

Using Copland’s approach as a model, the set of musical elements selected for the current system
must be clear and explicit to the user, regardless of musical background and experience. An
element of music does not imply a dimension with opposite poles necessary for this project. For

this, a set of musical feature-dimensions is required, each having an adjective-pair of polar

* Ligeti’s music is widely known in film as the atmospheric music chosen by Stanley Kubrick for
use in his film 200/
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opposites (Table 1). The set of musical features used in this thesis is distilled from literature by
music-emotion researchers, composers, critics and scholars of film and concert music. To adjust
the lists provided by Hevner and Copland, priority was given to features common in discussions

of film music. The resulting musical feature-dimensions are listed in Table 2.

Feature Negative pole Positive pole
Mode minor key major key
Tempo slow fast

Rhythm firm flowing
Melody descending ascending
Harmony simple complex
Register low pitch level high pitch level

Table 1. Feature-dimension polar opposites used by Hevner

This research offers these musical features and polar opposites as a concise list of musical
parameters suitable for subjective evaluation by experts. The intention was to create a set of
general features that are applicable across cultures and musical genres. Musical experts clearly
adjust their analysis of music into these dimensions depending on the musical genre, but the
process of data-entry can remain constant. Collecting subjective musical analyses can provide a

foundation for researchers to learn how musical dimensions vary between genre and culture.
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Feature Negative pole Positive pole
Tempo slow fast
Rhythm simple complex
Melody simple complex
Harmony consonant dissonant
Register low pitch level high pitch level
Dynamics soft loud
Timbre pleasing harsh
Density thin thick
Texture distinct blended

Table 2. Feature-dimension polar opposites used by Moodtrack

3.4 Self-report data

Musical features and emotions are evaluated by music experts and self-reported to provide
annotation. By using subjective evaluation as a means to annotate emotion and musical features,
retrieval is based more on the annotator’s preferences than on algorithmic means. Annotation by
Hevner octant-intensity vectors requires a pair of numbers as input—one representing the
selected octant, and another representing the self-reported intensity of the selected emotion-
group. Because of their ubiquitous nature, percentiles are used as scales for both emotion-group
intensity and musical feature level. The self-reported intensity of emotion thus ranges on a scale

from 0 (minimal intensity) to 100 (peak intensity). Musical features follow a similar scheme,
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although polar opposites are located at the ends of each scale. For example, the musical feature
Tempo ranges from 0 (slow) to 100 (fasf), with a midpoint at 50 (average Tempo). Editors using
the system were instructed to calibrate their responses within the context of each work. This
contextual approach allows the annotation of a film with predominantly slow music to have an
equal range of self-reported Tempo values as a film whose soundtrack has predominantly fast
music. By providing context-sensitive self-reporting, film music can be compared and re-

purposed more effectively.

3.5 Narrative elements

The film director provides a visual and dialogue-driven narrative, but it is up to the composer or
music supervisor to deliver a relevant musical narrative. Film composers often attach themes
directly to specific characters, settings, objects, ideas or emotions. The thematic leitmotif is
inherited from Wagnerian opera, theater and ballet—all deep troves of emotional content.
Leitmotivic film techniques were perfected by such composers as Steiner and Korngold, whose
films sometimes contain eight or more main themes (Karlin, 1994). The composer’s placement
of leitmotifs has been shown to be useful for finding structure in film (Hawley, 1993). Though
highly effective in film music, the referential nature of motifs itself does not provide immediate
direction of emotions. It is the musical features that act as vehicles to transport emotions from
the musical underscoring to the percepts of the audience members. Film composers and
supervisors must effectively manipulate the musical features to produce an emotion for the

narrative, with or without the aid of thematic material.

In addition to a mastery of musical features, creators of film music must have a strong emotional
intuition. While our everyday emotions may not change at highly dramatic rates, building and

transforming emotions in musical narrative must carry a sense of emotional realism in their
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presentation to the audience. In this respect, film music can be seen as a potential tool to help
understand the ways emotions change over time. Through the systematic segmentation and re-
assembly of film music, emotions are annotated and restructured, and in the process, better

understood.

The approach used here is to treat homogenous musical phrases as a frame, ordered as a
sequence of frame-arrays (Minsky, 1986). Partitioned music libraries may prove useful for
music-emotion researchers. Provided with pre-partitioned segments, researchers can examine
and experiment with living bodies of music, in a kind of sonic vivisection. By operating on a
shared set of musical frame-arrays, music-emotion researchers may be able to compare results

more effectively.

3.6 Media timing

Music can have varying degrees of synchronization with the emotion and visual cues it
underscores. Music is often synchronized to the film it accompanies, having no temporal
displacement. In the 1958 Hitchcock classic Vertigo, Scottie’s dramatic bouts of acrophobia are
represented on-screen as the cameraman zooms in while moving the camera back, creating a
dizzying visual effect. Each of these episodes is consistently accompanied by Bernard
Herrmann’s dizzying music, with its swirling harp glissandi and dissonant harmonies. Music can
punctuate the emotion of an event from the recent past. An example of this positive temporal
displacement, in another Hitchcock classic, is Bernard Herrmann’s musical finale to the unscored
sequence in North By Northwest where Thornhill narrowly escapes an attack by a crop-duster
(1959). Conversely, music can provide advance notice of upcoming drama, as in John Williams’
well-known two-note motif representing the approaching shark in Jaws (1975). In this case, the

music foreshadows an impending event through negative temporal displacement. Horror movies
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typically make extensive use of musical foreshadowing to build suspense and provide a sense of
danger. Through the use of positive and negative temporal displacements, and tightly-
synchronized accompaniment (no displacement), film composers can effectively provide contrast

between diegetic and non-diegetic realms to provide effective emotional underscoring of the

film.

Because temporal displacement is such a vital aspect of film scoring, to effectively analyze film
music the temporal representation scheme must allow separate storage of diegetic and non-
diegetic emotion timings. The annotation tools developed for this project provide two identical
accounts for analysis representing diegetic (on-screen, off-screen dialogue or implied) emotions

and non-diegetic emotions of the musical underscore.

3.7 Emotional congruence

Displacement can be applied to the emotional congruence between film and music, that is, the
degree of alignment between emotions seen or implied on screen and those implied by the
musical score. An emotionally-incongruent soundtrack is said to “run counter to the action.” In
this case, music can be used for ironic effect, such as the selection of Louis Armstrong’s “What a
Wonderful World” set to horrific scenes of violence and destruction in the film Good Morning
Vietnam (1988). Most composers, editors and supervisors use the effect sparingly, preferring
music with higher levels of emotional congruence with the film. While emotional-incongruence
is an interesting film music effect, this project aims to provide music that is emotionally-
congruent to the film. Users can simply provide incongruent emotions to the system to create

music that “runs counter to the action.”
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3.8 Music retrieval

Music can be retrieved from the library according to its musical feature or emotion. Feature-
based retrievals allow audio segments annotated with an emotion different than that of the search
query to be considered during the search process. Attaching weights to each member in the set of
musical features provides the user parameters to adjust the retrieval process. Four types of music
retrieval methods are offered to the user: two feature-based and two emotion-based techniques.
An annotated feature-based retrieval performs a cross-correlation between human-annotated
features in the reference music (typically the original musical score for the scene) and each
possible candidate in the library. Extracted-feature-based retrieval involves a similar process,
except machine-extracted features are examined. For these two processes, providing a reference
musical section is required prior to initiating a query. An emotion-based retrieval performs a
cross-correlation between the provided temporal emotion cue and the musical éection
candidates. A hybrid feature-emotion retrieval method is possible wherein the emotion cue is
first translated to a set of musical feature cues through a feature-emotion map. The hybrid
method involves all three components of the system to build a section, while the other methods

omit use of a feature-emotion map.

3.9 Mapping features to emotions

While Hevner was the first to systematically examine musical feature-dimensions and emotional
response, this approach as a research direction has been fruitful, particularly in recent years.
Empirical data relating emotions and features can be reduced to reflect only popular responses
within each musical feature/emotion-group relationship. In Hevner’s experiments for example,

given the musical feature 7empo, more subjects associated the dimension-pole fast rather than
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slow with the emotion-group Exciting (Table 3). Because the goal of this project is to arrange

music using commonsense, unpopular responses are safely dropped.

Feature | Serious | Sad | Dreamy | Playful | Happy | Exciting | Dramatic | Vigorous
Mode -4 -20 -12 3 21 24 0 0

Tempo -14 -12 -16 -20 6 20 21 6
Rhythm | -18 -3 9 2 8 10 -2 10
Melody |4 0 0 3 -3 0 -7 -8
Harmony | -3 7 -4 -10 -12 -16 14 8
Register | -10 -19 6 8 16 6 -9 -13

Table 3. Hevner data reflecting popular respondents in musical feature dimension-poles

3.10 Context-driven music

Systems designed to generate music based on emotion can employ a variety of techniques.
Systems can be categorized based on format of the input emotions and musical output. Specific
emotions can be inferred from physiological signals, and, using the inferred emotion, produce a
track-playlist (Dabek, et al., 1986), or drive real-time arrangements (Chung/Vercoe, 2006).
Emotions can be inferred based on events in a game environment and used to adjust MIDI
performance parameters (Livingston, 2005). Visual, emotional and contextual clues can be used

to set parameters of an algorithmic composition (Jewell/Prugel-Bennett, 2003).

The arrangement of music involves the adaptation of a piece of existing music into a new

instrumental or stylistic domain. A jazz arranger, for instance, may arrange a piece originally for
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solo piano to be played by a big-band. A re-mix is a term used by electronic musicians
essentially referring to the same process of music arrangement, although the addition of beats
and electronic sounds is implied. The methods used here involve aspects of arranging and re-
mixing, although the term re-assembly might be more appropriate given that audio segments are
not modified in any way other than their temporal location. This term means nothing to
musicians, so placement methods are referred to as arrangement methods. The reader is
reminded that arranging techniques described in this thesis do not modify instrumentation or
stylistic content of the source music as arrangements commonly do. The project takes a
segmentation-reconstruction approach, in which short audio segments are re-ordered in time to
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