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Abstract
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interactive capabilities in a machine hand-eye system. The
prorosed system explores the use of visual feedback in such
operations as the pouring and stirring of liquids, the location
of objects for grasping, and the sirple rote learning of new arrm
motions. . :

This paper reproduces a thesis proposal of the same title
subritted to the Dept. of Electrical Engineering for the degree
of haster of Science.

Work reported herein was conducted at the Artificial Intelligence
Laboratory, a Massachusetts Institute of Technology research
program supported in part by the Advanced Research Frojects
Agency of the Department of Defense and monitored by the Office
of Naval Research under Contract Nurber NOOC14-70-A-0362-C003.

Vision flashes are informal papers intended for internal use.

This mermo is located in TJ6-able form or file VIS;Vi32 >.






0. Introduction
As en introduction to this rroposal, I would like tc
briefly outline the ideas and otservations that represent thle
initial motivation for developing a machine hanc-eye systen.

0.1 Why Hand-Eye Coordination?

The classic issues of artificial intelligence, ss we have
seen them, involve the representation of kncwledge, protlem
solving and learning. Vision and the BIOCKS world has leen one
domain for studying these issues. In a very crude way, one right
characterize our work in vision at MIT into three phases:

1) Scene Recognition
the development of techniques to recognize and
represent objects in a real world scene using
descriptions somewhat akin to those a humsn might use.
eg. Binford-Horn linefinder {5} |
Guzman’s thesis {4}
Huffmen {6}, Clowes ;1}, Dowson {2} {%}, valtz {8}
Winstan’s thesis {11
2) Learnihg/Problem Solving
the use of these descriptions together with additional
real world knowledge to develop learning/rroblem
soclving systems that demonstrate an "understanding" of
the problem doméin.

eg. Winston’s thesis {11é
Winograd®s thesis {1
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3) hanipulation
the use of the arr-hand to implement solutions

genereted by the rrobler solver/plammer.

eg. the COPY demo {12}

We observe that, at MIT, there have been no recent LI
theses dealing with ménipulation nor any AI theses cealins with
hand-eye coordination. The focus of our research has involved
not the enactment of a solution to a probler but rather the
generation of a plan for doing so. Winograd’s thesis {1C} is no
less profound because manipulation was simulated on the display

rather than implemented using the arm-hand.

0.1.1 An Engineering Hack?

If one’s model of the ideal robot consisted of z very
intelligent vision system whose output to the world was a
sequence of instructions responded to by a numerical control type
device, then, indeed, manipulation would be purely an engineering
protlem and of little interest to artificial intelligence.

However, it is my thesis that a coordinated hand-eye
system represents an ideal domain for extending our study of the
representation of knowledge, problem solving and learning. The
following sections cf the paper will attempt to develop this

thesis in some detail. ZFor the moment, I would like to continue
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by raking a few comrents on hand-eye coordinatiocn ac it relates

to general issues of intelligence.

0.2 Some Meta—-Comments on Hand-Eye Coordination

Mature humans are quite accomplished in a wide variety of
hand-eye procedures. In our culture, we become proficient at an
early age with such procedures as tying a shoe, writing and using
simple tools (knife and fork, hammer and nail, etc.). Certain
humans become very skilled at specislized procedures such as
typing, piano playing, surgery and shooting a basketball.

What are sore of the obvious points that can be made
about such procedures? ¥irst of all, it is certainly true that
they involve continuous interaction with the environment.
Feedback, of various sorts, is used to monitor and conirol hand
activity.

Secondly, it is certainly true that such procedures are
learned. They may eventually appear automatic but they first must
be learned and debugged. (If anyone doubts this, get a friend to
eat with chopsticks for the first time.)

Thirdly, I think that most people believe that such
procedures represent various levels of learning ability. All but
the severely retarded can learn to tie a shoe. Secretarial
scheools say that any high school level child can lesrn to tyvpe

proficiently. Society as a whole seems to believe that only the
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top fraction of a percent can learn to be skilled surreons. (We
do not train technicians to do the cutting end tying uncer the
direction of a physician.)

Any proposed theory of human hand-eye coordination rust
include and account for both interaction with the enviromment and
a non-trivial mechanism for the learning and detuggine of hand—

eye procedures.



IACGE 5

1. Hand-Eye Coordination And Artificial Intelli~ence

The AI Iaboratory is currently embarking on a mejor
research effort in the area of advanced automation. This work in
ROBCTICS is forcing us to address several new important issues

with respect to a mechanical hand-eye systern.

1.1 The Robot Environment

At present, the robot’s model of the real world assures
that the environment changes only as the result of some discrete
action performed by the robot itself. Unexpected occurences go
without notice or are fatal.

However, the real world is dynamic. It does not change
only in simple discrete steps. A successful industrial robot must
interact both with the ongoing rrocess it is engaged in and with
secondary background changes (eg. the addition/deletion and

random rlacement of objects in its visual field.)

1.2 A True Eand-Eye Systenm

Aside from simple calibration procedures, the current
‘modus opersndur’ is to place the arm behiné the rotot’s back
(fiFuratively, at least), look, close the eye, manipulate, rut

the arm behind the robot’s tack again and repeat as required.
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However, such a scheme rrovides a very limitted capclbility for
nandling a cdynaric environment.

A hand-eye system capable of interactings with é
dynemicelly changing environment must be able to cortinvonsly
react tc real world events. It must be able to note chen~es in
the environmnent and to compare these chanres with its cwn
description of the rrocedure it is engared in.

Some changes would supply evidence s tc the current
status of the arm-hand procedure. Others might simply te noted es
irrelevant. However, fundarental to the develorment of suchk a

hané-eye system is the requirement to make the arm-hand an

integral part of the world of the eye.

1.3 Quality Control

Perhaps the most crucial issue now facinz advanced
automation is that of quality control. In ary complex industrial
assembly procedure, there must te a means of verifying the
results of rrevious subassemblies (including inspection of
original parts) to protect against potentially disastrous
consequences.

A numerical control type aprroach is very limitted in
this area while, on the other hand, quality control is seen as &an
imrmediate corollary of the kind of hand-eye syster I shall

DIO] OS€E.
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2. A Problem Domain For Studying Hend-Eye Coorcination

The following is a irief scenario of a hypothetical hand—

eye system:

On a table, there are several coffee cups, a ccffee
pot,.a bowl containing suger cubes, a small pitcher of creem
and a spoon or other 6bject suitable.for stirrins. There ig
no particular arrangement to the otjects on the tatle. They
are randomiy placed within the field of view of a
vidissector eye and within the reach of a mechanical arm—
hand. |

A human engages in a short dialogue reguesting a cup
of coffee in any one of its standard configurations (ie.
.black, cream; cream & sugar, sugar only, double cream,
etc.). The arm-hand proceeds to select a cup, pour the
coffee from the pot, add the required embellishments and
stir the result. The human picks up his cup of coffee and

says, "Thank you!"

2.1 The Features Of Such A System

1) We would be demonstrating a generalized flexibility.
Since there would bte no specified arrangement cf objects on
the tatle nor & fixed recire for coffee, the rcbot would

have to both visually locate the oljects and construct a
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plan as required. Yurther, we would like tle syster tc te
general enough to allow for the additicn/deletion ¢i cips

while operation is in progress.

2) We would be exhibiting & true hand-eye system ir an
environment realistically approaéhing that of the real
world. In particular, the operation of pouring must
accomodate a real world that changes dynamically, not Sust
in discrete steps. Visual feedback, with the arr—hand in tie
visual field, would be an essential prerequisite to

accomplish accurate pouring.

3) We would be exhibiting a somewhat generalized
manipulative capability through the use of simple tools — a

pot for pouring and a spoon for stirring.

4) We would be facing the issue of quality control. Visual
feedback must certainly be used to monitor pouring. In
addition, feedback must be used to protect arminst pouring
into a cup that’s fallen over or pouring into o cur fhat‘s
already full. Similarly, feedtack musti also be used to keep

from krocking cver a cup when stirring its contents.



PiCE ¢

2.¢ Is This A Good "Toy" System?

The ides of a robot coffee rnaker probably striies ore at
first as being 2 good demonstration. It certainly woulc¢ be tuat.
However, in considering possible alternative probler doraine for
a hand-eye system, I believe that the rcbot coffee raker is alsc
the most appropriate.

The coffee maker environment is rich enough to suppert
the thorough investigation and cevelopment of the verious kinds
of feedback tools and capabilities that would be required ir any
:hand;eye system. The processes involved in‘making a cup of coffee
are quite characteristic of the kinds of processes required in a
generalized hand-eye system.

Thé priritives required to monitor the rising level of
coffee in a cup are seen as essentially equivalent to those that
would be required to carefully align the edges of otjects in a
conrlex assembly procdure. The primitives required to stir the
coritents of a cup with a spoon are essentially equivalent to
those that would be'required to tighten a nut with a wrench or
turn a screw with a screwdriver. Similarly, the primitives
required to locate a cup for pouring are essentially equivalent
to those that would be required to locate a hole for inserting a
bolt or screwe.

Of equal significance, however, is the fact that the

coffee raker enviromment is also simple enough to support such an
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investigation with a minimum amount of time requirec to deal witil
outside issues. I believe the current vision syster can easily te
modified to handle the specific objects required for the coiiee
maker. In any event, I can immediately begin develoying
techniques for visual feedback Ly restricting myself, fcr tle
time being, to polyhedral cups and pots.

The coffee making system involves an environment thet ie
sufficiently dynamic so as to require a degree of interaction
that would comstitute a significant advance over previous work in
machine hand-eye coordination. The primitives developed fqr the
coffee maker would be applicable to a host of other hand-eye
tasks. At the same time, the coffee maker represents a rroblenm
domain that is very accessiltle and ranageable given the current

status of the MIT vision system.

There are a number of subproblems that need to be solved
in order to support such a coffee meking system. In what

follows, I give my initial thoughts on these subprotlems.



2. The Cup

As a part of my 6.544J termpaper {1%}, I conducted &
sinyrle experiment to study human hand-eye coordination. The
experiment consisted of throwing sizple objects intc a wastenaper
basket at various distances. The rim of the wasteparer tasket wes
covered with strips of adhesive tape coated with lurinous peint.
The experiment was conducted in a photographic darkroon.

Under darkroom conditions, the visual world was totally
dark except for the fine-grained, uniformly 1lit elliptic rine
seen as the projection of the rim of the wastepaper basket. Even
under these conditions, the experimental subjects were able to
determine the location and orientation of the wasteraper basket
sufficiently well for accurate throwing.

The elliptic projection of a circuler surface conveys a
great deal of information. Much about a cup could be specified to
a hand-eye system simply in terms of the elliptic image of its
rim. Assuring only that the eye is elevated with respect to the
table, the vidissector would see the rir of a standing coffee cup
as en elliptic ring. The eccentricity of this ellipse can be used
to determine the elevation angle & of the eye with respect to the
table.

Consider figure 1. The major axis a of the elliptic imarge
is formed directly by the diameter of the cup. The mincr axis t
of the ellirtic image is formed by the perpendicular distance

between rays of lisht reaching the eye from points T and R.
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figure 1.

Thus, the elevation angle § satisfies the relation |
sin@® = b/a
so that
8 = arcsin(b/a)

In an ideal optical system, the image size Sj, the object
size Sy, the focal length of the lens f, and the distance of the
object from the lens d are related as follows:

SN

If Se¢ is the known diameter of the cup, if f is the known
focel length of the vidissector lens and if Sy is the length of
the major axis & as measured from the vidissector data, then the
distance of the cup from the eye becomes

d =(Sef) /S}
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This distance 4 plus the elevation angle @ coulc be usec
to determine the location of the cup with respect tc any arr-—hard
coordinate system (provided the position of the arr-hand
"shoulder" is known relative to the eye).

However, in practice, it is to be expected that small
errors in the measurement of Sj (due to imperfect deterrination
of the ellirtic image, imperfect focus, etc.) would induce larse
errors in the measurement of d. The distance, d, as computed in
this manner, would provide only a crude approxiration to the
location of the cup. When required,‘visual feedbtack based upon
the approach of the arm—~hand will be used to refine the
determination of the cup’s position (see section 4.). But, unless
you want to do something with the cup, there’s no real need to
know its position all that accurately.

Currently, the MIT vision syster avcids making use of
objects of known size to determine object distance, preferring
instead to use optimal focus and/or the horizontal plane hack. I
have no particular axe to grind in this regerd. The above is only
to indicate that a crude estimate of d can easily be obtained.

However, the determination of the eccentricity of the
elliptic image of the rim of the cup has other uses. If the
elevation angle & of the eye with respeét to the tatle is known
(as presumatly is the case with humans), the eccentricity of the
elliptic image can te used to deternine if the cup is urright or

if the cup has fallen over. (A degeneracy can occur if the cup
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has fallen over away from the eye.)



4. The Hand
4.1 How To Control The Hand? ' ;

In any hand-eye system, an interesting cimersior to
consider is the extent to which the hanc¢ is driven using absolute
coordinete calculations versus the extent to which the hand is
driven using relative coordinate calculations (ie. feedtack).

Currently, the vision system is used to obtain the
absolute 3-D coordinates of points of interest. The 2-I imezge of
the scene provides two constraints while a hack (optimal focus,
horizontal plane, range finding, etc.) provides the third. In
such a System, the hand can be directed without the use of visual
feedback. However, such a scheme depends upon both & highly
reliable vision system (no errors in support hypotheses, etc.)
and a highly accurate arm-hend (ie. it gets exactly where we told
it to go).

In any hand-eye system, it is quite easy to determire the
absolute 3-D coordinates of the arm-hand’s rosition in terme of
the orientation paremeters of the various joints. Fowever, the
difficult problem is, given a point in 3-space, what joint
coordinates will place the arm-hand at that point. The solution
to this protlem generally involves inverting the large ratrix
representing the cocrdinate transformatﬁons through the various
joints.

In general, the transformation matrix will have

sinfularities. Lven if the ratrix cen be inverted, there is no



PIGE 16

guarantee that the simplest mathematical solution is the most
aesthetically pleasing. '

Recently, two systems (Wichman {9}, Shirai {7}) have teen
developed which use visual feedback to obtain relative coorcinate
information to correct the inaccuracies of hand movenent. These
systems still use vision to obtain absolute 3-D coordinates and -
only use visual feedback (relative coordinates) to fine tune the
result.

I would like to propose the idea of controlling the
coffee maker hand as much as possible by the use of visual
feedback. In some sense, we would still be faced with tﬁe seme
problem as tefore. The 2-D image of the scene (including the hand
in the field of view) provides only two constraints as to the
position of the hand relative to an object. We still require a

third constraint.

4.2 Using Feedback To Obtain The Third Constraint

Very little is actually known about how a human
coordinates his hand and eye in 3-space. Although we do not know
enough about neurophysiology to deny it, it seems unlikely that
the human nervous system inverts 1arge‘coordinate transformation
matricese. We do know that a human possesses a number of
redundant sources of feedback. (All six human proporioceptive

systems could easily be involved in a human coffee paker.) At the
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same tire, we know that vision alone can surport huran hand-eye
coordination. If the incoming sensory pathways from the musclcs
and joints of the human arm-hand are interrupted at the dorsal
spine root, the movement of the arm-hand can still te voluntarily
controlled by looking at it, so long as the outgoing motor
‘pathways remain intact. |

Although we have been reluctant to use objects of known
size in vision research, there is no reason why the robot systerm
should not know as much as required about its own arm-hand. One
could tape a ruler to the robot finger. More subtlely, one could
tape circular markers to the robtot fingers. In the same fashion
as illustrated for the cup, these merkers could be used to obtain
both orientation and crude depth perception for the arm-hand.

In section 3., a crude method for locating cups was
introduced. Another such method involves adjusting the
vidissector lens to obtain optimal focus. A third method, called
the horizontal plane hack, makes use of the previously determined
equation of the table plane to locate feature points that are
known to touch the table (or to be a known height atove the
table).

Once crude estimates of the position of the arm-hand and
the object of interest are obtained, a simple hill-climbing
procedure based on the movement of the arm and of the shadow cast
by the arm can te used to locate the object for grasping,

pouring, etc.
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4.3 The Rote Learning Of Motion Primitives 3

Observations with children seem to indicate that new
hand-eye procedures are learned and debugged by carefully
controlling and monitoring the introduction of new degrees of
freedom. A young child learns to drink a glass of milk by first
concentrating all motion in the shoulder joint. At this stage,
the child is unable to 1lift a glass to iis mouth while at the
same time holding it level. A young mother soon learns to
maintain the level of milk in the glass low enough so that the
meniscus of the liquid reaches the edge of the glass only when
the glass reaches the child’s mouth. Gradually, the child begins
to introduce freedom in elbow and wrist movement. By carefully
observing the effects of each new degree of freedom, the child is
able to learn the complek procedure of motion through space
without tilt or rotation.

-~ In much the same way, I believe that the robot can be
made to learn such complex motions as stirring and pouring.
Rather than go through complex arithmetic calculations involving
all possible degrees of freedom, the robot can use visual
feedback to note the effect of controlled degrees of freedom.
These observations can be used to refine its approximation to the
desired motion through space.

The kind of learning required here would be very simple.
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The robot would have good descriptions of what it means to ctir
and pour. Visual feedback would be used to anply thcse

descriptions to the particular stirring or youring task at rand.
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5. Visual Feedbeck During Pouring

Any mechanized system that atterpts to prour nmaterials
fror one container to another can most effectively rake use of
visval feedback. It is highly unlikely that one would want to
consider the alternative of having accurate sensors in the arm—
hand detect the loss of weight from the source container and then
use specific gravity calculations to determine the volure of
materials poured.

Visual feedback can be used both to determine when the |
required volume of materials has been poured and to adjust the
actual rate of pouring.

et us assume that our cup is a light color and that the
coffee is dark. The following represents a snapshot of the cup as _.

,the_cbffee is poured into it:



Tigure 2.

A detailed real time anslysis of vidissector data along
the minor axis of the image of fhe cup’s rir can be used to
determine both the absolute leVel.of coffee in the cup and the
rate at which the height of the coffee in the cup is rising.

When the cup is nearly empty, visual feedbzck can le used té_
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permlt the arm—hand to pour quite rapldly. As tke cup ben'me te
fill, vzsual fedback can be used to slow the rate of flcw to
_protect against overshooting and spillage.

Ihis feature of using visual feedback to control the rate
of ;ouring is'quite important since we would like to allow the
coffee pot to be full, half full, or neerly empty. No fixed
pouring action would be appropriate in all cases. Iinally,
visual feedback of this sort would also allow us to determine
when the coffee pot was empty (ie. when nb more coffee can te

poured out)..
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6s Ihg.g§g Of Tools

I do not view the robot“s use of sirple tools as a
separate issue in itself..Rather, I viewv it as a test of the
generelity'of the robot’s model of its own arm-hand.

When humans make nse of simple tools, they rossess e
rather remarkable ability to incorporate those tools as
extensions cf themselves. Consider the example of tapping a
pencil on the table. In a very real sense, one experlences the
touching of" the table at the point where the pencil touches the
table, not, as is the_realicase,fln the fingers where they touch
the pencil. - o |

~ In the case of a robot coffee maker, I s€eé no essentlal
dlfference between the robot s stirring the contents of a cup
with its flnger)or_w;thhajspoon..If the- model of ‘the ern—hand
allows a stirring motion at all; it should be general enough to
allow the arm-hand to stir w1th a spoon. Slmllarly, if the rodel
of the arm—hand allows the hand to rotate abtout .a polnt, it
should be general enough to allow the hand to rotate about the
point represent:ng the tip of the coffee pot spout (1e. pouring).

- Thus, although the proposed system will appear to be
demonstrat;ng_a_somewhat.sophlst1cated use of tools (coffee pot,
spoon, etc.), in reality, it will be demonstrating & generalized
model of its own arm—hand. The use of visual feedhack to control
.the qperations of pouring and stirring'(as outlined~in section

4.lnis\immediately generalizable to arbitrary pots end spoons.
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7. Summary
The work prdposed above is to be carried out usinr the
. faczlltles of the MIT Artificial Intelligence Labore tory
consisting of the PDP-6/PDP-10 computer system together with the
mechanical arm-hand and the vidissector €y€.
At the moment, I am considering the work to consist of
five major rhases which are to be attacked in'the following .

order:
Phase I

' “Phase I consists of developing thefLISP functions and
predicates required to monltor the pourzng of 11qu10 1nto a cup.

In partlcular, I propose to 1mp1ement the follow1ng"

On the tahlé, there is a standing, empty polyhedral
cup. Slightly above the field of view of ‘the vidissector,

' thereé is a humen htlding a coffee pot. The humen slowly
begins to pour coffee into the polyhedral cup. When &
specified level has been reached in the éup, the machine

" rings the bell on a teletype (or some such thing) and the

" human stops pouring.

' Phase I is seen as an effort to develop and test the LISP

priniti&es in real-time. I feel that it is important to become
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aware of the real-time capabilities (and lack of sare) of our
system at an early stage.of“the_work. _ .-

Phase I will make almost exclusive use of the current
vision system so that the proposed LISP primitives'can te quickly

implemented and tested.
Phase 11

We requife the ability to perform such'procedures-as
rotating, at variable speed, about an arbitféry pbint-ih space
(pouring) and rotatlng in a smell circle in a horizontal plane
(stirring). As a first pass at this problem, phase II will
_con31st of;monltoring-a-target held, in inverted lollipop
fashion, by the arm-band. o |

Under visual control (specifically, using hill climbing
on the convergénce-of-shadows and-feature.polnts in the 2-D
image), We.will.attempt to.toﬁch points in the visuel world with
the target. (eg. direct the target to touch the corner of a
cube) | |

Once such capabilities exist, they can te extended, for
exanple, into the generation of arm-hand motion appropriate for

the stirring of the contents of a cup wzth & Spoon.

Phase II1I




Phase III will cdnsistﬂof the extention of thase II to
more complex motions based upon an atterpt to incorrorate thre
rote learning of sequences of motion primitives.

Using the motion primitives developed in phsse 11
together with higher level descriptions of stirring, pouring,
etc., we will attempt to "learn" appropriate sequences of arm-
hand motions to accbmplish-the'required tasks. Visuzl feedback
will be used to monitor and criticize the first pass attempts at

each new motion.
Phase IV

~ Phase IV will consist of integrating the capabilities
developed in phase III with those developed in phase I.
. At this point, we should have a system capatle of pouring

and stirring coffee without human assistance.
Phase V

Phase V is seen as fhe open~ended attempt to add
additional features to the system. Some of these, &s suggested
above, would be: |

(i).the ability to detect whether a cup is already full and
hence not use it.

(ii) the arility to detect whether a cup has been knocked
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over and right it as required. _ |

(iii) the abdlity‘tO'add sugar cubes and crear before
stirring. ‘ ;

(iv) primitive obstacle avoidancef(ié. knbwing_where trin~s
are) as exempiified by aliowing thefrandom~addition/deletion
of cups while coffee making is in progress.

(v) the use of cylindrical (as opposed to polyhedral) cups.
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