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Abstract

Orthogonal Frequency Division Multiple Access (OFDMA) systems have built-in
mechanisms to mitigate the effects of the wireless multipath channel but are limited
in system capacity to available bandwidth. This shortcoming can be worked around
through the process of "overloading," where users are additionally multiplexed in the
spatial domain to each frequency resource. To efficiently resolve non-orthogonally
multiplexed users within the system, sophisticated multiple antenna receivers with
multiuser detection methods are necessary.

The focus of this thesis will be the formulation of an iterative multiple antenna
receiver framework for overloaded uplink OFDMA systems. Specifically, we formulate
optimal MAP and reduced complexity MMSE symbol detection algorithms for the
multiuser detection and single user decoding turbo loop. We verify the performance of
each algorithm through Monte Carlo simulation with randomly generated multipath
MIMO channels. From the results we determine the tradeoffs of algorithm complex-
ity with performance and the effect of channel correlation on the supportable user
load. Our MMSE algorithm with soft interference cancellation is observed to closely
approach single user performance in low to moderately correlated MIMO channels
after turbo loop iteration. Additionally, we observe that increasing the number of an-
tennas relative to the number of overloaded users can mitigate the effects of moderate
correlation to provide acceptable error performance.
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Chapter 1

Introduction

Orthogonal Frequency Division Multiple Access (OFDMA) is rapidly being adopted

as the system framework of choice for cutting-edge fourth generation (4G) cellular

data networks. With the advent of increasingly sophisticated and powerful digital

signal processors for communications applications through the years, the theoretical

benefits possible with OFDMA are now becoming more realizable in practical systems

[1]. OFDMA is a multi-carrier system that transmits its data representations in

the frequency domain and uses advanced signal processing techniques to efficiently

mitigate the effects of the wireless multipath channel.

A major aspect in the design of multiple access cellular systems is the simultane-

ous sharing of channel resources to avoid multiple access interference between users.

OFDMA systems prevent this type of inter-user interference by allocating channel

resources orthogonally in the frequency domain. Mobile users within a cell oper-

ate on disjoint sets of these frequency carriers such that the base station receiver of

the cell can resolve each of the individual signals without worry of multiple access

interference.

However, a downside of OFDMA-based systems is the hard limit on system ca-

pacity and supportable user load of orthogonal multiple access. The total number of

supportable users is directly proportional to the frequency bandwidth of operation.

Frequency bandwidth is tightly regulated by the Federal Communications Commis-

sion (FCC) and is hence a limited resource that network carriers expend large amounts



of financial resources to obtain.

Code Division Multiple Access (CDMA) is an alternative, and also very much

prevalent, system framework based on a different non-orthogonal scheme for resource

sharing. The supportable system capacity for CDMA is interference limited instead

of bandwidth limited, and declines gracefully as the system is not hard-limited in the

number of users it can serve. To make the overall benefits of OFDMA worthwhile, it

must remain competitive with rival systems such as CDMA in the acheivable system

capacity and supportable users for comparable allocations of bandwidth.

A possible remedy for this situation is to relax the constraint for inter-user or-

thogonality in frequency and instead exploit the degrees of freedom of the wireless

channel by alternate means to allow for an increase in the number of supportable users

through "overloading." One known approach is to increase the number of receiver

antennas at the base station to transform the wireless channel into a multiple-input

multiple-output (MIMO) channel. Increasing the number of receiver antennas in-

creases the spatial diversity and the degrees of freedom within the wireless channel

from the mobile users to the receiving base station [2, 3, 4]. By exploiting principles

behind antenna array assisted multiuser detection and Space Division Multiple Ac-

cess (SDMA), we can overload our system to multiplex (and at the receiver, resolve)

multiple users of our system in the "spatial domain" in addition the frequency domain

[5].
Unfortunately, this form of spatial multiplexing is susceptible to wide variations

in inter-user interference caused by situations when there is a lack of spatial diversity

within the channel. Similar to layered MIMO systems [6], analogous optimal antenna

combining methods and interference cancellation methods are used in conjunction in

these quasi-orthogonal, spatially multiplexed systems to allow for robustness against

channels with poor spatial diversity.

The process of resolving the spatially multiplexed and interfering users at the

base station receiver can be classified as a multiuser detection and decoding prob-

lem [7, 8]. Previous works in technical literature have explored the application of

turbo processing loops [9, 10, 11] for iterative detection and decoding algorithms for



interference-level limited multiple access systems such as CDMA [12, 13, 14, 15]. Such

turbo loops are not of primary interest in standard OFDMA setups because of the

inherent orthogonality of the users. However, iterative receiver algorithms provide

the possibility of harnessing large iterative processing gains in a multiple antenna

equipped base stations for overloaded OFDMA systems [16].

The focus of this thesis will be to develop a framework for iterative receiver im-

plementations in the context of overloaded uplink OFDMA systems with available

spatial diversity. We are concerned with understanding the tradeoffs between imple-

mentation complexity and error performance of the receivers with respect to standard

receivers. Additionally, we are interested in the robustness of receiver designs to the

ranges of possible multipath MIMO channels. Finally, we want to generalize the

costs in average user performance and complexity associated with overloading stan-

dard OFDMA systems.

This thesis document is structured as follows: Chapter 2 will cover the background

material regarding cellular communications and explain the general multiple antenna

OFDMA system model to be used as a foundation for the remainder of the thesis

work. Additionally, the chapter will explain the derivations behind the transmission

and reception of OFDM modulated signals.

Chapter 3 will detail the MIMO signal models to be used to represent received

signals at the a base station. It will also provide justification for the choice of signal

modelling in the context of the iterative algorithms to be developed. Chapter 4

will review the basic problem of detection and decoding in the multiuser scenario of

interest. In preparation for the formulation of the iterative algorithms, the chapter

will cover existing approaches to implementing detection algorithms in non-iterative

receivers. Chapter 5 will contain the main contributions of this thesis work and

will derive and detail the iterative detection and decoding algorithms that will make

up our iterative receiver framework. We will present the system parameters and

implementation details for testing the iterative processing loop in Chapter 6, which

describes the framework for numerical simulation. Chapter 7 will present the error

performance results of the numerical simulation and analysis of the results. The



remainder of the final chapter will present areas for possible future study and provide

a brief summary of the contributions of the thesis work with concluding remarks.



Chapter 2

OFDMA System Model

2.1 Communication System Basics

A cellular system is composed of multiple, geographically separated mobile users

communicating with a fixed, centrally located base station. The mobile users do not

cooperate with one another and each is transmitting an independent stream of data

to the base station. The communication path between the user and the base station

is bi-directional. The path from the base station to the user is called the downlink

while the path from the user to the base station is referred to as the uplink. There

are many necessary differences in the designs of the downlink and the uplink, some

of which include channel estimation implementations, time and frequency synchro-

nization requirements, and resource allocation schemes. The uplink must deal with

the multiuser detection problem of resolving multiple incoming transmitted signals

at the base station while the downlink must broadcast signals containing data for all

users. We will be focused on issues related to the uplink transmission and reception

of information within the system. A simplified illustration of the scenario can be seen

in Figure 2-1.

The system of interest has multiple users actively in transmission to the base

station. These users must share the overall channel to the base station in such a way

that their transmissions do not interfere with one another after propagation through

the channel. Interference seen at the base station negatively affects the base station's



Figure 2-1: Illustration of mobile users transmitting to a fixed base station in the
cellular uplink scenario.

ability to resolve the individual signals of the users. For reliable communication to

be possible among the mobile users, some coordination between the users and base

station is necessary. In other words, a multiple access scheme is needed within the

system.

There are many different approaches to multiple access (e.g. Code Division Mul-

tiple Access (CDMA), Frequency Division Multiple Access (FDMA), Time Division

Multiple Access (TDMA), Space Division Multiple Access (SDMA)) and additional

variants to those approaches. Each multiple access scheme has its advantages and

its disadvantages, with regards to complexity, performance, supportable system load,

etc. The previously mentioned multiple access schemes differ in their approaches

to sharing the available degree of freedom, the channel resources, of the underlying

physical channel seen at the receiving base station. The multiple access scheme of

interest in our system is a variant of frequency division multiple access referred to as

OFDMA, or Orthogonal Frequency Division Multiple Access.

The multipath channel between the mobiles and base station has the effect of

causing phase and amplitude altered copies and reflections of a signal to arrive at the

receiver. These multipath effects can cause destructive interference to the observed

signal and result in a creating a frequency selective fading channel for the transmitted



signals. Additionally the multiple path reflections cause the transmitted symbol ob-

servations to spillover into neighboring symbol periods at the receiver. This effect is

known as intersymbol interference (ISI) and contributes to the frequency dispersive-

ness of the channel. OFDMA is an attractive approach for cellular communication

because of built-in mechanisms to its signaling structure that minimize or eliminate

these adverse channel affects [1].

In OFDMA, the frequency bandwidth is partitioned into narrowly spaced, effec-

tively flat-fading subcarriers (i.e. frequency tones) and data is modulated as complex

constellation symbols in the frequency domain onto these subcarriers. Each subcar-

rier is orthogonal to the other subcarriers and in a standard OFDMA system setup,

individual users are orthogonalized by being assigned to communicate on disjoint sets

of these subcarriers. Since the assignments are non-overlapping, there is no multiple

access interference (MAI) between the intra-cellular users. We will be considering

the overloaded system scenario in which the requirement of complete inter-user or-

thogonality is relaxed and where multiple users can be assigned to each frequency

subcarrier resource. A given user's channel assignment will, at the discretion of the

base station allocating channel assignments, directly overlap with possibly multiple

other users' assignments, causing mutual interference between the users on that chan-

nel. This introduces the problem of multiuser detection at the receiver, which will

now need to process the signals to mitigate the MAI. The remainder of this chapter

will focus on the system aspects related to the transmission and reception of data

under the OFDMA framework.

2.2 Transmitter Back-end

In this section, we will focus on the transmitter side for one user within the system.

Shown in Figure 2-2 is a schematic diagram of a typical transmitter back-end that

will be used as reference for this section. Information for transmission for a given

user is source coded into binary sequences of O's and l's. The information bit stream

is segmented into lengths of Nb bits, i.e. b = [b[0], b[)l,..., b[Nb - 1 ]]T, which is the



1 frame of constellation symbols

1 frame of information bits 1 frame of interleaved code bits

Figure 2-2: Back-end of transmitter chain.

quantity of information in one information word for transmission. We will focus on

the synchronous setup where the users in the system send their information on a

frame-by-frame basis and where the base station processes the received information

in these same frame increments.

The information bits in the frame are protected with an Error-Correcting Code

(ECC) before transmission over the wireless channel. We will focus on the use of

convolutional codes but the system can be easily adapted for other coding schemes.

Convolutional codes can be specified by their constraint lengths and their generator

polynomials. We will denote the rate of the convolutional encoder as R, (R < 1) such

that the bits b pass through the encoder block to produce a "codeword" of coded

bits c = [c[O], c[1],..., c[Nb/R - 1]]T . The sequence of code bits produced are then

passed to an interleaver block, denoted as H. Errors induced by the channel are often

"bursty" and hence interleaving is performed to shuffle the code bits within the frame

to spread out the locations of those bursty errors on the actual, non-interleaved coded

sequence. The interleaving pattern is pseudo-random, reversible, and known at both

the transmitting and receiving ends.

The sequence of interleaved code bits, denoted c' is passed to a mapper block to

be mapped to modulation symbols for transmission over the channel. In this system,

the modulation symbols are chosen from sets of M-QAM constellations, where M is a

power of 2 (e.g. 4-QAM, 16-QAM, etc.). Each symbol to be transmitted is determined

via some mapping function 0(.) applied to a log 2 M bit segment of the incoming code

sequence to produce the constellation symbol vector a = [a[0],a[1],... ,a[N, - 1]]T

where N, = (Nb/R)/10og 2 M. The choice of the constellation set (i.e. value of M)

1 frame of coded bits



to use is adaptive (with the aim of maximizing the data rate) and depends on the

channel quality information inferred by the transmitter. In practice, this can be

accomplished with auxiliary control channels between the receiver and transmitter

that monitor channel quality.

The vector of complex constellation symbols a from the mapper block are modu-

lated onto individual subcarriers (i.e. tones) in the frequency domain. To understand

how this is accomplished, it is helpful to first understand the signal processing aspects

behind OFDM (Orthogonal Frequency Division Multiplexing) modulation.

2.3 OFDM Transmission and Reception

In a cellular system, each user transmits a signal occupying a certain band of fre-

quency. Because of FCC regulations, cellular transmissions consist of baseband signals

modulated up to occupy some spectral mask at pre-determined carrier frequencies.

Assuming proper modulation to the carrier frequency at the transmitter and corre-

sponding demodulation from that carrier frequency at the receiver, the data carrying

signals of interest can be viewed and processed in their equivalent baseband rep-

resentations. In this system, the users' uplink transmissions lie within a baseband

frequency range of width W. Thus, it is this frequency bandwidth W that must be

shared among the users via a multiple access scheme.

As the name suggests, OFDMA uses Orthogonal Frequency Division Multiplexing

(OFDM) methods to effectively partition the transmission bandwidth into many nar-

row parallel subchannels [5, 8, 17]. If we consider a sampled N-point representation

x[f] of the bandwidth W, we know that it can be equivalently represented as an N-

point time domain sequence t[n] through the application of the N-point IDFT. The

square brackets [-] are used to index the discrete sequences x[f] and t[n] at frequency

sample index f and time sample index n, respectively.

In OFDM, each point of x[f] represents a frequency slice, or subcarrier, within the

frequency band of width WIN. The signal of bandwidth W has N assigned degrees

of freedom in the frequency domain on which it can modulate data; specifically, the
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Figure 2-3: Schematic diagram of OFDM transmission and reception for one user
through a multipath channel.

sample values of x[f]. The N-point sequence in frequency can be represented in

vector form as x = [x[0], ... ,x[N - 1]]T and corresponds to one "OFDM symbol."

The equivalent time sequence vector (after the N-point IDFT) is x = [.[O],..., ,[N-

1]]Tand thus one OFDM symbol of frequency data takes at least N time samples to

transmit. The time duration of OFDM one symbol period is referred to as a "time

slot." In a synchronous system, the users's OFDM symbol transmissions arrive at the

base station receiver in regular time slot intervals. The details on the synchronization

requirements will be explained in Chapter 6.

For our system, we will assume that the N degrees of freedom in frequency, or

subcarriers, are the channel resources to be shared among the users in the system.

We will first start by looking at transmission from the perspective of a single user k

transmitting over the entire available frequency W of the channel. As a reference,

the OFDM transmitter and receiver to be described is shown in Figure 2-3.

The OFDM symbol to be transmitted by the user at a given system time slot index

m consists of complex constellation symbols from ak modulated on the subcarriers.

In other words, Xk,m[f] E 2k for 0 < f < N where Qk is the constellation being used

---------- ** ................... ................... ...................



by user k.

An N-point IDFT is taken of the symbol sequence Xk,m[f] to get the equivalent

time-domain sequence:

N-1

k,m[fl] E xk,m [f] exp j2Nf), for 0 n<N. (2.1)
f=0

In practice, the DFT and IDFT are implemented with computationally efficient

FFT and IFFT algorithms and consequently, the values of N are normally constrained

to powers of 2. To account for the ISI channel, the signal k,m [n] is augmented with

a cyclic prefix of length L, which periodizes the signal, as it is a cyclic extension of

the original sequence. The cyclic prefix is the linchpin behind the OFDM modula-

tion concept that facilitates the signal processing techniques used by the receiver to

eliminate the ISI and ICI effects caused by the channel. The length L is chosen to

be at least as long as the maximum delay spread of the channel and long enough

to allow for adequate flexibility in user synchronization [18]. The sufficient value for

L is often dependent on environment characteristics of operation, which can give us

indications on the range of channel delay spreads during operation. The delay spread

is often defined as the time interval between the main multipath component (e.g. the

line-of-sight component) and the latest arriving significant multipath component.

The cyclic prefix is, however, a costly system overhead as it contains redundant

information, and is therefore limited in length. In an idealized system, the overall

data rate of the OFDM link can be represented as

N
data rate = log 2 M N bits/time sample duration (2.2)

N+L

and it is clear that larger values of L in the denominator will lower the effective data

rate.

The resulting (cyclically extended) N + L length time domain sequence for trans-



mission ,m [n] is given by

m[n ] = (2.3)
xk,m[n - L] for L < N < N + L.

The sequence km[n] represents the information transmitted for one OFDM symbol.

The (baseband) continuous time signal to be transmitted over the channel is con-

structed by interpolating ,m [,n] with an appropriately shaped (square root Nyquist)

pulse p~(t) of duration Tp. The time domain signal transmitted, over multiple OFDM

symbol periods (e.g. m = 1,..., o0), is

oo N+L-1

k(t)= ej 4,jm]1 (t - mSTP). (2.4)
m=1 s=O

The signal xk(t) is up-converted to the carrier frequency and propagates through

the ISI channel of impulse response hk(t). The exact energy profile of hk(t) will

depend again on the environment and reflectors within the channel. The front end

of the receiver will down-convert the total received signal back down to baseband

and matched filter it with the known shaping pulse p(t) at sample intervals Tp to

get discrete time observations. The pulse p(t) was chosen to be square root Nyquist

so that the additive white Gaussian noise process contribution to the signal remains

white after the receiver matched filtering and sampling. This simplifies the receiver

processing and eliminates the need for additional whitening filters. We will denote

the total observed sequence for one OFDM symbol at slot m as 9[n] for 0 < n <

N + L - 1. The relation between the received sequence and the transmitted sequence

km[n ] can be represented as the following familiar convolution relation [19]:

oo L-1

S[n] = S hk,m[1] Zpm[l - n] + i,, [n], (2.5)
m=1 1=0

where hk,m[n] is the equivalent discrete-time sampled representation of the channel

hk(t) and fm,[n] is the sampled white Gaussian noise contribution during the slot m.
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Figure 2-4: Example of the effects of ISI seen at the receiver between consecutive
OFDM symbols. ISI contribution from previous symbol at time slot m = 1 is con-
tained within the interval of the cyclic prefix of the OFDM symbol at m = 1.

The total number of non-negligible taps D (the length of the delay spread) in the

sampled channel response must be less than the length of the cyclic prefix L that

was determined earlier to avoid ISI problems. The equivalent representation of the

channel in vector notation is:

hk,m =[hk,m[0],... ., hk,m[D - 1]0,~T.., (2.6)
D<L N-D

An important but reasonable assumption is that the channel impulse responses

hk,m [n] can be treated as time-invariant for the duration of one OFDM symbol period

(or equivalently, for the N + L time sample window). Additionally, we should assume

the users are synchronized to the base station and transmitting such that the start of

each OFDM symbol of different users arrive within the cyclic prefix duration of the

base stations time reference.

An illustration depicting the effects of ISI seen at the receiver between OFDM

symbols transmitted in consecutive slots can be seen in Figure 2-4. We will denote

the observation vector for an OFDM symbol period (i.e. a single time slot m) as

Y = [y[O],... , [L - 1], 9[L],..., g[L - 1 + N]]T. At the receiver, the portion



of the sequence corresponding to the cyclic prefix transmission is removed before

further processing. The first L samples of the received signal contain ISI components

from the previous OFDM symbol period spilt over into the cyclic prefix of the current

OFDM symbol period. The resulting N-point observation is given by

[n] [n + L] for 0 < n < N (2.7)
0 for n > N.

The observation written in vector notation is y, = [gm[0],..., Pm[N- 1]]T.

Our intention is to convert our observations to the frequency domain using the

DFT operation. Because of how we added and removed the cyclic prefix, the linear ISI

channel can now be viewed as a circulant channel, which allows us to take advantage

of the known properties between the DFT and circular convolution. The sum of

convolutions over the time slots m = 1,...,oo in (2.5) can be separated so that we

can consider each convolution term individually without ISI. The linear convolution

becomes a circular convolution as a result of the circulant channel [19, 20] and the

N-point time domain observation can be written concisely in vector notation as

Ym = hk,m 0 Xk,m + tim, (2.8)

where 0 represents the circular convolution of the two N-element vectors and fim is

the N-element AWGN contribution for the slot.

The final observable for the receiver, ym[f] is obtained by taking the N-point DFT

of the time domain sequence m [n]:

N-1

Ym [f] = : m [n] exp N . (2.9)
n=O

Circular convolution in time is equivalent to scalar, element-wise multiplication in

frequency after application of the DFT. This gives us the equivalent expression in the



frequency domain between the transmitted and received sequences:

ym[f] = hk,m[f]Xk,m[f] + rim[f] (2.10)

where hk,m[f] are elements of hk,m, the N-point DFT of the channel hk,m, and ZXk,m[f]

is the original symbol sequence of the user k during time slot m. We see that we can

now treat the frequency-selective channel as a set of decoupled narrowband frequency

flat-fading channel gains on the frequency subcarriers. The observation on a given

subcarrier can be considered free of inter-carrier interference (ICI) from the trans-

missions on neighboring subcarriers. Additionally, high-complexity time-domain and

frequency-domain equalization procedures found in other narrowband time-domain

based systems can now be avoided, as the channel can be considered free of ISI and

ICI.

We have so far looked at the transmission of an OFDM symbol for a single user

k. If there were N. total users in the system all synchronously transmitting over the

entire bandwidth, the base station receiver's observation would be a superposition

of the contributions from all the N, users. Because the DFT and IDFT are linear

operations, the total observation at the receiver can be written as:

Ym[f] = Z hk,m[fXk,m[f] + nm [f]. (2.11)
k=1

In a standard OFDMA system, users are assigned disjoint subsets of orthogonal

subcarriers in the interests of minimizing multiple access interference. Thus, a user

will only modulate constellation symbols on the subcarriers to which it is assigned

and assign 0 values on the remaining subcarriers. The observation at the receiver for

a given subcarrier f and time slot m will therefore have the signal component of only

one user, as the remaining terms in the summation in (2.11) have zero contribution.

This however is no longer true in the overloaded OFDMA scenario. More than one

non-zero signal contribution on a subcarrier means that there is now MAI within

the system. The transmissions of individual users are no longer orthogonal and this



creates the need for multiuser detection methods and processing.

For the purposes of detection and decoding, we will assume that all observations

have been converted to their frequency domain form, unless otherwise noted. Because

we have transformed our signals to the frequency domain through OFDM, the received

data symbols can be considered to be free of ISI (between OFDM symbols) and ICI

(between subcarriers within an OFDM symbol).

2.4 OFDMA Resource Allocation

In the OFDMA uplink scenario, each user will receive a channel assignment from

the base station that consists of a subset of subcarriers that make up an OFDM

symbol in the available frequency band. In our system, for reasons of implementation

feasibility and for channel estimation purposes, each user's subset corresponds to a

contiguous block of subcarriers in frequency. Additionally, the user will be assigned

this block of subcarriers for a designated number of system time slots (i.e. OFDM

symbol periods). This time x frequency block of subcarriers "tiles" is referred to as

an data frame, and in our system model it will be the basic channel resource that

is being shared non-orthogonally among overloaded users in our overloaded system.

Figure 2-5 shows an example of a single channel assignment over multiple OFDM

symbols. Within this block, the majority of the tiles (subcarriers) are assigned to

modulate the aforementioned data-carrying constellation symbols of a and a small

subset of the subcarriers are generally assigned to modulate known pilot symbols to

aid channel estimation at the receiver.

Each data frame corresponds to a physical channel resource. Standard OFDMA

systems partition the entire time x frequency space into these smaller blocks of the

overall grid and orthogonalize users by assigning each user to a unique block. Over-

loaded OFDMA systems will load each resource block with multiple users. The base

station will determine the assignments based on channel conditions and available re-

sources. The overloading factor per block Q can vary from frame assignment period

to frame assignment period. Figure 2-6 compares the assignment schemes of the
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Figure 2-5: An example of a basic channel resource unit, a data frame, within the sig-
nal space for one frame assignment period. Each column of the total grid corresponds
to an N-point OFDM symbol.

standard and overloaded OFDMA cases. Generally, for the purposes of frequency

diversity and interference diversity, channel resource assignments of each user are

"hopped" or shuffled independently between frames assignment periods [1]. We are

currently focused on the transmission and reception model of a single OFDM frame in

the overloaded scenario and thus this hopping procedure does not need to be explicitly

considered.

2.5 Multiple Antenna Receiver Front-end

Orthogonal multiple access in standard OFDMA puts a hard limit on overall sys-

tem capacity, constraining it to the amount of available frequency bandwidth and

number of discrete subcarriers. A key element of the overloaded OFDMA system is

the multiple receiver antennas available at the base station. It is known that link

capacity increases proportionally with the number of antennas at the receiver, as

the spatial diversity increases the average received SNR/SINR and additional spatial

degrees-of-freedom are created [2, 3]. This gain in capacity is linear for interference
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Figure 2-6: Contrast of the channel resource assignment schemes in standard and
overloaded OFDMA systems. Note that in both cases, channel resource assignments
are "hopped" between assignment periods for frequency and interference diversity.

limited systems such as CDMA, which operate in the low SNR/SINR regions. How-

ever, systems based on OFDMA normally operate in the higher SNR/SINR regions

where the capacity gains are only logarithmic in SNR/SINR. In this region, system

capacity is bandwidth (i.e. degree-of-freedom) limited. Hence the immediate gains

from multiple antennas are not as significant as the CDMA case. The addition of

multiple antennas at the receiver does, however, increase the dimensions of the re-

ceived signal space, effectively allowing us to multiplex multiple users on these newly

induced spatial degrees of freedom. In this case, strictly orthogonal channel assign-

ments (i.e. one user per channel resource) may be an under-utilization of the overall

channel and hence sub-optimal [21]. Similar to V-BLAST and other BLAST methods

for MIMO channels [6], we can leverage this spatial multiplexing gain at the receiver

through overloading the subcarrier tiles. The analogy to the separate transmit layers

in V-BLAST are the independently transmitting single antenna users.

The multiple receiver antennas allow us to take advantage of the spatial diversity

amongst individual, geographically separated users to aid multiuser detection. In this

system, we will relax the constraint of orthogonal resource allocation and instead allow



up to Q users to transmit on each OFDM frame (i.e. block assignment of subcarriers),

where Q is a subset of the total N, users in the system. The receiver will use multiple

antenna array processing (i.e. receiver beamforming) to separate and resolve the

interfering users based on channel knowledge of their estimated spatial signatures

[22, 17, 23]. Assuming the correlation between antennas is not excessively high, there

are Nr resolvable degrees of freedom in the channel, where N, is the number of receive

antennas [2]. The general rule of thumb is that, with proper multiuser detection

techniques, it is possible for Q users to communicate reliably on a given resource when

Q < Nr. In one of the detection approaches we will present in Chapter 5, the receiver

will use optimal combining methods based on its N, x Q channel estimates to perform

multiuser detection. This approach is similar to combined uplink OFDMA/SDMA

implementations [5, 16].

Again, the parallels to BLAST-related MIMO transmission schemes are appar-

ent. The constraint for reliable V-BLAST communication is generally that Nt • Nr

where Nt is the number of effective transmit antennas, which is analogous to the spa-

tial multiplexing and overloading factor constraint in our system design. Successive

Interference Cancellation (SIC) algorithms have been studied and developed for V-

BLAST systems (a summary of interference cancellation frameworks can be found in

[24]) and similarly, we will also be exploring interference cancellation schemes at the

receiver to mitigate cochannel interference of the overloaded users during detection

and decoding. Our specific focus will be on iterative soft interference cancellation of

inter-user interference, which has previously been explored for different contexts in

[25, 26, 27].

We will be considering the multiuser detection and decoding case of Q interfering

mobile users transmitting synchronously on an OFDM frame to a single receiving

base station. We will also assume the following design parameters:

* The Q users will be assigned to the same time-frequency block (i.e. OFDM

frame) of subcarriers and hence mutually interfere with each other. As men-

tioned before, detection and decoding of the users will be done on a frame-by-

frame basis.



* The Q users will be assumed to be synchronized, to within an allowable fraction

of the total cyclic prefix, relative to the time reference of the base station. The

transmitted OFDM symbols by each user will arrive within intervals less than

the cyclic prefix to the base station's reference time. Channel estimation and

the choice of cyclic prefix length allow us some flexibility in this constraint [18].

* Each user will be transmitting with one antenna without any space-time cod-

ing. However, each user's information bits will be convolutionally encoded, bit-

interleaved, and mapped across the tiles in the frame. Because of the pseudo-

random bit-interleaving, the symbols in one data frame can be considered ap-

proximately uncorrelated.



Chapter 3

Received Signal Model

3.1 Total Received Signal

In our multiple antenna receiver scenario, a single observation (in the frequency do-

main) on subcarrier f, receiver antenna n, and time slot m can be denoted as ym) [f].

Similarly, the transmitted constellation symbol by a user k on a subcarrier f and time

slot m can be denoted as Xk,m [f]. The total received space for the OFDM signal model

consists of the N subcarriers (over bandwidth W), for some duration of time slots

M (i.e. OFDM symbol periods), over the N, total receiver antennas. We can stack

the observations for the entire space to produce a total observation vector y. We will

similarly stack the transmitted symbol vector Xk for each user k over all frequency and

time (we are reminded that unassigned subcarriers are modulated with zero values)

such that the following expression for the total observation vector holds:

Nu

y = HkXk + n (3.1)
k=1

where Hk is some block matrix of channel coefficients for user k's channel to the N,

antennas, stacked in appropriate fashion over the N subcarriers and M time slots.

The vector n is the AWGN contributions stacked in the same manner as y.

The observation vector is N x M x N, in size and quite large and we would

rather perform detection and decoding over independent, smaller sized observations.



However, in order to do so, we must be sure that observations for each subcarrier

tile are truly decoupled from other subcarrier tiles within the total received signal

space. Because of our OFDM transmission and reception model, our signal space has

been partitioned into a grid of discrete frequency subcarriers and time slots. We are

hoping to perform detection and decoding for the users transmitting on a given tile

by only taking into account the received observations for that tile. Once we can be

sure that the subcarrier observations over the received signal space (and the OFDM

frame of interest) have been decoupled from one another, the processes of detection

and decoding can be done independently over the subcarriers and be parallelized for

implementation efficiency.

Multiuser symbol detection is performed based on the a posteriori distribution in-

formation of the observations [7]. It is proved in the following section that a posteriori

distributions on each subcarrier tile are functions of only the users' transmitted sym-

bols on that tile resource. We show that the observations y,[f] and ym,[f'] for a given

Xk,m[f] are uncorrelated for m = m', f f f', Vm, m', f, f' in the received signal space

and conclude that subcarrier tiles within a given data frame can be approximately

processed independently.

3.2 Justification for Decoupled Detection

Each element of the stacked vector observation y in (3.1) can be written as

Nu

ym[)[f ] = h [f] k,m[f] + n(nr)[f] (3.2)
k=1

where h(n) [f] is the channel from the k-th user to the n-th antenna, and n' [f]

is the additive Gaussian noise seen at the nr-th antenna. Because of the no ISI/ICI

conditions of OFDM, the transmissions on a tile resource only affect that tile at the

receiver after propagation through the channel. Furthermore, because of square root

Nyquist pulse shaping at the transmitter and matched filtering (with that pulse at

pulse period intervals) at the front end of the receiver, we can assume that there is no



smearing of transmitted signals contributions to other tiles [28]. The autocorrelation

of the discrete sampled additive Gaussian noise process can be concluded to be

E{n,)[f] ( [f )* = a2m-m',nr-n',f-f V m, n, f, m', n', f' (3.3)

because of the Nyquist pulse filtering. Therefore the AWGN contribution remains

white and uncorrelated across tiles after front-end receiver processing.

The OFDM modulation and Nyquist pulse filtering have decoupled the effects of

subcarriers on adjacent subcarriers (i.e. no ISI/ICI, with AWGN noise) such that

the conditional distribution of the entire signal space observation can be factored as

follows:

P (Y x) = p (y [[f] x[f]) (3.4)
Vf,m

where the vector ym[f] is the observations stacked over the N, antennas and xm[f] is

the transmissions stacked over the Q users, on subcarrier f at time slot m.

We are interested in the a posteriori probabilities for each transmitted symbol

Xk,m[f] conditioned on the observation y. Using Bayes' rule [29], we can write the a

posteriori probability as the following:

p (xk,m[f]I y) oc p (yI Xk,m[f]) p (k,m[f]) (3.5)

c p (y, 'k,m[f])) p (xk,mV[f]) (3.6)

where the expression in (3.6) is the expanded marginalization summation that is

equivalent to p (yl Xk,m[f]). This summation is over all possible instances of what

we define as x, the stacked vector of all transmitted symbols over all tiles except

Xk,m[f] (of which we are calculating the a posteriori probability). We can then rewrite



p (y, kj Zk,m [f]), using the rules of joint distributions as

p (y, 2J Zk, m [f]) = p (YI , Xk,mX[f])p (21 Xk,m[f]) (3.7)

P (y Ix) p () (3.8)

( P (ym , [f'] I xm, [f'])) p () (3.9)

where in (3.8), we stacked * and Xk,m[f] to produce x, the vector of allsymbols. Addi-

tionally, we make the simplification that the conditional probability p (il Xk,m[f]) ;

p (k) in (3.8). This approximation is possible in bit-interleaved coded modulation

systems such as the one under consideration. In this coded system, the coded bits

out of the channel coder of a given user are temporally correlated because of the

internal state of the coder. However, after pseudo-random interleaving and mapping

to constellation symbols, the resulting symbol values within a user's frame can be

approximately considered as uncorrelated and independent from one another [11],

which allows us to make the previous simplification. We replace the conditional dis-

tribution p (yI x) in (3.8) with the equivalent expression from the identity in (3.4).

The indexing variables f' and m' of the product in (3.9) are over all subcarriers and

all time slots.

After substituting (3.9) back into (3.6), we get the following (approximate) ex-

pression for the a posteriori probability:

p (xk,m rf] Y) C E 1 (Ym''] I Xm' [f']P ()) P Xk,m [f]). (3.10)

The a posteriori probability is a function of Xk,m[f] and hence terms in (3.10)

independent of Xk,m[f] remain constant over the summation and can be factored out to

be absorbed into the proportionality relation. Additionally, the terms in summation

over elements not related to not related to m and f can be also be factored out. The



a posteriori probability can be simplified to:

P(xk5,m[f]Iy) Cc Z p(ym[flixr[fI)p(:kr[f])P(Xkr[fl) (3.11)
Vm[fl]

oc E P(ym[fl]km[f, Xk,m[f]) ip (Xi,m [f])p (k,m[f])(3.12)

V3km[f] iEQ,
i#k

where the summation is now over all possible instances of the stacked (Q - 1) x 1

vector im[f] of other users' symbols (excluding user k) at time slot m and frequency

subcarrier f. Users' transmitted symbols can be assumed independent of one another

and hence p (km [f]) can be expanded as a product over the individual probabilities

of the Q overlapping users on subcarrier f and time slot m.

Our final result shows us that, at the receiver after all front-end processing, we

have converted the OFDM resource grid of subcarriers and time slots into a set of

fully parallel channels that can be treated individually during multiuser detection.

The a posteriori probabilities for the Q users' symbols on the tile at subcarrier f and

time slot m is only a function of the observation vector ym [f] = [y) [f], ... , y,) [f]]T

for that tile. When we perform detection on a subcarrier in the grid, all the statistical

properties can be determined from the antenna observations on only that subcarrier

tile.

3.3 Simplified Received Signal Model

As was demonstrated in the previous section, we can unstack the total vector obser-

vation y and approximately process each subcarrier tile separately. Figure 3-1 shows

an example scenario of the processing for one OFDM frame where Nr = 2 and Q = 2.

For ease of notation, and without loss of generality, we will drop the indices m and

f when considering detection a single subcarrier tile. Thus, the resulting simplified

observation model for a subcarrier at a single time slot is

y(r) hknr) Xk + n() (3.13)
k=1
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for one subcarrier

Ym[f] = Hm[f]xm[f] + nm[fJ

Figure 3-1: Transmission and reception of 1 OFDM frame through multiple antenna
channel for Q = 2 and Nr = 2. Observations have been converted to the frequency
domain.

where xk is the transmitted signal from the k-th user, hknr) is the channel gain coeffi-

cient from the k-th user to the nr-th antenna, and n( nr) is the complex additive white

Gaussian noise (AWGN) for this observation.

With N, total receive antennas at the base station, the overall received signal

observation can be stacked over the antennas and written in vector notation as

y = Hx + n given by:

y(1) h l
)  

h .. .•• hl) X1 n(l)

y(2) h 2)  . 2 (2)

y(Nr) hr) .... .. h. X n(Nr)
•X• o (•No)

(3.14)

where the H is a Nr x Q matrix of channel gain coefficients. The element in the

i-th row and j-th column of H is h•i) and corresponds to the channel gain coefficient

from the j-th user to the i-th antenna, where 1 < j _ Q and 1 < i < Nr. In this

setup, n E CNr and we will assume n _ Ca(0, U21) such that R{n} Nf(O, 2I) and

Q{n} JV(O, I) .

· · ·s · ·



Chapter 4

Standard Detection and Decoding

The received signal observation passes through four stages at the receiver: multiuser

detection, symbol de-mapping, code bit de-interleaving, and codeword decoding. The

goal of our multiuser detection block is to determine x = [x1 , x2,... , XNu]
T from the

observed y = [y(l), y(2),..., y(N,)]T, as noted in (3.14). This information gets passed

to a de-mapping block that uses the inverse mapping function 0- 1(.) to convert the

symbol information to code bit information and a de-interleaving block that restores

the original ordering of the code bits. The decoding process will take the output

from the de-mapper and determine an estimate I of the transmitted information

bits for that user. In the non-iterative receiver, the output of the decoding process is

generally the terminal end of the communication link from the mobile user to the base

station. It is clear that accurate detection and decoding are essential for a reliable

communication link and they therefore account for a significant portion of the receiver

back-end processing and complexity.

4.1 Optimum Bit-by-Bit Detection and Decoding

The optimal approach to multiuser detection and decoding, without regard to com-

putational complexity, is to perform them jointly as one process and to maximize

the a posteriori probability based on the observation y. This approach satisfies the

maximum a posteriori (MAP) criterion in that it minimizes the probability of error



on the information bits for each user [12].

If we wish to do MAP detection for user k's original sequence of information bits

bk of length Nb, the resulting expression that must be computed is:

bk,i = arg max p (bk,ily) (4.1)
bk,iE{O,+1}

where bk is the transmitted information bit vector. For a given user, this is done for

all bit positions i of the corresponding information frame at the time slot of interest.

This approach amounts to computing the marginal probability of bk,i by summing

the probabilities for each and all possible information codewords (i.e. all possible

information sequences of length Nb) that contain bk,i against all possible interfering

codewords of the other users. The probabilities are conditioned on the observation

y and take into account the corresponding code constraints of each of the Q users.

This is essentially a brute force comparison approach and is very computationally

intensive with complexity is on the order O( 2Nb'Q).

4.2 Separate MAP Detection and Decoding

Conventional approaches to detection and decoding separate the two operations in

order to avoid the overall computational complexity involved with joint processing.

The optimal MAP symbol detection scheme is to choose the estimate X such that it

minimizes the probability of error for that transmitted symbol. This is done by choos-

ing the candidate constellation symbol a to maximize the (a posteriori) probability

p(-) of the transmitted symbol Xk for the given observed received signal y[28 , 30],

which can be expressed as the following:

Xk = arg max p (Xk, = al y) (4.2)
akEnk

where Lk is the estimate of the transmitted symbol from user k, at a given subcarrier

tile. The symbol that is chosen will be an element of that user's constellation set

Ofk. As we have justified in the previous chapter, we can perform multiuser detection
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Figure 4-1: Receiver chain implemented at the base station. The order of processing
steps in the decoding blocks is the reverse of the corresponding steps in the transmitter
chain. This example shows the detection and decoding process for one data frame
with N, tiles and Q = 2 users.

on a subcarrier observation without regard to its absolute time or frequency indices.

From an intuitive standpoint, this separate "optimal" symbol detection approach is

sub-optimal to the joint detection and decoding approach in that detection is done

individually across subcarriers without regard to the underlying code structure of the

bits.

The MAP estimated symbols for each user on each tile are then de-mapped to form

estimates of the transmitted code bits sequences, which are then de-interleaved and

sent to the appropriate user's decoder to finally produce estimates on the information

bit sequences of each user. Dynamic programming algorithms such as the Viterbi

algorithm [31] minimize computational complexity of maximum likelihood sequence

estimation and are often used in this non-iterative, separate detection and decoding

framework . Figure 4-1 depicts the described receiver chain flow, starting from the

signal observations into the parallel bank of multiuser detectors (for each tile) and

ending with decoded information bit estimates output from the parallel bank of single

user decoders.
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The detector just described produces hard decisions on the symbols of the users.

Hard decisions amount to thresholding calculated continuous values (such as on the

a posteriori probabilities in (4.2)), which results in a loss of information. For better

performance, the MAP symbol detector can alternatively be designed to produce soft

output values, which in this case would be the a posteriori values for each of the

possible constellation symbols for each user (i.e. p (Xk, = akly), Vak E £, and Vk).

We can see that in order to produce a hard decision, these sets of values must be

computed regardless. As an example, if user k were transmitting using a 4-QAM

constellation where £2k = (a(0), a(l), a( 2) , a(3) }, the multiuser detector would calculate

and output the set of probabilities p(xk = a(o)I y), p(Xk = a(1)l y), p(xk = a(2)l Y),

p(xk = a(3)1 y) for that user. This set would then get de-mapped and translated to a

posteriori probabilities, or equivalently log-likelihood ratios, on each code bit of the

code sequence. For this soft information framework, the decoder would be designed

to accept soft valued likelihoods for the bits of the code sequence. One common

implementation for efficient soft-input decoding of convolutional codes is the BCJR

algorithm [32].

4.3 Linear MMSE Detection and Decoding

Oftentimes, the computational complexity of the required processing for hard and

soft MAP symbol detection is also too high for practical implementation. The order

of complexity in a multiuser optimal MAP symbol detector is typically exponential in

the number of users and their constellation sizes. Similar to the optimal joint detec-

tor/decoder, the optimal symbol detection approach essentially resorts to comparing

the sets of all possible combinations of transmitted symbols across all interfering users.

As a result of this high computational complexity, linear (and non-linear) multiuser

detection methods have been developed that trade off much of this complexity for ac-

ceptable decreases in performance [28, 30]. These linear methods have the attractive

property that complexity that scales linearly with the number of interfering users Q.

One such approach to detection is linear Minimum Mean-Squared Estimation



(MMSE). Multiuser detection via MMSE is additionally well-suited for multiple an-

tenna receiver systems with spatial diversity. The MMSE detector in the multiple

user and multiple receiver antenna scenario uses optimum combining methods across

the antennas based on the estimated spatial signatures of the interfering users. The

spatial signatures to each of the antennas provide a basis for the received signal space

and the filtering operation with the MMSE filter amounts to projecting the observa-

tion in the space to optimally suppress multiple access interference and maximally

combine signal components along the given user's spatial signature [2, 3, 22]. Esti-

mates can be produced based on these scalar filtered observations for each user. The

base station receiver is essentially taking advantage of the spatial diversity provided

by the multiple antenna channel.

To optimally combine the received observations across the multiple antennas, the

receiver must adaptively (i.e. for each tile) calculate a filter wk for each user k,

satisfying the MMSE criterion. The filter is designed to minimize the mean-squared

error of the filtered output and the actual transmitted symbol xk:

Wk = arg min E 1IXk - H 2 (4.3)
wkECNr

Zk

= arg min E { ( - wHy)H( z - wHy)} (4.4)
WkECNr

= arg min [Ixk 2 + wHE{yyH}w - 21Z{wHE{xky}}] (4.5)
wkEC

N r

We define wk to be of dimension Nr and zk to be the complex MMSE filtered output

for the kth user. The complex filter wk that satisfies the above expression is of the

form wk = E{yyH}-IE{x4y}. We can use the fact that y = Hx + n to simply as



follows:

E{yy H} = E {(Hx+ n)(xHH + nH)} (4.6)

= EHHH + a2I (4.7)

E{4xy} = E {x(Hx + n)} (4.8)

= HE {xx} + E{n}E{Xk} (4.9)

= EHek (4.10)

The vector ek is Q x 1 with the k-th element set to 1 and the others set to 0. The

expression E {x(x} in (4.9) can be rewritten as E {x2} ek if we make the reasonable

assumption that different users' symbols are uncorrelated. The expression E {x 2} is

the variance of the transmitted signal and hence also the energy of the transmitted

signal. We will alternately define it as E, and assume it is be normalized to 1 unless

otherwise noted. Using the expressions in (4.7) and (4.10), the form for the output

of the MMSE filter, zk for user k, can be expressed as:

z = Hy (4.11)

= hH(HHH + a2I)-ly (4.12)

where hH is the conjugate transpose of the k-th column of the channel matrix H. In

a hard detection scheme, the multiuser detection block consists of a bank of MMSE

filters on each of the tiles in the data frame of interest. For each tile, filtered outputs

are calculated for the Q interfering users according to (4.11). Each output zk will

be used to produce hard decisions for the estimated symbols Xk on that tile. This

is done by demodulating the output zk using the minimum distance criterion to the

constellation symbol set Q2k. The remainder of the receiver chain process is similar to

that of the framework initially shown in Figure 4-1.

The MMSE detector can also be implemented to produce soft output values.

The output of the filter zk can be translated to a set of a posteriori probabilities

for each possible transmitted symbol ak E Ok similar to the soft optimal symbol



detector described in the previous section. The filter output-to-a posteriori conversion

leverages the property that the output of the MMSE filter has an approximately

Gaussian distribution [30]. This process will be further elaborated in Chapter 5.



Chapter 5

Iterative Detection and Decoding

In the standard, non-iterative receiver, the multiuser detection block and single user

decoding blocks work in a serial fashion to produce estimates of the information bits

in a one-shot approach. The general goal of the receiver is to minimize the probability

of error on the information bits and it is known that the iterative framework originally

developed for the "turbo" decoding approach for parallel concatenated codes [33] can

be extended to the multiuser detection and decoding problem we are concerned with

to greatly improve performance [34]. Frameworks for iterative (turbo) detection and

decoding have been previously developed for multiuser CDMA systems, narrowband

TDMA systems, and single-user MIMO links [12, 14, 13, 26, 27, 25, 15]. The purpose

of this chapter is to describe the details of a iterative multiuser detection and decoding

receiver developed for our OFDMA scenario.

5.1 Application of Turbo Principle to Detection,

Decoding

The "turbo principle" [9]is a general framework for iterative message-passing algo-

rithms designed for statistical inference problems. A turbo system consists of an

iterative processing loop made up of smaller constituent algorithms. The individual

constituent algorithm blocks take in observations and produce statistical inferences



on those observations. These blocks will then pass their inferences in the form of

messages amongst themselves so that each block can incorporate the new incoming

messages with their observation input. Through each iteration of this process, the

individual blocks can recalculate their inferred information outputs based on the orig-

inal observations and the received information messages of the other users. The idea

here, and the foundation for turbo loop processing, is that there is a statistical inter-

dependency between the inference calculations of each of the algorithms and that it

can be exploited through message passing. The result is that the inferred informa-

tion produced by each block will become increasingly refined through the successive

iterations until the total inferred information is shared between the blocks and the

statistical inferences converge.

An important point about well-formed turbo loop systems, which affects conver-

gence behavior, is that the messages passed amongst constituent algorithms should

only contain "new" information inferred in the most recent iteration by the block

sending the message [34]. Similarly, a constituent block should not receive messages

that were derived based on messages originally calculated and output by that con-

stituent block. If this were the case, that block would then be using its previously

calculated message to refine its new inference message. These positive feedback paths,

which can introduce limit cycles and induce unreliable performance, are undesirable

and hence avoided by requiring constituent blocks to exclude input information from

its output inference message [11]. From the viewpoint of a constituent algorithm

block, the input messages contain the "a priori" information of the inference calcu-

lation and the output messages will contain "extrinsic" information of the inferred

information.

Before detailing the how this turbo loop is applied to our receiver, we will first

review the standard non-iterative receiver framework described by Figure 4-1. In the

non-iterative receiver operating with soft information, the multiuser detection blocks

produce a posteriori probabilities (APPs) of the constellation symbols of the indi-

vidual users based on inferences from the received structure of the multiple antenna

signal observation. The APPs on the symbols are de-mapped and translated to prob-
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Figure 5-1: Illustration of the basic framework for an iterative detection/decoding
turbo loop for a user k. The detection block incorporates all observations pertaining
to user k and the decoding block is individualized for user k.

abilities on code bits, based on the constellation in use by the given user. The code bit

probabilities are then converted to equivalent likelihood ratios and are de-interleaved

to undo the original interleaving at the transmitter end. The single user SISO de-

coders receive these soft-valued likelihoods on the code bits and, through its own

statistical inference and knowledge of the code structure, produce soft-valued APPs

on the bits of the original information sequence. Hard decisions can then be made

on the information bit LLRs to obtain the estimated information bit sequence. The

decoder block is oftentimes implemented with the soft-in, soft-out BCJR algorithm

when operating on convolutional codes. This type of setup is commonly known as bit-

interleaved coded modulation and can be adapted into an iterative turbo processing

loop[12, 14].

The inference messages travel in a one-way fashion, from the detector block to the

decoder block in the non-iterative receiver. The detector and de-mapper operate with

no knowledge of the coded structure of the transmission. However, there is clearly

revealing information within the code that is being used by the decoder. The SISO

decoder can be adapted to produce updated likelihoods (or equivalently APPs) on

the code bits, in addition to the likelihoods on the information bits. These code bit

APP messages contain some amount of "new" information inferred by the decoder

block based on the code structure not known at the moment to the decoder block.

This "new" information can passed back from the decoder to the detection block in

the opposite direction so that it can be used to improve upon the initial calculations



provided by the detection block.

At this point it becomes clear how the turbo principle can be applied to the

receiver end of our overloaded OFDMA system. The constituent algorithms of the

turbo loop in the context of our joint multiuser detection and decoding problem are

the bank of multiuser detector blocks for each of the subcarrier tiles and the set

of single user SISO (soft-in soft-out) decoder blocks as seen in Figure 4-1 from the

previous chapter. The general message-passing procedure just described implements

the turbo loop shown in Figure 5-1. The messages are labeled from the viewpoint of

the detection block and follow the principles of a well-formed turbo loop.

The task of the detector block is to produce and pass inference messages of the

symbols conditioned on the observation and the "prior" information on the symbols

produced by the SISO decoding block. In our system, the decoder for user k should not

use likelihood information derived from the prior probability of symbol Xk when that

information was calculated by the detector block from that same decoder's previous

output messages. Hence the extrinsic message produced by the detector contains

"new" information being gleaned from the current iteration that is separate from the

"prior" input information.

The depiction in Figure 5-1 combines the specifics of single user decoding into the

SISO decoding constituent block. The de-mapping and de-interleaving processes take

the incoming extrinsic symbol probability messages and convert them to extrinsic

likelihoods on the code bits in the order the decoder expects. The main component

of the block is the BCJR decoding algorithm, which produces extrinsic likelihoods

on the code bits and the corresponding information bits. For the next stage of the

iteration, the extrinsic likelihoods on the code bits are converted to a priori symbol

probabilities. These are the output messages of the block that are passed back to the

detector block for additional iteration.

This iteration of information passing and re-calculation between the constituent

blocks can ultimately improve the joint multiuser detection and decoding performance

to approach that of parallel single user performance [12, 23]. We will now present the

detailed derivations for the detection and decoding blocks for our OFDMA system in



the remainder of the chapter.

5.2 Optimal (Turbo) MAP Detection

This work will mainly focus on the formulation and implementation of the multiuser

detectors for the subcarrier tiles within this iterative joint detection and decoding

framework. In this section, we will formulate the optimal MAP detector for use

within this turbo loop.

Multiuser detection in our OFDMA can be parallelized and done on a subcarrier

tile-by-tile basis, as we had demonstrated in a previous chapter. Hence, the task of

the multiuser detection process for one subcarrier tile will be to calculate the extrinsic

probabilities of each of the symbols ak E k for each of the k users, 1 < k < Q where

Q is the overloading factor for that subcarrier tile. To get the extrinsic probability,

it is first useful to derive an expression for the a posteriori probability p(xk = akI y),

conditioned on the observation of one subcarrier tile y:

p(xkIy) = k p(y, x k)p(xk) (51)
p(zkpy) (5.1)

p(y)

c Zp(ylxk, Xk)P(Xk)P(k) (5.2)
Vxk

oc p(yx) p(xi) 'P(xk) (5.3)

where p(xk = akly) has been written as p(xkly), implicitly assuming that the in-

stances of random variable for the transmitted signal Xk are constrained to the can-

didate values ak E k. For ease of notation, the other probabilities are also denoted

in this shortened notation. The expression in (5.1) is obtained by re-writing the left-

hand side using Bayes' rule and then expanding the conditional probability p(yl Xk) to

it's marginalization summation. The marginalization is the summation of p(y, xk xk)

over all possible vectors xk, the vector of the stacked transmitted symbols of all users

except user k, i.e. xK E Q-1). An identical formulation of this expression throughk



the application of the Sum-Product Algorithm for factorgraphs is described in [34].

The resulting expression for the a posteriori probability p(zkly) in (5.3) is in-

tentionally written as the two terms separated by the braces to note the extrinsic

and a priori contributions. The first term (with a scaling constant) is referred to as

the extrinsic probability of the symbol xk and the second term (also with a scaling

constant) is known as the a priori probability of symbol xk. The extrinsic and a

priori probabilities will be expressed in notation as p(e) (Xk) and p(a)(Xk), respectively.

In an iterative framework, the a priori probabilities on the symbols (obtained from

the previous iteration) are inputs to the multiuser detector blocks at the start of the

current iteration. As can be seen in (5.3), the extrinsic probability for a symbol for a

user k takes into account the priors of all the other (interfering) users, but excludes

the prior about that symbol itself. This is to avoid the affect of positive feedback

described earlier, as the prior for symbol xk was derived based on the extrinsic of Xk

of the previous iteration.

The multiuser detection block will output a set of extrinsic probabilities (for each

of the candidate symbols in Qk) of the form:

p(e)(Xk) c E p(ylx) 7 p(a)(xi), (5.4)
Vxk i$k

which leaves us with the task of calculating the conditional probability p(y x) of each

term of the summation. Using the received model y = Hx + n, we can rewrite the

conditional probability as

p(ylx) = exp - (y - my)H(y - my) (5.5)

-( exp 2 ly - Hxl2) (5.6)

where y can be considered a Gaussian random vector observation over the N, antennas

distributed as y , CAr(my, a21). When conditioned on the transmitted symbol x

(i.e.x = a) and a given channel gain matrix H, the mean vector is my = Hx, which

is substituted into (5.5) to give the more familiar form [27, 28] for the conditional



For each tile (i.e. V f: m):

MUD P•- 1,m j (set of extrinsic probabilities for each symbol in user s constellation)

for
YmIf] --I  SC

time slot m

{PRi} {Pm.i,,}

(set of a priori probabilities for each symbol in user's constellation)

Figure 5-2: Schematic for a single multiuser detector block for a given subcarrier tile.
It receives the signal observation vector and priors as inputs and outputs a set of
extrinsic probabilities for each of the Q interfering users.

probability seen in (5.6).

We can insert the expression in (5.6) into the extrinsic probability expression in

(5.4) to get:

p(e)(Xk) = Q exp -1IY - HxI2 -lp(a)(xi) (5.7)
Vxk  i k

The normalization factors and constant factors have been lumped together and are

expressed in the constant asuch that the set of p(e)(xk) for all symbols in Q2k form a

valid probability distribution. In the optimal MAP detector, each multiuser detector

block on each tile will receive a set of priors for the symbols of each user and in

turn, produce a set of extrinsic probabilities for each of the Q users on that tile.

A schematic for this input and output relation of a single multiuser detector block

operating on a single tile is shown in Figure 5-2.

5.3 Reduced Complexity MMSE with Soft I.C.

The complexity involved in calculating each extrinsic probability for each possible

symbol of the constellation can get to be quite large and unfeasible in actual system

implementation [12, 7]. Therefore it is of interest to explore reduced complexity

detection, using linear and non-linear methods of calculating p(e)(xk), to fit in our

iterative framework.



We start with the received signal model y = Hx + n where y is a Nr x 1 vector

of the received signal, x is a Q x 1 vector of the transmitted symbols of the users we

are trying to detect and decode, and H is a Nr x Q matrix of the channel coefficients

estimated by the receiver. Similar to the non-iterative scenario, we are looking to

apply MMSE filtering to the observation at each detector block for every iteration. It

is not immediately clear however, how the multiuser detector blocks will incorporate

the a priori data from the decoders from the previous iterations.

When detecting for a user k, the available a priori information gives us proba-

bilities of the other users' signals, which can be used to estimate their interference

contributions. Hence, we will perform soft interference cancellation on the observed

signal y based on the available a priori probabilities of the other users symbols before

applying the MMSE filter. At the detector, soft estimates can be formed for each of

the k E Q users as follows:

k = = akp(a)(Xk = ak), for all k = 1,...,Nu. (5.8)
Vak Ek

When performing detection for user k, we want to cancel out the other users' inter-

ference components from the total received signal y, i.e. soft symbol estimates of

all symbols except for user k's symbol. We will denote the vector of all soft (esti-

mated) symbols except for user k's symbol as ik. If for example k = 3 and Q = 4,

:ka = [l,1 Z2,0, 01 4] T .

Using the received signal model y = Hx + n, we denote the received signal for user

k after soft interference cancellation as fk = H(x - kk) + n. The MMSE filter will be

applied on the post-cancellation signal to further suppress the residual interference

and hence should be based on the statistical properties of yk. Similar to how we



derived (4.5), (4.7), and (4.10) we can write the filter components as the following:

E{Yk kH} = E { (H(x - i~) + n) ((x - i_)HHH +n H ) } (5.9)

= H Cov(Ix - iJk)HH + a 21 (5.10)

E {xk:k} = E {x* (H(x- ki) + n)} (5.11)

= HE {x*(x - Rk)} + IE{n}lE{Xk} (5.12)

= EHek. (5.13)

The constant E, is the energy of the transmitted symbol (i.e. Ejixk 2), and is of-

ten considered as normalized to 1. In the above equations, we will denote Ak =

Cov(x --,) for notational ease. Ak is a diagonal matrix such that [Ak]kk = 1 and

[Ak]jj = Var(uj) for all j $ k where uj is the uncancelled interference of user j. In

other words, the diagonal entries of Ak represent the energy of user k's signal and the

remaining interference energy components of the other users j. The expression for

the variance of the uncancelled interference can be simplified as follows:

E {Ixj -_ 12} =E •{jx 2j} -_1.j2. (5.14)

where Cov(Ix - ji 1) is equivalently written as E { xj - ij12}. On successive itera-

tions through the turbo loop, these variances should tend towards zero, as the soft

interference estimates become more accurate with increasingly refined a priori inputs.

The filter *k is of the form wk = E{ykkH }- E{x*:k}, which involves the inver-

sion of an Nr x N, matrix. This can be a computationally intensive task but we can

use the fact that H is a N, x Q matrix and use the matrix inversion lemma to instead

get by with inverting a Q x Q matrix. For the purposes of reliable multiuser detection,

we normally limit the system such that Nr > Q. This leads to a smaller matrix in-

version calculation which can give a savings in complexity. We use the known matrix

identity found in [35]

(I + AB)-'A = A(I + BA)-1 (5.15)



to write Wk, after substitution of (5.10) and (5.13), in the following form

Wk = (HAkHH +a2I)-'Hek (5.16)

= 2(I+ 1HAkHH)-1Hek (5.17)
01

= a2H(I + 2 AkHHH)-'ek (5.18)

= H(2I + AkHHH)-'ek. (5.19)

The output of the MMSE filter after soft interference cancellation for the k-th is then

-k = wkH yk. We can use (5.19) to expand the output of the filter for user k as

- H- (.0

Zk = kk (5.20)

SeT(a2I + HHHAk)-'HH(y - HiR ) (5.21)

= eT(a 2I + HHHAk)- 1(HHy - HHHik). (5.22)

If this were a non-iterative system with hard decisions on the symbols, the filter

output ik would be thresholded to produce the closest constellation point. However,

as shown in Figure 5-2, the multiuser detector block is expected to produce extrinsic

probabilities so we must convert the filtered output to a probability.

It is known that the output ik of the MMSE filter has a Gaussian distribution

and that it can be represented as ik = IkXk + mk where mk - CNA(0, v2) [30, 12].

The distribution of 4k can then be parameterized by pk and vk, which are be derived

as follows:

1k = E{ZkX*} (5.23)

= E{vkH kZ } (5.24)

= ~HE {(H(x - ik) + n) x;} (5.25)

= -H Hek (5.26)



where Hek can also be written as hk, the k-th column of H and

v2 = E{ k I2} - (EI{ |kl})2  (5.27)
SE{Hk YkH*k } -- (5.28)

w= EkE{kkH } E{?k kH}-1Hek --2 (5.29)

= 2HHek - 2  (5.30)

= -/1  (5.31)

Using these parameters, it is now possible to construct expressions for the extrinsic

probabilities that are to be passed to the soft decoder. We know that the MMSE filter

output has a Gaussian distribution k CAf(/kak, vk) when k is conditioned such

that Zk = ak where ak E Qk. This allows us to write each extrinsic probability of the

symbol set as:

p(e)(zXk= ak) cc p(1k ••= ak) (5.32)

= aexp (-~Ik - Ikak 2 , (5.33)

where a in the final expression is some constant normalization factor. The multiuser

detector will calculate extrinsic probabilities p(e) for all Q users on the subcarrier tile

and for each symbol in each user's constellation set 2, i.e. {p(e)(Xk = ak)}VakEOkVk E

{Q}. These extrinsic probabilities for user k are a functions of ik and hence implicitly

conditioned on the received observation y and the a priori probabilities {p(a)(xi =

ai) }vajEa,ifk.

5.4 SISO Decoding for Iterative Framework

When decoding a data frame of Q overlapping users, the receiver will have a bank of

N , (one for each subcarrier tile) total multiuser detector blocks (of the form seen in

Figure 5-2) implementing either the optimal MAP detection algorithm or the reduced-

complexity MMSE algorithm with soft interference cancellation. The SISO decoding



Multiuser Detectors Single user SISO block
(for all users)

Figure 5-3: Schematic of the the single user SISO decoding of the turbo loop from
received messages of MUD block. One note is that most SISO decoders are designed
to produce APP LLRs on the code bits. Our turbo loop is designed to pass only
extrinsic messages so the input message is subtracted from the output message to
remove the a priori contribution.

of each of the Q users is done separately and in parallel of one another. A SISO

decoder block for a given user will need to receive the set of extrinsic probabilities of

all the possible candidate symbols ak E k for each of the individual tiles in the data

frame being decoded. These sets for each user k can be gathered from the bank of

multiuser detectors and passed to each k-th user's SISO decoding block, as shown in

Figure 5-3.

For a given user k, the N, sets of extrinsic probabilities must be de-mapped

to a N, • log2 M sequence of code bit likelihoods, where M is the size of user k's

constellation. We know that each of the N, transmitted constellation symbols (i.e.

Xk) is mapped to a code bit pattern vector /(Xk) --+ [C, ... , Clog2 M] T via some known

mapping function. The de-mapper first derives extrinsic probabilities on each of the

code bits ck,i in the codeword for the data frame by the following calculation:

p(e)(ck,i = 1) = P(e)(Xk = ak) H P(a)(Ck,n) (5.34)
Vak:ck,i=l n$m

P = o) = o0 P(e) (Zk= ak) p(a)(Ck,) (5.35)
Vak:ck,i=O n5m

We assume every possible candidate transmitted symbol ak in the M-QAM constel-

Multiuser Detectors 
Single user SISO block

(for all users)

0 a 0



lation is mapped to a known unique bit pattern O(ak) -+ [c1,... , Clg 2 M] T Of length

log 2 M. In (5.34) and (5.35), the summation is over the candidate symbols (of the

transmitted symbol Xk from which it was mapped) that can be mapped from the

code bit pattern vector containing ck,i. The product is over the prior probabilities

for the mapped bit values of the symbols akchosen for the summation, excluding

the the bit ck,i. The constants 31 and 30 are the appropriate normalization factors.

These extrinsic probabilities on code bits are calculated in turbo fashion with the

similar marginalization approach used to find extrinsic probabilities on the candidate

transmitted symbols ak and take into account the prior code bit probabilities (i.e.

LLRs).

The extrinsic probabilities for each of the code bits i of user k can be equivalently

represented as a single log-likelihood ratio:

A) (ck) = log p(e)(k,i = 1)(536)
k p(e)(Ck,i = 0)5

A sequence of length N,· log2 M of log-likelihood ratios (LLRs) is assembled for

the code bit sequence and passed to the de-interleaver to undo the interleaving effects

and to re-order the bits to the order expected by the SISO decoder. The SISO

decoder receives this sequence of LLRs on the code bits and produces a sequence of

APPs on the information bits and a sequence of the updated APPs of the bits in

the codeword. Because we are working with LLRs, the input to the SISO decoder

(which is essentially the a priori information of the code bits) can be subtracted from

the output code bit APPs to produce the extrinsic LLRs of the code bits, as seen in

Figure 5-3.

To continue the iterative process, the extrinsic code bit LLRs are re-interleaved

and re-mapped to produce the sets of a priori probabilities on the symbols in the

data frame. The re-mapping process converts the sequence of code bit probabilities

p(a)(ck,i) to prior symbol probabilities that are passed to the detector block in the

form p(a)(xk = ak). These are calculated as follows:



log 2 M

p(a)(Xk = ak) = J p(a)(Ck,i) (5.37)
i= 1

where the product is over the log2 M code bit priors of the mapped bits of the par-

ticular symbol Xk = ak and y is another normalization constant. These sets of

probabilities {p(a)(Xk = ak)} of candidate symbols ak E Qk on each tile get gathered

and passed to the appropriate multiuser detector blocks to start the next iteration of

the turbo loop.



Chapter 6

Simulation Framework

6.1 Goals of Simulation

The purpose of Monte Carlo numerical simulation will be to understand and charac-

terize the general performance of the multiple antenna base station receiver imple-

menting the iterative detection and decoding methods described in Chapter 5. We

will avoid focusing on overly specific system scenarios and instead apply more general

system parameters that remain realistic and extensible to a wide range of setups.

The main focus of the simulation will be the error-rate performance of the iterative

detection and decoding algorithms and hence the most precision will be afforded to

the implementation of those blocks. When possible, other aspects of the simulation

framework will be abstracted away or generalized into concise forms.

Because of the OFDM modulation being used, each channel resource (i.e. block

of subcarrier tiles that hold one data frame of modulation symbols) can be processed

and treated separately. The OFDMA system can be viewed as a set of parallel com-

munication links, where each link consists of a channel resource and the Q overloaded

users. Rather than simulate with the intent of examining overall system-wide per-

formance, we will rather focus on performance at the individual physical layer link

level, namely the decoding of overlapping data frames of Q users on a single channel

resource. This allows us to abstract away many of the extraneous details of higher

layer implementation.



System Paramter Value

Carrier Frequency 1.9 GHz
System Bandwidth -10 MHz

Chip period 100 ns
FFT/IFFT size 1024 samples

Subcarrier spacing -10 kHz

Table 6.1: Summary of system simulation parameters

The prime issues of interest in the simulation are the gains of iterative processing

with respect to: the tradeoffs of performance with computational complexity, the

effects of the overloading factor Q on individual single user performance, and the

impacts of spatial diversity on performance. The choices of system parameters and

decisions in the framework design are made to most conveniently probe these specific

system aspects. The choices for non-essential parameters are made arbitrarily and

can often be substituted with other realistic values.

As a note, the simulations are implemented in Matlab code for convenience and

because of the availability of built-in toolboxes for common communication system

simulation functions.

6.2 System Parameters, and Basic Assumptions

We are interested in simulating the transmitter and receiver sides of a synchronous

uplink OFDMA system operating over a multiple antenna, multipath channel. We

choose the system to operate at a carrier frequency of 1.9 GHz with a system band-

width of approximately 10 MHz and a corresponding time sample (i.e. "chip") period

of 100 ns. The size of the DFT and IDFT used by the transmitters and the receivers,

respectively, will be set to 1024 points for a total of 1024 available subcarriers in the

frequency domain. In practice, a portion of these subcarriers are set to be "guard"

carriers and are hence unused but we will not model this in our system. The main

parameters for the simulation are summarized in Table 6.1.



6.2.1 Synchronization

It is first important to define the meaning of "synchronous" for our multiuser system

setup. As described in the previous chapters, the base station receiver will receive a

superposition of the time-domain signals of all users within the system. The receiver

will then matched filter (with the square root Nyquist shaping pulse) and sample the

continuous time signal get the equivalent discrete time samples. The receiver will then

take a length N segment of the samples (corresponding to one OFDM symbol) and

take the DFT to get observations in the discrete frequency domain (i.e. subcarriers).

For this process to work properly and to allow for the receiver to recover the

users' signals on the subcarriers they were originally transmitted on, the users pass-

band modulators must be synchronized to the carrier frequency of the base station

demodulator. Additionally, the users must transmit in a synchronous fashion such

that their OFDM symbols (in the time-domain) arrive within the appropriate OFDM

symbol period windows to the base station's time reference. This is a complex task

because of propagations delays caused by the physical distances the signals must

travel. However, the synchronization does not need to be achieved at the level of in-

dividual time samples (i.e. chips) but rather to within the interval of the cyclic prefix.

Users' transmitted OFDM symbols that arrive within the cyclic prefix time interval

of the base station's OFDM symbol period reference time can be adequately resolved

(when coupled with proper channel estimation) in the frequency domain after the

application of the DFT. This is because of the cyclic properties of the transmitted

symbols with the addition of the cyclic prefix and the fact that time shifts and delays

correspond to complex phase rotations in frequency. Hence, slightly misaligned users

can be tolerated, as the channel estimation at the receiver can be used to correct

for the phase rotations of the received observations. Synchronization of individual

users with the base station is achieved through training sequences, pilots, and dedi-

cated timing estimation algorithms and will be abstracted away from the simulation.

Detailed analysis of OFDMA synchronization issues can be found in [18].



6.2.2 System Resources

Using the previous assumption that users within the system are synchronized to

the central base station, the users' notion of the available channel resources will

correspond to that of the base station's. As mentioned in the previous chapter, a

single user's channel assignment will consist of a block of frequency subcarrier tiles

on which it will modulate its frame of data symbols. For the purposes of our system

simulation, this channel resource unit will consist of 16 contiguous subcarriers for 8

OFDM symbol periods for a total block of 128 subcarrier tiles, or exactly one data

frame of transmitted symbols. Each user in the system will be assigned a single

channel resource unit and overlapping users will overlap on all the tiles within their

assigned block.

Additionally, for purposes of simplicity, users are assumed to be perfectly power-

controlled such that the averaged received signal energies for each user seen the base

station are equal.

6.2.3 Channel Estimation

Since processing in OFDM is done in the frequency domain, we will be interested

in the frequency responses of each of the subcarrier tiles within a channel resource

block during detection and decoding. These are obtained through pilot-aided channel

estimation algorithms. The pilots are generally known symbols embedded into set tiles

of the block. Estimation is performed by interpolating the observed pilot responses

over the entire data frame to capture temporal and frequency correlation. Channel

Estimation algorithms for adaptive antenna array systems are developed in detail in

[17]. However, we will assume perfect channel estimation algorithms and that the

channel response on each tile is known at the receiver.



Parameter Value

Code Rate (Convolutional), R 1/2
Encoder Constraint Length, v 7

Information Frame Size 122 bits
Codeword Size 256 bits

M-QAM Constellation Size 4
Channel Assignment Width 16 subcarriers

Channel Assignment Duration 8 OFDM symbol periods
Data Frame Size 128 symbols

Table 6.2: Summary of parameters for transmission and reception.

6.3 Implementation Parameters and Guidelines

The framework is designed to simulate the transmission and reception of data frames

with the focus on a single channel resource within the 10 MHz frequency band. For

every data frame period, there will be a set of Q overlapping users that will be detected

and decoded for.

6.3.1 Transmitter

Each of the Q users will have an independently generated source of information to

transmit over the channel. We will assume the information is efficiently source-coded

such that the sequence of bits being generated behaves as a Bernoulli random process

(i.e. memoryless, equal probability of O's, l's). The sequence of information bits is

then to be passed to a convolutional encoder for channel coding. The convolutional

encoder will apply a rate 1/2 non-recursive, non-systematic code (NSC) with a con-

straint length of 7 and the commonly used generator polynomial (in octal form) of

[171,133]. The incoming information sequence will be packaged into segments of 122

bits for the encoder. Each segment of bits corresponds to the total information bits

to be transmitted in one data frame. The 122 bits will be combined with the termina-

tion bits for the encoder to produce information words of size 128 bits and codewords

of 256 bits. The summary of parameters for data transmission (and reception) are

summarized in Table 6.1.

The resulting sequence of coded bits will be mapped and modulated into the



physical data frame for transmission. However, before mapping, the code bits of the

codeword to modulation symbols, the code bits are first interleaved to approximately

eliminate correlation between the eventual mapped symbols and to reduce the effect

of bursty channel errors for the receiver. The interleaving pattern is unique for each

user and pseudo-random such that it is known at the receiver and is reversible. This

sequence of 256 interleaved coded bits is then mapped to modulation symbols chosen

from each user's M-QAM constellation set. In keeping with the goal of being general,

we will assign all users to be transmitting the same unit energy 4-QAM constellation.

In reality, the choice of constellation set can differ for each user and be adaptive to

maximize data rate for given channel conditions and error rate requirements. Because

M = 4, each symbol will be Gray-mapped from a log2 M segment of the coded bit

sequence. The mapping block will therefore produce a sequence of 128 constellation

symbols to be modulated onto the subcarrier tiles. This sequence will be placed onto

the 16 subcarrier x 8 OFDM symbol period grid in some pre-determined pattern

known to both the transmitter and receiver.

The physical unit for transmission of each user is an OFDM symbol and hence

the data frame to be transmitted is buffered and transmitted over 8 OFDM symbol

periods. Along with the 16 assigned subcarriers per OFDM symbol, the remain-

ing subcarriers within the 1024-point frequency band are loaded with values of 0

such that the user does not cause interference to other channel resources. The data-

embedded 1024-point set of discrete frequency points is passed through an IDFT unit,

implemented with the IFFT algorithm, to produce a time-domain sequence of 1024

chips/samples. These time-domain samples are pulse interpolated with square root

Nyquist pulses for carrier frequency modulation and transmission over the channel.

For the purposes of our simulated system, we will not model the time-domain conver-

sion and interpolation procedures and instead assume ideal functionality. As we have

shown in Chapters 2 and 3, the OFDM modulation allows us to efficiently simulate

and process data transmission and reception in the frequency-domain.
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Figure 6-1: Example of a power delay profile for a single realization of a discrete-time
multipath channel h, with 6 non-zero taps.

6.3.2 Multipath Channel

The effects of the multipath channel can also be modeled in the frequency domain

as a set of flat-fading complex channel gains, assuming the subcarrier widths are less

than the coherence bandwidth of the channel and the channel is underspread (i.e.

the delay spread is less than the coherence time of the channel) [1]. A data frame

being simulated consists of 8 OFDM symbol periods. Normally, the mobility of the

channel (i.e. speed of the user relative to the base station) determines the Doppler

spectrum and the temporal correlation of the channel. However, we will consider a

low mobility case such that the channel can be considered static for the duration of

the data frame transmission. Since we are treating the transmitted data as frequency

domain values, we are interested in obtaining frequency domain values of randomly

generated (but realistic) channel realizations. The existing models for multipath

channels and MIMO channels [36, 37] are based in the time domain however so we

will first generate realizations of the multiple antenna channel in the time-domain.

We will use the ITU Pedestrian B channel with a non-uniform power delay profile

(PDP) for our underlying channel model [38]. The Pedestrian B channel can be

modeled as a tapped delay-line of discrete taps at predetermined locations in the time

domain. We will assume a highly scattering environment such that each non-zero tap

hi of a channel realization can be modeled as a sample of a Rayleigh fading distribution

hi - C.A(O, al) and that the total power gain of the channel is v, IE { 17z(2 = 1.

An example of the power delay profile for a single channel realization is illustrated in

i i



Tap No. Delay (ns) Relative Power (aor)
1 0 0.406
2 2 0.330
3 8 0.131
4 12 0.064
5 23 0.067
6 37 0.002

Table 6.3: Parameters for tapped delay-line model of ITU Pedestrian B channel.

Figure 6 - 1.

The parameters used to model our Pedestrian B channel are shown in Table 6.3.

For purposes of simplicity, the total power of the channel impulse response is generally

normalized to 1 such that the channel has on average, unity power gain, as can be seen

in Table 6.3. Our system simulations will use these channel parameters to generate

random tapped delay-line.

The ITU Pedestrian B channel model provides the parameters to generate single

realizations of single-input single-output (SISO) channels. Since we are considering a

multiple antenna array at the receiving basestation we will need to extend the model

for SISO channels to multiple-input multiple-output (MIMO) channels, or more tech-

nically in our case, single-input multiple-output (SIMO) channels. A SIMO channel

can be viewed as a collection of SISO channels from the user's single transmitting an-

tenna to each of the multiple receiver antennas at the base station. As an extension,

the collection of SIMO channels for each of the users can be viewed as a single MIMO

channel of geographically distributed transmit antennas. Due to possibilities of a less

than ideal well-scattering environment, the MIMO/SIMO channels can suffer from

the effects of transmitter and receiver correlation. Because of assumed geographical

separation of users and independent local scattering environments, our simulation

will make the assumption of no transmitter-side correlation.

We will start by generating a SISO channel for each user-receiver antenna pair

where each tap is a sample of the appropriate Rayleigh processes. To model receiver-

side correlation, we will color (i.e. apply correlation to) each randomly generated

set of SIMO channel realizations on a tap-by-tap basis, since taps within a realiza-



tion are independent of one another [39]. A given user will have a discrete tapped-

delay line channel to each of the Nr base station antennas. For each tap 1, we will

start with a randomly generated set of the complex gains to each receiving antenna:

hi = [h(1),.. , hNr)]T. We will produce a colored set of channel responses through a

correlation matrix R to give us the new set of correlated complex gains hz for the tap

of interest:

v 1--

hi = RWhz (6.1)

Correlation matrices for antenna arrays are commonly modeled with an exponen-

tial correlation model R = [pli-J] i, such that the entry of the Nr x Nr matrix in the

i-th row and j-th column is pli-jl where 0 < p < 1 and p is the correlation coefficient

between the i-th and j-th antenna of the receiver array [40, 41]. For example, if

N, = 4, the colored tap gain would be calculated as follows:

(1) 1 p p2 p3  V(1)

) p 1 p p2  h2)
h1(6.2)

hl (3) P2 P 1 P h3)I I
(4) Pj 3 2 p 1 (•4)L h p p

This model is intuitive in the physical sense that, assuming the antennas are

indexed in spatial ordering from i and j, correlation decreases exponentially with

physical antenna separation. Our simulation will explore the effects of different values

of p on the receiver performance. The set of taps within each channel realization are

colored through this approach to yield a set of colored time-domain channel responses

to each of the correlated receiver antennas.

6.3.3 Multiple Antenna Receiver Front-End

We will not model the physical effects of antenna configurations, and to remain as

general as possible, we will be considering uniform linear arrays of antennas at the

base station with spacings of half wavelengths or greater. Additionally, we will be



considering arrays of 2 and 4 receiver antennas, which dictates that we will be dealing

with 2 x 2 and 4 x 4 channel matrices H for each subcarrier tile in the data frame.

In a real system, channel estimation is performed to obtain frequency fading gains

on the subcarrier tiles to each antenna from each of the given users. For example,

in the scenario of 4 receiver antennas (N, = 4) and 4 overlapping users (Q = 4), the

receiver will calculate a total of 16 channel estimates per subcarrier tile and assemble

them into the appropriate channel matrix H for use in detection. Since we are not

modeling the details of channel estimation, we will assume the frequency fading gains

to each of the antennas are perfect and use the channel realization generated in the

previous section. We are interested in the frequency-domain representation of the

channel and hence we will take the DFT of the colored time-domain realizations

generated for the antennas to obtain correlated frequency-domain fading gains on

the subcarriers. Again, as a note, we will assume the channel realizations are time-

invariant in the duration of a data frame (i.e. 8 OFDM symbol periods).

Because of Parseval's relation [19], the average energy of the frequency responses

(for each user) on the subcarriers across the entire frequency band is equal to the

average energy of the time-domain channel response and hence unity in our case:

N-1 N-1

Z [hk,nl 2 = ý J hkf 2 =1 (6.3)
n=O f=O

where the time-domain summation is over an N-sample window containing the 6

taps (in the Pedestrian B channel) of a user k and where the summation in frequency

is over all N subcarrier responses for that user k. In our simulation, this relation will

apply to each of the SISO links making up the total MIMO channel.

6.3.4 Iterative Receiver and Performance Measurement

The simulation will examine the performance of the two iterative detection algorithms

in the context of the iterative receiver design described and elaborated in Chapter

5. The detection block will implement either the optimal MAP symbol detection

algorithm of Section 5.2 or the MMSE detection algorithm with soft interference



cancellation described in Section 5.3. In the decoding block, the mapping and inter-

leaving functions (in both directions of the loop) operate with knowledge of the users'

constellation types (i.e. 4-QAM for all users) and their pseudorandom interleaving

patterns, respectively. Likewise, the SISO decoder is implemented using the BCJR

algorithm with knowledge of the generator polynomial for the convolutionally coded

bits.

We will be testing the scenarios of 2 receiver antennas with 2 overloaded users

(N, = 2, Q = 2), 4 receiver antennas with 2 overloaded users (Nr = 4, Q = 2),

and 4 antennas with 4 overloaded users (Nr = 4, Q = 4). The other principle issue

of interest in our simulations will be the effect of the receiver antenna correlation

at the base station and hence we will simulate cases of low (p = 0.25), moderate

(p = 0.50), and high (p = 0.75) antenna correlations with the goal of determining

the robustness of the optimal and reduced complexity MMSE iterative algorithms

in the different receiver antenna and overloading factor scenarios. We will measure

performance for different levels of iteration (1-3 iterations) with the single iteration

case being equivalent to measuring the non-iterative receiver performance. For a point

of performance comparison, and to judge the interference suppression capabilities of

the algorithms relative to one another, an additional set of simulations will be run

for the single-user, non-iterative, non-overloaded OFDMA scenario.

The simulation is run using each set of complete parameters for a range of ES/No

(SNR) values to measure and plot bit-error rate (BER) performance. To compute

BER performance at a given E,/No value and iteration stage, hard decisions are made

on the information bit LLR outputs of each users SISO decoder at the end of that

iteration stage and compared to the original transmitted information bit words for

the corresponding users. Any bit error within a transmitted frame constitutes a frame

error for that entire transmitted frame. The total number of individual bit errors for

each frame in error are recorded and the simulation is run at that SNR value until at

least 100 frame errors occur per user during the third iteration stage.

The final bit error rate is calculated at the termination of the simulation by

dividing the total observed bit errors by the total number of bits transmitted in



the total frames transmitted. This includes the frames with bit errors and the frames

with no bit errors:

total bit errors
122 x (total frames tx to acheive 100 frame errors)

where the denominator is multiplied by 122, the number of information bits in one

information word.



Chapter 7

Numerical Results and Discussion

7.1 Simulated Cases

This section will present a summary of the numerical results obtained from Monte

Carlo simulation of the iterative detection and decoding algorithms implemented

in the system framework described in Chapter 6. We are mainly interested in the

information bit error performance of the turbo Optimal MAP symbol detector and the

turbo MMSE filter with soft interference cancellation. The results will be presented

in the form of bit error-rate (BER) curves plotted with respect to the signal-to-

noise ratio (i.e. E,/No) per receiver antenna. The users' transmit powers are scaled

and normalized to transmit at unit energy and the multipath channel has also been

normalized to have, on average, unity gain on the subcarrier frequency responses.

To observe the effects of co-channel (i.e. inter-user) interference, we have simulated

cases of the overloading factor set to Q = 2 and Q = 4. To observe the effects of

spatial diversity, we have simulated scenarios with the number of receiver antennas

set to N, = 2 and N, = 4. The antenna scenarios have been simulated for high

correlation (p = 0.75), moderate correlation (p = 0.5) and low correlation (p = 0.25)

coefficient values.
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Figure 7-1: BER vs E,/No curves for 2 Rx antennas, 2 users, p = 0.25.

7.1.1 Case 2x2 (2 Receiver Antennas, 2 overloaded users)

As a note for this simulation case and the following cases, the sample points of the

collected results show a certain amount of variance especially at the lower ranges of

ES/No. This is a result of the simulation conditions we have imposed and the relatively

small number of transmitted frames required to achieve the target frame error rate

for termination. The high variance reflects the range of performance demonstrated by

the iterative algorithms in randomly generated multipath MIMO channels at those

E,/No values.

Low Correlation (p = 0.25)

Figure 7-1 presents the simulated BER versus EI/No performance comparison be-

tween the two iterative detection algorithms, optimal MAP symbol detection and

MMSE filtering with soft interference cancellation, aggregated over the two users,

with respect to single user performance in a 2 antenna receiver channel with a low

correlation coefficient (p = 0.25).

The performance of the optimal MAP and MMSE algorithms after one iteration

is essentially the performance of the respective non-iterative receivers. The MMSE

68
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Figure 7-2: BER vs E,/No curves for 2 Rx antennas, 2 users, p = 0.5.

algorithm performs poorly compared to the optimal MAP algorithm and its curve has

a much slower rate of descent with increasing E,/No. The optimal MAP algorithm

performs much better in the first iteration and is on average, about 1 dB worse than

the single user performance. After additional iterations however, both the optimal

MAP and MMSE algorithms approach single user performance very closely. The soft-

interference cancellation of MMSE algorithm provides larger gains with increasing

E,/No. In both scenarios, it can be seen that most of the iterative gain is exploited

by the second iteration, with the third iteration providing only marginally small

benefit. An important note is that the low-complexity MMSE filter approaches the

performance of the much higher complexity optimal MAP algorithm with increasing

of E,/No even after only two iterations.

Moderate Correlation (p = 0.5)

Figure 7-2 presents the simulated BER versus ES/No performance comparison be-

tween the two iterative detection algorithms, with respect to single user performance

in a 2 antenna receiver channel with a moderate correlation coefficient (p = 0.5).

The performance of the algorithms at p = 0.50 closely mirrors those of p = 0.25,
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Figure 7-3: BER vs E,/No curves for 2 Rx antennas, 2 users, p = 0.75.

the higher correlation of the former causing about a 1 dB loss in performance to each

of the scenarios. The increased correlation between antennas leads to a decrease in

the available spatial diversity of the channel and hence lower average performance.

High Correlation (p = 0.75)

Figure 7-3 presents the simulated BER versus E,/No performance comparison be-

tween the two iterative detection algorithms, with respect to single user performance

in a 2 antenna receiver channel with a moderate correlation coefficient (p = 0.75).

As expected, the increase in channel correlation and the decrease in spatial diver-

sity causes an additional degradation in performance. Also, due to the high channel

correlation, we see the slope of the MMSE BER curve start to taper off with higher

E,/No. However, the important point again for all three correlation levels is that

performance disparities between the high complexity MAP detection algorithm and

the low complexity MMSE algorithm diminish even with only one additional iteration

of the detection/decoding loop.
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Figure 7-4: BER vs E,/No curves for 4 Rx antennas, 2 users, p = 0.25.

7.1.2 Case 4x2 (4 Receiver Antennas, 2 overloaded users)

Low Correlation (p = 0.25)

Figure 7-4 presents the simulated BER versus ES/No performance comparison be-

tween the two iterative detection algorithms, aggregated over the 2 users, with re-

spect to single user performance in a 4 antenna receiver channel with a low correlation

coefficient (p = 0.25).

Compared to the 2x2 case, we have increased the degrees of freedom and spatial

diversity within the channel with the two additional antennas without increasing the

overloading factor. Understandably, performance for the p = 0.25 case is much im-

proved over the corresponding cases in the 2 receiver antenna setup. The optimal

MAP and MMSE algorithms approach the single user performance limit more closely

with iterations than the 2 antenna case, as the effect of specific poor channel real-

izations can be averaged out by antenna diversity. We see again that most of the

performance gains from the turbo loop are harnessed after 2 iterations.
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Figure 7-5: BER vs E,/No curves for 4 Rx antennas, 2 users, p = 0.5.

Moderate Correlation (p = 0.5)

Figure 7-5 presents the simulated BER versus E,/No performance comparison be-

tween the two iterative detection algorithms, with respect to single user performance

in a 4 antenna receiver channel with a moderate correlation coefficient (p = 0.5).

The increase in correlation causes approximately a 1 dB loss in performance in

all cases compared to the low correlation case in the 4 receiver antenna setup. How-

ever, the performance still approaches that of the single user scenario with increasing

E,/No.

High Correlation (p = 0.75)

Figure 7-6 presents the simulated BER versus E,/No performance comparison be-

tween the two iterative detection algorithms, with respect to single user performance

in a 4 antenna receiver channel with a high correlation coefficient (p = 0.75).

In addition to a shift in the curves (corresponding to a performance loss), the

increased correlation causes both algorithms to fail to match the single user perfor-

mance with successive iterations. The correlation of the receiver antennas is likely to

be causing an amount of unresolvability in the interfering signals of the users that
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Figure 7-6: BER vs E,/No curves for 4 Rx antennas, 2 users, p = 0.75.

limits the improvement from iteration of the turbo loop. Similar to the 2 receiver

antenna case, the high correlation causes the MMSE algorithm curve to taper off from

the optimal MAP and single user curves at higher E,/N,.

7.1.3 Case 4x4 (4 Receiver Antennas, 4 overloaded users)

Low Correlation (p = 0.25)

The optimal MAP algorithm for the 4 user scenario is exceedingly complex and is

infeasible in realistic implementation because of the exponential growth in complexity

with the number of users. Hence we will restrict our focus to the reduced complexity

MMSE algorithm with soft interference cancellation. Figure 7-7 presents the simu-

lated BER versus E,/No performance of the MMSE filtering with soft interference

cancellation algorithm, aggregated over the 4 users, with respect to single user per-

formance in a 4 antenna receiver channel with a low correlation coefficient (p = 0.25).

We first notice that, in contrast to the 2 user cases, there is additional perfor-

mance gain in the third iteration of the turbo loop. Because of the higher overloading

factor, we are expecting more overall residual interference at every iteration stage
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High Correlation (p = 0.75)

Figure 7-9 presents the simulated BER versus ES/No performance comparison be-

tween the two iterative detection algorithms, with respect to single user performance

in a 4 antenna receiver channel with a moderate correlation coefficient (p = 0.75).

With high receiver antenna correlation, the performance degrades significantly

from the moderate and low correlation scenarios. The benefits of additional iterations

of the turbo loop also diminish more rapidly than the moderate and low correlation

scenarios. Similar to the previous cases, the additional antenna correlation is most

likely hindering the ability of the optimum combining MMSE filter to resolve and esti-

mate the interfering users' contributions and hence its ability to improve performance

through iterative interference cancellation.

7.2 Discussion

The results of numerical simulation clearly show the performance benefits of iterative

detection and decoding in low to moderate receiver antenna correlation scenarios. The

iterative processing does provide gain even in the highly correlated receiver antenna
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Figure 7-9: BER vs Es/No curves for 4 Rx antennas, 4 users, p = 0.75.

cases but not in the drastic manner of the low and moderate cases. The iterative

turbo loop provides a feasible approach to mitigating cochannel interference when

the non-iterative algorithms are either too complex or cannot achieve the desired

error performance.

From the results we can also see the tradeoff of complexity with performance

between the optimal MAP symbol detector and the MMSE filtering approach. In the

2 user scenarios, the MMSE algorithms were able to approach non-iterative optimal

MAP algorithm performance after only 2 iterations (for p = 0.25) while taking 3

iterations in the 4 case (for p = 0.25). Additionally, at higher E,/No, the iterative

optimal MAP and iterative MMSE algorithms were able to achieve very close to single

user performance. The performance of the MMSE algorithm in the 4 user, 4 receiver

antenna shows to be promising for low to moderate values of p. Implementation of the

optimal MAP algorithm in this scenario is unrealistic and hence a reduced complexity

algorithm such as the presented MMSE algorithm must be used if the channel is to

support 4 overloaded users.

The original motivation behind developing these iterative detection and decoding

algorithms was to provide a feasible receiver implementation for overloaded OFDMA

n
'



systems. As we can see from the results, additional receiver antennas provide the

means (i.e. spatial diversity and degrees of freedom) to support multiple independent

users on a MIMO channel when coupled with iterative receiver processing. The

4 antenna, 2 user case provides gain over the 2 antenna, 2 user case due to the

additional spatial diversity provided by the 2 additional antennas. It is also clear

that additional antennas provide better performance in highly correlated scenarios,

as it provides more opportunities for antenna diversity in our exponential correlation

model. One possible approach to mitigating the poor performance of the highly

correlated 4 antenna, 4 user case would be to increase the number of receiver antennas

and use an antenna selection algorithm for reduced-complexity optimum combining

(i.e. MMSE filtering), which instead would come at the cost of additional hardware

complexity [42].

It should be noted that the complexity in the iterative detection and decoding is

shared between the detection algorithms we have explored and the remainder of the

decoding block, including the mapping, interleaving, and SISO decoding processes.

Hence the additional cost of each turbo loop iteration must be considered when de-

ciding to implement either the non-iterative or iterative optimal MAP and MMSE

algorithms in practice.

7.3 Topics for Future Study

7.3.1 Imperfect Channel Estimation

Our system framework and simulation parameters were designed with the assumption

of perfect channel estimation of the users' channels at the base station receiver. Of-

tentimes, this is an overly optimistic assumption and scenarios of channel estimation

error should be explored in depth. Because of the complex interdependencies of the

constituent algorithms the iterative processing loop, it is difficult to generalize the

effects of channel estimation error on the overall error performance. It could be likely

that the performance and efficiency of the channel estimation algorithm could put



practical bounds or limitations on the marginal benefits of iteration.

7.3.2 Unequal Power Users for Soft Handoff Scenarios

The optimal MAP and MMSE algorithms currently assume equal received power from

the overloaded users of interest. This is a reasonable assumption to make in a tightly

power controlled cellular system. In this case, the users will receive commands from

the base station for adaptively adjusting its transmitted power to the base station.

We are operating under the design assumption that the base station will control the

powers to receive equal power levels from all users within its cell.

However, there may be certain scenarios where this is not desirable or possible.

One such case is for the implementation of uplink soft handoff between two or more

base stations receivers in a multiple-cell network. The overloaded users within a

data frame being processed at a given base station receiver may consist of users

transmitting from other neighboring cells. These other-cell users will also be in active

communication with the base station of its primary cell and hence will be power-

controlled to the assigned power level of that cell. Due to path loss and shadowing of

the transmitted signal through the wireless channel, there is likely to be unequal levels

of received power from the interfering users seen at the given base station and the

formulation of the algorithm parameters must be re-formulated to take into account

the relative power levels between the users. Previous works have shown that unequal

received power levels can actually be beneficial for overall aggregate performance [12].

7.3.3 Hard/Soft Combination Interference Cancellation

At the end of each iteration, the SISO decoder will produce APP LLRs on both the

information bits and the code bits. The decoder can make temporary hard decisions

on both the APP LLRs of the information bits and the code bits. If a frame error

has not occurred, the hard estimate of the information bits should exactly produce

the the hard estimate of the code bits when passed through convolutional encoding.

We can use the fact that codespaces of convolutional codes are designed for maxi-



mal Hamming distances between codeword sequences to make the approximation that

if the re-encoded estimates of the information bits equal the current estimates of the

code bits, the probability of the information bit estimate containing errors is small.

This is because the probability of codeword mismatches are very small in properly

designed decoders. We can be leverage this to trigger early termination of the detec-

tion and decoding processes of the users who meet this criterion in early iterations

and save computational resources. Additionally, once a codeword match has been

found through the described information, the prior symbol information being sent

back to the detection block can be approximated as perfect "prior" symbol proba-

bilities for that user. This procedure of hard interference cancellation in conjunction

with the soft interference cancellation may or may not provide reliable performance

while reducing the total iterations required by the detection and decoding loop.

7.4 Concluding Remarks

The scope of this thesis has been the formulation of an iterative multiple antenna

receiver framework based on optimal MAP and reduced complexity MMSE multiuser

detection algorithms. We explored the implementation issues associated with de-

signing such a system in an overloaded cellular OFDMA framework and developed a

simplified but realistic model for numerical simulation and performance verification.

The benefits of OFDMA are that it eliminates the need for complex time-domain

equalization procedures and that detection across subcarriers can be performed in-

dependently and in parallel. Through Monte Carlo simulation techniques, we have

observed and analyzed the performance of the developed algorithms in the context of

correlated multipath fading MIMO channels.

From the error performance results, we have drawn conclusions regarding the

complexity tradeoffs of the iterative approach and the effectiveness of the iterative

detection algorithms in supporting overloaded OFDMA systems for a range of differ-

ent operating conditions. In SIMO/MIMO channels with low to moderate correlation

between receiver antennas, the results show that the performance of the presented



iterative detection algorithms approach single user performance. In all cases, the iter-

ative algorithms provide significant gain over the non-iterative approaches to detection

and decoding. The low-complexity iterative MMSE algorithm with interference can-

cellation, when combined with adequate spatial diversity, provides a feasible solution

to overloading standard OFDMA systems.
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