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Chapter 1

Introduction

Conversation is a collaboration. The sequence of utterances, “How are you today?” “Table for one please,” only makes sense because we understand the social and cultural context. This verbal exchange conjures images of a greeting between a customer and an employee of a restaurant. Taken out of context, these words appear to be a non sequitur, yet we understand them in the context of the “script” that we’ve all learned through myriad trips to a restaurant. These scripts serve as the common ground for the collaborative activity of dialogue, which allows the two actors in the script to move jointly towards common sub-goals, which may ultimately contribute to different role-dependent goals. In this case, the goal for the customer is to have a nice meal at the restaurant, while the waitresses’ goal is to sell a meal at good price.

We look forward to a future where robots collaborate with humans in the home and workplace, and virtual agents collaborate with humans in games and training simulations. A representation of common ground for everyday scenarios is essential for these agents if they are to be effective collaborators and communicators. Effective collaborators can infer a partner’s goals and predict future actions. Effective communicators can infer the meaning of utterances based on semantic context. This thesis introduces a computational cognitive model of common ground called a Plan Network. A Plan Network is a statistical model that provides representations of social roles, object affordances, and expected patterns of behavior and language. I describe a methodology for unsupervised learning of a Plan Network using a multiplayer video game, visualization of this network, and evaluation of the learned model with respect to human judgment of typical behavior. Specifically, I describe learning the Restaurant Plan Network from data collected from over 5,000 players of an online game called The Restaurant Game.
This steak is rare. I asked for well done.

Oh, I'm so sorry. Let me get you dessert on the house.

Figure 1-1: The Restaurant Game was developed with the Torque game engine, and content from The Sims 2.

1.1 Motivation

Schank and Abelson (1977) were the first to recognize that providing machines with representations of common ground is essential for their understanding of everyday scenarios, but in 1977 they were ahead of their time. With the technological limits of the 1970's, they could only provide common ground in the form of hand crafted scripts. It would be a simple enough task to handcraft a restaurant script where a customer sits down and says "Bring me a steak", a waitress brings a steak, and the customer pays the bill. In reality, however, there is an infinite variety of action and dialogue sequences that take place in this scenario. There are limits to the range of behavior that human scripters can possibly anticipate. Hand crafted scripts are brittle in the face of unanticipated behavior, and are unlikely to cover appropriate responses for the wide range of behaviors exhibited when players are given minimal instructions to play roles in an open ended environment. Furthermore, scripted characters have no means of detecting unusual behavior. Today we can do much better.

Today, there are millions of people playing video games together online. Von Ahn recognized this potential, which he leveraged with The ESP Game (2004) to collect a large image labeling corpus. With The Restaurant Game, I have harnessed the power of the internet to quickly capture an identical scenario played by thousands of pairs of people. In four months, The Restaurant Game has generated a corpus of over 5,000 examples of dramatic role-play in a
restaurant environment. Each gameplay session takes an average of 10 minutes, and consists of about 85 physical actions and 40 lines of dialogue produced through the interaction of two human players. It’s safe to assume that any English speaking online game player is familiar with the social conventions followed in a restaurant, and subconsciously maintains a script for expected behavior in such an establishment. Over many games, we see that a Plan Network emerges, consisting of a common collection of goals, and a variety of utterances contributing to jointly satisfying these goals.

1.2 Learning Plan Networks

A plan refers to a sequence of actions taken to satisfy some goal. In the classical description of logical planning found in Artificial Intelligence textbooks like Russell and Norvig (1995), a goal is defined as some state of the world that an agent is trying to reach, and an action is an operation that changes the state of the world. The restaurant scenario consists of two agents (a customer and waitress) reaching a series of goal states. Social conventions require collaboration between the agents to reach many of these states. The first goal state is satisfied when a customer is sitting in a chair holding a menu. Social conventions require the waitress to show the customer to a table, and hand him a menu. Following goal states include the customer having eaten one or more dishes, the waitress collecting a paid bill, and the customer exiting the restaurant. A collaborative plan is formulated by the agents to accomplish each goal, and the restaurant scenario as a whole is accomplished through an ordered sequence of plans. The ordering of plans is not governed by physical dependencies -- a customer could choose to pay his bill before eating anything, however social conventions say that the waitress brings the bill after the customer has consumed his meal.

Each play session of The Restaurant Game produces a log file containing a trace of plan execution for the sequence of plans carried out by one pair of players. The trace provides a perfect record of actions taken by each player, and resulting changes to the state of the world. Since the initial state of the restaurant is the same for every game, and all state changes during gameplay are recorded, it is possible to learn the preconditions and effects of actions from the execution traces. Merging the execution traces from multiple gameplay sessions produces a graph-like network of actions, linked to one another by preconditions and effects. An agent who wishes to play one of the roles in the restaurant scenario can follow one of the paths in this network to guide his or her actions.

From a traditional A.I. planning perspective, what is learned from the execution traces is really an action network, because there is no explicit representation of the goals that the actors are trying to achieve. In this work, I am making the assumption that all behavior is intentional, and all state changes lead to a world state that is a goal or a sub-goal for the actors. In an unsupervised system that learns solely by observing physical behavior it is not possible to capture an actor’s intentions, but by computing the frequencies of action sequences, the system can filter out many of the world states that are unlikely to be goals of the actors. Given this assumption of intentional behavior, what was once an execution trace for a human player now becomes a plan to be followed by an agent. From an agent’s perspective, the network of actions is a network of potential plans, hence the name Plan Network. Merging the execution traces into
a graph of shared nodes provides agents with better coverage of the possibility space than could be achieved by selecting any single execution trace to follow.

Each node of the learned Plan Network is a physical action taken by either the waitress or the customer. By computing the statistics of actions taken by actors, the system learns social roles. For example, it learns that waitresses carry food from the kitchen to tables, and customers eat food while sitting at tables. Similarly, computing statistic of actions taken on objects allows learning role-specific affordances of objects. Chairs and stools are for customers to sit on. Steak and salad are carried by waitresses to tables, where they are eaten by customers. Automatically clustering objects by affordances into concepts like food and dirty dishes allows merging of action nodes that refer to these objects, producing a more generalized Plan Network.

Between each pair of action nodes in the Plan Network, there is a directed edge. An edge indicates that the system has observed one action following another. There is a probability associated with each edge, and a probability distribution at each node over all outgoing edges. Moving along an edge implies the passage of some amount of time, during which it is possible that the actors engaged in dialogue. The Plan Network stores all dialogue sequences observed between two actions with the associated edge. In effect, these dialogue sequences are clustered and grounded by the semantic context provided by the surrounding physical actions. The Plan Network provides a model of context that can encode different meanings of the same behavior given the physical positions of actors, the role of the agent, and the interaction history. For example, a waitress picking up a half-eaten steak from the table after the customer has eaten dessert, stood up, and paid the check is different from a waitress picking up the steak while the customer is still sitting and has just taken his first bite of steak. In the first case, the waitress is cleaning up a dirty table after the customer finished his meal. In the second, the waitress is probably bringing the steak back to kitchen because it was not cooked to the customer’s liking.

1.3 Evaluating Plan Networks

Learning a Plan Network from data is only a worthwhile pursuit if the learned model is of high quality. Quality is measured by how well the model’s assessment of likelihood for observed behavior and language correlates with human judgment of typicality, and how well the Plan Network covers the possibility space of what people will do in the restaurant environment. Graph visualizations of physical behavior and an interactive conversation browser alleviate the difficult problem of qualitatively evaluating such a large corpus. Quality can be measured quantitatively by borrowing modeling techniques from the field of Natural Language Processing. Chapter 5 demonstrates that the learned Plan Network does correlate well with human judgment of typical restaurant behavior by applying n-gram modeling techniques to estimate the likelihood of sequences of actions and words, and comparing these estimates to human ratings of 300 log files.
1.4 Outline of the Thesis

Chapter 2 reviews related work in the fields of cognitive science, chat bots, video games, and natural language processing. Chapter 3 describes data collection with *The Restaurant Game*, including details on the design and development of the game. Chapter 4 describes how Plan Networks are built and visualized from the raw game log data. Chapter 5 describes the evaluation methodology, and presents the results of the evaluation. Chapter 6 concludes with contributions of the thesis and a plan for future work.
Chapter 2

Related Work

This thesis draws from a range of influences, beginning with early work in cognitive psychology and chatbots, continuing through the latest innovations in computer games, language understanding, and learning plans.

2.1 Cognitive Psychology

Schank and Abelson (1977) introduced the idea that the human ability to understand stories and infer the missing details relies on the scripts that we’ve learned from childhood. Scripts consist of roles for people and objects in the story, entry conditions, and a sequence of scenes that capture a chain of dependent events at an abstract level. When we read that “John went to a restaurant. He ordered chicken. He left a large tip”, we can infer that he also sat down, looked at a menu, ate his chicken, and was pleased with it. These ideas were implemented in computer programs that relied on hand written scripts, and thus could only make inferences for questions predetermined by their programmers. Current computer game technology allows us to simulate a restaurant at a high level-of-detail, and exploit the gameplay experiences of thousands of players to capture a wider coverage of knowledge than could be hand crafted by a team of researchers decades ago.

Clark (1996) has theorized that language is a form of joint action. The actors in a dialogue can infer each other’s meaning because they are taking part in a joint project with a common goal, and shared common ground. Shank’s scripts are one example of common ground; knowledge of the situation that we can assume everyone shares. Within the script for dining in a restaurant, there are a number of joint projects, such as seating customers, taking orders for food, and paying the check. These joint projects are collaborative activities that require participation and communication from both the customer(s) and the waiter.

Clark views conversations as sequences of paired actions. Garrod and Pickering (2004) discuss a similar mechanism, and they argue that the existence of these paired actions reflects the fact that humans are designed for dialogue, rather than monologue. The conversation browser described in Chapter 4 demonstrates how the Plan Network captures and clusters paired actions, including speech acts in response to physical actions, and speech acts in response to other speech acts.

Bruner (1977) describes how two years olds acquire language through participating in social interaction language games. Through repeated interaction, an infant learns the social situation, which acts as scaffolding for language. Initially the language is redundant with the physical interaction. Over time, the child learns to predict actions, and is able to swap roles with the caregiver, and eventually substitute the redundant language for physical action. In a similar spirit, The Restaurant Game provides many examples of repeated interactions in the same social
scenario. These interactions provide scaffolding for the language that players use between actions, and allow the Plan Network to learn the semantic context of utterances. Chapter 4 demonstrates how this scaffolding can be leveraged for interactive browsing of learned conversations.

2.2 Chatbots and Video Games

The first chatbot was a virtual therapist named ELIZA (1966). While ELIZA’s memoryless, purely associative, bag-of-words conversational system was able to fool people in the 1960s, today’s audience is more sophisticated and demands more than templated, formulaic, canned responses.

Recently, an experimental game Façade (2005) has revisited the natural language problem, and has cast it within the context of a strong narrative. The human in Façade plays the role of a guest invited to a couple’s apartment for cocktails, and witnesses the breakup of their marriage. The player can interact with the environment and freely type conversational text. It took two researchers five years to handcraft scripts for Façade, and the game takes about 15 minutes to complete. In Schank’s work, hand crafted scripts lead to brittleness in handling unanticipated events. Hand crafted scripts in Façade force the narrative down one of the preconceived paths. In either case, the experience of a user interacting with the system will be limited by the range of user behaviors that the human script authors anticipated. This thesis takes first step towards automatically authoring a similar experience in dramatically less time by capturing human input and responses. Capturing what players actually choose to do in the environment, rather than what designers expect them to do, will provide responses to a wider range of player behaviors than a small number of script authors could anticipate.

The Sims (2000) designer Will Wright has coined the term massively single player game to describe his upcoming creation Spore (2008). As opposed to a massively multiplayer game, like World of Warcraft (2004), where thousands of humans play on-line together, in a massively single player game, each person plays the game alone, but benefits from the participation of potentially millions of other players on the internet. As players of Spore create unique creatures and environments, everything they create will be automatically uploaded to centralized servers, and shared with all other players. In this way, the game is constantly evolving on the player’s desktop.

Wright’s approach bears parallels to the Web2.0 movement, where users of MySpace.com and Flickr.com are empowered with tools to create shared content that benefit all other users. Luis von Ahn’s ESPGame (2004) is another multiplayer game that entices people to do Human Computation, where people do work that is difficult for machines but easy for humans, such as labeling images. Similarly, here we are trying to harness the power of the internet to attack the difficult problem of natural language. Like Spore, a game powered by a learned Plan Network would evolve and improve as people provided new conversational content by playing the game.

Orkin (2004, 2005, 2006) introduced the application of logical planning systems to video games to give agents adaptive reasoning capabilities in combat scenarios. In this planning system, plan operators were hand coded by an engineer, and communication and collaboration of agents was
implemented in an ad hoc layer above the planning system. This approach to planning for characters with a handful of goal, actions, and utterances worked well for a first person shooter genred game, but would be impractical for modeling the behavior and dialogue of multiple actors in a social situation. Chapter 4 provides data documenting the enormous potential plan space of the restaurant scenario that dwarfs any plan space found in a current generation shooter.

Many of the points raised by Barbara Grosz (1994) about collaborative systems are still yet to be addressed in computer games. Grosz describes how agents in collaborative systems need to plan jointly with a commitment to mutually supporting one another. The collaborative plan is not the sum of the individual plans. Agents need to assume an attitude of intending-that in respect to a coloration partner, in addition to the attitude of intending-to do things itself. A customer intends-to eat food, which is accomplished by intending-that the waitress will bring the meal that he ordered. Neither actor can complete the goals that make up the restaurant scenario on their own; at least not without breaking accepted social conventions. The role-specific visualizations in Chapter 4 illustrate how Plan Networks can equip agents with models of other minds. These models provide perspectives into the interleaved collaborative plan, guiding decisions of action selection that will lead to mutual support.

2.3 Language Understanding

Gorin, Riccardi & Wright (1997) demonstrated unsupervised language acquisition for the AT&T How May I Help You call routing system. Their system generated a database of utterances from 10,000 spoken transactions, and computed mutual information to extract salient phrases with high likelihoods of indicating a particular type of call; for example, distinguishing between customers with billing questions, and those wanting directory assistance.

Gorniak and Roy (2005) used Neverwinter Nights (2002) to demonstrate the effect of plan recognition on understanding language in the context of a physical situation. This study collected language from pairs of humans solving a puzzle involving movement between rooms, and unlocking doors. Gorniak and Roy demonstrated that a probabilistic plan grammar can be used to recognize affordances and predict the next human action. Their system could successfully handle underspecified, ambiguous language such as “Do it now!”

The Open Mind Common Sense (2003) project uses the internet to collect common sense facts expressed in plain English from a large number of people. GloBuddy (2004) is one OMCS application, where the user describes a situation in text, and the system offers potentially relevant phrases in a foreign language. This thesis combines these ideas, learning a Plan Network that combines action and language in a statistical model of common ground that associates relevant utterances with semantic context.

2.4 Learning Plans

There has been previous work on learning plans. Nilsson (1998) describes how Minton’s Explanation-Based Generalization (EBG) (1989) can be used to learn new STRIPS rules based
on previously existing STRIPS rules. EBG is a technique for generating new rules by composing existing rules with known facts about the world, and generalizing these rules for maximum utility. A number of researchers including Shen (1994), Gil (1992), Wang (1995), and Benson (1997) have explored learning *action models* for agents that have a large number of available actions, but do not know their preconditions and effects a priori. The process of building a Plan Network involves learning the action lexicon itself in an unsupervised, bottom-up manner directly from data. Zettlemoyer, Pasula, and Kaelbling (2005) learn STRIPS rules from training data in a stochastic 3D simulated blocks world with realistic physics. *The Restaurant Game* is not a stochastic environment. Effects of actions are deterministic, however the language used in dialogue between actors affects the probabilities of next actions. Furthermore, what separates this thesis from previous work on learning plans is that a Plan Network goes beyond learning planning rules by also learning socially acceptable sequences of plans.
Chapter 3

Data Collection with The Restaurant Game

*The Restaurant Game* launched online on February 21, 2007. 3,355 unique players have completed 5,200 games between February 21 and June 25, 2007. A game is considered complete if two players joined, both players typed chat text, and at least one player filled out the after-game survey. This chapter describes *The Restaurant Game* as a data collection device, and details the flow and sources of the data.

3.1 What is The Restaurant Game?

*The Restaurant Game* is a 3D simulation which anonymously pairs players online to play the roles of a customer and a waitress in a virtual restaurant. Each player is given a vague objective; the waitress tries to earn money, while the customer has dinner to satisfy his hunger. Players control characters from a first person perspective, and can manipulate objects in the environment, and type open-ended chat text to one another.

![The Restaurant Game Objective](image)

Figure 3-1: Vague objectives for the waitress.
The Restaurant Game affords players an unusual amount of freedom, compared to other games. While many players do what would be expected of people in a restaurant, players are free to take the story in any direction they choose, including stealing the cash register, eating the flowers, biting other players, and spinning around on the counter while holding the microwave. In spite of this apparent freedom, this thesis relies on shared assumptions of what one does in a restaurant to limit freedom in natural ways.

Within approximately 10 minutes, a pair of players play through a typical (or atypical) restaurant experience, including reading a menu, ordering food and drinks, eating, and paying the bill. All physical actions and chat text is logged on centralized game servers. The game concludes with a brief survey that asks players to describe the customer or waitress, and to speculate on the personality of the real person playing the opposite role.

3.2 Development of The Restaurant Game

I developed The Restaurant Game over the course of about five months. The game is built on top of the Torque game engine from Garage Games (2005, 2006). Torque was chosen for its cross platform support, networking capabilities, active online community, and its inexpensive licensing fee. The game runs on Windows and Mac OSX.

Most of the content (3D models, textures, and audio) in the game was exported from EA’s The Sims 2 (2004) with the help of a modding tool called SimPE (2004). I used Chumbalum Soft’s Milkshape3D (1996) to animate Sims models and to export models in Torque’s DTS format, and the QuArK (Quake Army Knife) (2001) level editor to construct the shell of the restaurant.
Multiple dedicated server processes are running on multiple machines. A dedicated server is a lightweight non-graphical application that hosts two players in a stand-alone instance of the restaurant. 10 or 20 of these server processes run on each machine. Over the course of the project a total of between 30 and 80 server processes have been running on between three and six machines; mostly Windows boxes with one Mac G5. With 80 servers running at the height of the project, 160 players could be accommodated in 80 simultaneous games. In reality, the traffic peaked at 16 simultaneous games, but running an array of servers provided redundancy in the event of server failure, and helped balance the load. Garage Games runs a Master Server that allows Torque client applications to find Torque servers over the internet.

3.3 Design Considerations for The Restaurant Game

The desire to capture an accurate model of conversational behavior in the restaurant scenario dictated a number of design requirements. The game needed to be accessible to a wide audience, encourage natural conversation, provide freedom for dramatic role-playing, and hold players interest long enough to complete one or more games. Following are the considerations taken into account to meet each of these requirements.

3.3.1 Accessibility to a Wide Audience

The game needed to be simple to play for people with any level of gaming experience in order to maximize the number of potential players, and to ensure capturing data from a large cross-section of the population. All interaction is mouse-driven with a point-and-click interface, and a pop-up interaction menu. The left mouse button selects objects to interact with, and the right mouse button moves the character. (Players with one-button mice can use the arrow keys to move). Moving the mouse controls the viewpoint of the player. Prior to joining a multiplayer game, a 5-10 minute tutorial walks the player through instructions on how to interact with the world, without assuming any particular role (waitress or customer). Players learn to pick up, sit on, eat, inspect, and touch things, and to create bills, chat, and order food.
3.3.2 Player Retention

Once a player with capable hardware has been enticed to install the game and complete the tutorial, there are a number of measures in place to encourage this player to complete a game online one or more times. Players are informed that will be credited as Game Designers on a future game generated with the data collected from completed online games. The open-ended nature of the game keeps the experience fresh. The post game survey also acts as a motivator to play multiple times. The survey asks players to speculate on the personality of the real person playing the other role, rating their intelligence, sense of humor, honesty, consideration, eloquence, and patience, and to guess their occupation, geographic location, gender, age, and what they eat for breakfast. Results of the survey are presented to the other player, accumulated and averaged over all games played. Players are motivated to see their cumulative survey evolve over several games; people love to hear about themselves. Finally, the amount of virtual money in each player’s account persists. Players start with $50, and usually spend this money as a customer and earn money as a waitress. The intent is to encourage playing multiple times in different roles, under different financial constraints.
3.3.3 Natural Conversation

It is important to ensure there are no interface obstacles to players conversing, in alignment with the goal of capturing conversation in context. Any keyboard input is treated as chat text, allowing players to freely type open-ended text to each other at any time, without having to press any buttons first. The first-person perspective was a deliberate design decision to encourage natural situated and embodied dialogue, with players facing each other. Players can only hear one another when the speaker is facing the listener. Otherwise, the listener receives a message that the other player is speaking with his or her back turned, or is speaking to the staff. The scripted chef and bartender will only acknowledge orders for food and drinks if the speaker is facing the staff member, and within a reasonable proximity.
3.3.4 Freedom for Dramatic Role-Playing

The premise of this thesis is that modeling behavior by observing thousands of players will capture behavior that human scripters would have never anticipated. To demonstrate that this is the case, players are given the freedom to play through the scenario any way they choose. Video games typically offer players context-sensitive interactions with objects, and many objects in the world are purely decorative and non-interactive. The Restaurant Game does not presuppose desired interactions, and instead allows the player to interact in a consistent way with every object in the game world. Players get satisfying responses from every object when they try to pickup, inspect, touch, eat, or sit on them. The effect of these actions on the world varies depending on the type of action. For example, food visually diminishes when eaten, while eating a chair produces a chomping sound with no visual change. Touching (or operating) the cash register produces a bill, touching the microwave results in beeping sounds, touching a plate of food rotates it on the table. The other player receives narration to clarify events that do not visually change the world (e.g. “Waitress bit the chair”).

The open-ended design of The Restaurant Game subscribes to Will Wright’s definition of “good game aesthetics.” As Wright describes in Feldman’s Gamespot interview (2003) about designing The Sims 2:

Players obviously enjoy being subversive to some degree. And so we want to provide that and let them know that we’re on their side in that way [...]. It’s just another form of a player taking control. I think for most people, their kind of general aesthetic with games is that the more I control this experience, the better the game is [...] in terms of [finding that] I can choose to go off into an interesting path, and the game will support that path. This animal we’re calling subversion is really just empowering the players to not hit walls as often [...]. At a fundamental level it’s kind of convergent with what I would call “good game aesthetics.”

Players have, in fact, surprised me with unanticipated behavior, such as making a margarita by carrying the fruit bowl from the kitchen to the bar and using the blender. More than a few players have chosen to dramatize what happens when the customer steals the cash register. In The Restaurant Game, the social scenario is known a priori, but this will not always be the case. As user-created content in virtual worlds like Second Life (2003) become more prevalent, agents in the future will require the ability to learn expected social behavior in novel situations.

Other than their outfits, the game does not enforce any assumptions about social roles. The waitress does wear a uniform, but either player can eat food, request menu items from the staff, and operate the cash register to create or deposit bills.

The open-ended nature of the game provides a challenge in knowing when to consider a game complete, as opposed to prematurely aborted, intentionally or unintentionally. For instance, relying on detecting that the customer has eaten some food and paid a bill presupposes assumptions about this scenario. Initiation of the post game survey provides a good indicator that at least one player feels that the scenario has concluded. The survey also helps screen out
data from troublemakers who are not interested in contributing to research, because these abusive players often choose not to fill out the survey.

3.4 Where Does Data Come From?

This project began with many concerns. Will anyone actually play this game? Will people be willing to install a unique stand-alone application? Will people manage to find partners online at the same time? I originally aimed to collect 1,000 completed games. To my surprise, this goal was achieved in under two weeks, and the project continued on to collect over 5,000 games. The servers are still up, and over 100 games continue to trickle in every week. Who are these people, and how did they find out about *The Restaurant Game*?

3.4.1 Rallying the Masses

On February 21, I started the servers and posted the project web page, http://theRestaurantGame.net, consisting of a brief description of the project and downloadable installers for Windows and OSX. The page encourages people to participate with the following enticement:

Contribute to the first collaboratively authored computer game and earn Game Designer credit!

*The Restaurant Game* is a research project at the MIT Media Lab that will algorithmically combine the gameplay experiences of thousands of players to create a new game. In a few months, we will apply machine learning algorithms to data collected through the multiplayer *Restaurant Game*, and produce a new single-player game that we will enter into the 2008 Independent Games Festival. Everyone who plays *The Restaurant Game* will be credited as a Game Designer.

I announced the project quietly on Game/Al, a blog shared by game industry AI developers with a small readership (bloglines.com reports 67 subscribers). Within the week, several other gaming-related blogs posted about the project, including Grand Text Auto and TerraNova. This provided a good crop of players for beta testing and tweaking/bug fixing before announcing the project to wider audience a week later.

Once all major issues were resolved, word went out via email to six game industry websites, five Mac websites, and acquaintances at 24 software companies and 12 universities with game development programs. In addition, I listed the game on two shareware download sites, and two friends distributed fliers at conferences (the Game Developers Conference, and Human Robot Interaction). The flier at HRI caught the eye of a reporter from *New Scientist* magazine who wrote a short article in March (2007). Digg.com and Del.icio.us icons on the project webpage also helped spread the word through social bookmarking. More recently, a PCWorld.com review of the game was highlighted on MSN.com, drawing another wave of players.
Table 3-1 details various gameplay statistics. A total of 5,602 players logged into the game, but many failed to find a partner online at the same time, and never tried again. The first player to join a server is always the waitress, who must wait for a customer to show up.

Table 3-1: Gameplay statistics from 5,200 games.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Players Logged In</td>
<td>5,602</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Players Who Completed Games</td>
<td>3,355</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Game Duration</td>
<td>11.18 min</td>
<td>9.82 min</td>
<td>94.2 min</td>
</tr>
<tr>
<td>Waitress Wait Time</td>
<td>2.41 min</td>
<td>1.12 min</td>
<td>78.31 min</td>
</tr>
<tr>
<td>Games Played Per Person</td>
<td>3</td>
<td>2</td>
<td>77</td>
</tr>
<tr>
<td>Games Over 20 min</td>
<td>427</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waitress Wait Times Over 20 min</td>
<td>31</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Below is a graph of the number of games completed per week. The peaks correspond to weeks when *The Restaurant Game* was featured on popular video game news sites, or on MSN. The March 24th *New Scientist* article was one of the biggest draws of players, but does not correspond to a peak on this graph; rather it lead to a longer lasting steady stream of new players.

**Figure 3-5:** Games completed per week.

The next graph illustrates the number of page hits to the project webpage per week, as reported by Google Analytics. Between February 21 and June 25, Google reports that the page has been hit a total of 49,343 times by 42,358 unique visitors.

**Figure 3-6:** Project web page hits per week.

In addition, 7,501 people have downloaded the game from shareware download websites. So, in total the project attracted an audience of $42,358 + 7,501 = 49,859$ people (who either read about and/or played the game). Dividing the 5,602 unique players who logged in by the audience of
49,859 people yields that about 11% of the audience actually played the game. The 3,355 players who completed games account for about 60% of those who logged in, and about 7% of the total audience.

3.4.2 Player Demographics

Other than confirming that they are over 18, the game does not request any personal information from players. A bit of information about players can be gleaned through volunteered information, Google Analytics, and automatic platform detection.

The game’s login process allows players to voluntarily self-report where they heard about the game. 87% of the players who completed games reported, and the results of the survey are below. “Game Industry Sites” encompasses 22 different game industry news and blog sites. “Word of Mouth” covers everyone who reported hearing about the game through friends, family, instructors, or colleagues. “Other” combines counts from 353 unique responses that did not fit any other category.

![Pie chart showing where players heard about The Restaurant Game.](image)

**Figure 3-7: Where players heard about The Restaurant Game.**

The client application detects the hardware and OS it is running on, and reports this to the server. The pie chart below details the number of games completed on each platform. Note that each game is played on two clients at once, so the total is 10,400 for the 5,200 completed games.
Google Analytics provides the geographic breakdown of where viewers of the project web page are located in the world. A significant number of players come from non-English speaking countries. The account creation process requires players to report their level of English proficiency, so that non-native speakers can be screened out if desired. The experiments in this thesis do not screen out anyone, but the results in Chapter 5 demonstrate that the statistical models are able to identify gameplay sessions containing foreign languages or broken English.
49,343 visits came from 6 continents

<table>
<thead>
<tr>
<th>Continent</th>
<th>Visits</th>
<th>Pages/Visit</th>
<th>Avg. Time on Site</th>
<th>% New Visits</th>
<th>Bounce Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Americas</td>
<td>28,554</td>
<td>1.24</td>
<td>00:00:42</td>
<td>84.40%</td>
<td>82.12%</td>
</tr>
<tr>
<td>Europe</td>
<td>16,103</td>
<td>1.20</td>
<td>00:00:30</td>
<td>87.28%</td>
<td>85.65%</td>
</tr>
<tr>
<td>Asia</td>
<td>2,676</td>
<td>1.21</td>
<td>00:00:33</td>
<td>89.65%</td>
<td>84.39%</td>
</tr>
<tr>
<td>Oceania</td>
<td>1,732</td>
<td>1.19</td>
<td>00:00:34</td>
<td>85.39%</td>
<td>86.55%</td>
</tr>
<tr>
<td>Africa</td>
<td>224</td>
<td>1.14</td>
<td>00:00:24</td>
<td>94.20%</td>
<td>86.61%</td>
</tr>
<tr>
<td>(not set)</td>
<td>54</td>
<td>1.13</td>
<td>00:00:20</td>
<td>92.59%</td>
<td>87.04%</td>
</tr>
</tbody>
</table>

Figure 3-9: Geographic distribution of players as reported by Google Analytics.

3.5 Lessons Learned About Game-Based Data Collection

There are many factors to consider when designing an online game for collecting data in the wild of the internet, and it is unlikely that the first iteration of the system will be perfect. This section describes lessons learned from the experience of launching The Restaurant Game; the first iteration of a data collection platform.
The design considerations detailed in section 3.3 contributed to the success of the data collection effort. The simple installation and user interface were amenable to a wide audience of thousands of players. Players seemed to enjoy open ended dramatic role playing and learning about others’ impressions of themselves through post-game survey. It is difficult to tell how much impact the enticement of Game Designer credentials on a future game had on players, but this gimmick certainly helped attract attention from blogs and news web sites. However, the first lesson learned was the danger of promising the public a deliverable based on novel research by a specific date. The project web page promises Game Designer credit on a new game that will be entered into the 2008 Independent Games Festival (IGF 2008). The goal of automating characters with the learned Plan Network remains, but this will not be achieved in time for the IGF 2008 deadline.

3.5.1 Lessons Learned About Publicity

Regardless of the outcome, the promise of entry into the IGF proved newsworthy. New versions of *The Restaurant Game* and support for additional platforms also provided newsworthy information to report, and re-generate excitement and awareness of the project. Updated versions were necessary to fix minor bugs and expand supported platforms, but were equally useful in generating press. Blogs and web sites only re-post about a project if there is something new to report. While the great majority of players were Windows-based, supporting multiple platforms was worthwhile for broadening press coverage. The Mac community greets cross-platform supported software with enthusiasm, and there are a variety of Mac web sites that reach a heterogeneous cross-section of the public.

The Mac web sites reached audiences for *The Restaurant Game* that I did not realize existed, like the food service and hospitality industries. The project attracted interest from producers of a BBC production about restaurant management, a blog devoted to hotel technology, and the National Restaurant Association. How the word of a project like this spreads is unpredictable. I learned two lessons from missed publicity opportunities.

Word of the project reached a journalist writing an article about AI in games for *The Boston Globe*. The article ran in June, and mentioned *The Restaurant Game*, but neglected to print the URL. It is best to explicitly ask that press coverage includes information necessary for readers who wish to participate in the research.

The second missed opportunity was related to the social bookmarking sites Digg.com and Del.icio.us. Unfortunately, the biggest spike in activity came early in the project when two video game news sites posted about it, before I had added the Digg and Del.icio.us badges to the project web page. Visitors who click these badges increment the count of the number of people bookmarking the page. Prominent link placement on the main Digg and Del.icio.us pages depends on the rate of increase of people clicking these badges. Had I added the badges from the start of the project, these social bookmarking sites may have helped the project reach a much wider audience.
3.5.2 Lessons Learned About Third Party Technology

When activity does spike, it is useful to know the source of the spike. I relied on Google Analytics to find referring sources of web traffic. This information is not only useful for planning where to advertise in the future, but also for observing what information players are sharing with one another, some of which may be malicious. I learned of a number of issues by reading forum posts to video game news sites that reported on the project.

Players were teaching each other to exploit a bug that allowed waitresses and customers to literally fly through the roof by picking up the object that the player was sitting on. Players familiar with the Torque game engine were able to open the console and type commands such as suicide, to kill and re-spawn a player, wreaking havoc on the scenario. Most alarming, some of these players were aware that the same Torque executable is used for the client and server, and were attempting to run their own servers. This would have been a disaster, as I would never have access to the data collected by these rogue servers. Fortunately, these deviants never figured out all of the command-line parameters required to start a server, and gave up. The lesson learned is that extra precautions need to be taken when using third party technologies. The Restaurant Game should have been released with the command console disabled, and server functionality removed.

3.5.3 Old Habits Die Hard

The video game press attracts many capable players with an interest in novel games, however these players bring habits learned from previous gaming experiences. The data reveals a number of prevalent habits such as trying to move the character with the AWSD keys (the standard control scheme for first person shooters), and beginning each line of chat text with the word text, as some online games require. These patterns are easy to detect and screen out of the dialogue data. Other habits highlight missing features that multiplayer gamers expect, and may be desirable in future data collection games. Players often try to augment the limited set of animations by typing World of Warcraft-style emotes, such as /wave, /weep, /kiss, /burp, or /applaud. These emotes do not currently result in any animations, but adding some of these animations might enhance the interaction, and allow the system to learn gestures and body language as well as spoken language. Additional interface problems were related to foreign keyboards, and one-button mice.
Chapter 4

Building and Visualizing Plan Networks

*The Restaurant Game* has captured a large quantity of data, but in its raw form, it’s not of much use to a human and much less to an agent. Following is an excerpt from a log file exported from one gameplay session.
Figure 4-1: A raw log file from a gameplay session.
These raw log files are difficult to interpret. It is straight forward to write a program that distills the logs into something that is more human-readable. Figure 4-2 shows the log file for the same game distilled into a script, which reads more like a theatrical script to a film or a play.

Figure 4-2: A filtered script, generated from a raw log file.
A human can read through an entire game in a few minutes. These scripts are useful for spot checking the data, but are not a practical solution to understanding our corpus as a whole. Reading 5,000 games would take over ten days, but more importantly, merely reading the scripts is not equivalent to understanding their commonalities and differences. A Plan Network provides a generalized representation that incorporates everything observed in all gameplay sessions. This representation gives humans the gist of the behavior in the restaurant scenario, and provides a means of predicting future actions and recognizing when things are going off-script. The next section looks at ways to visualize a Plan Network, before delving into the details of how to build such a model in section 4.2.

4.1 Visualizing Plan Networks

Each gameplay session is composed of interleaved sequences of physical actions and speech acts performed by multiple characters in various social roles. Pulling apart the data based on these categories will provide perspectives into the data that are easier for humans to comprehend, and more powerful for planning and recognition by an agent.

4.1.1 Graphing Physical Actions

Figure 4-3 re-renders the log file seen previously in Figure 4-1 as a directed graph of physical actions. For the most part, the graph follows a linear path from START to END, with just a few loops for repeated behavior such as the customer eating multiple bites of an entree. I created this graph automatically by exporting actions as nodes, and edges representing observed sequences of actions. In section 4.2, I will describe the process of creating a lexicon of actions, and clustering similar actions (e.g. eating salmon and eating pie are clustered as eating food).
Figure 4-3: Graph visualization of one game.
Figure 4-4 depicts another gameplay session. The behavior is this session is similar to that in Figure 4-3, with a few minor variations. In the second game, the waitress gives the menu to the customer, rather than placing it on the table. The customer stands up before paying the bill in the first game, and pays while sitting at the table in the second.

Multiple logs can be combined into the same graph, where the paths for each log share nodes for actions that occur in both gameplay sessions. Below are the results of incorporating a second log’s sequence into the original graph from Figure 4-3. Nodes and edges are colored red or blue depending on whether they came from the first or second gameplay session. Nodes and edges appearing in both sessions are purple.
Figure 4-5: Graph visualization merging two games.
This process can be repeated for every gameplay session observed to generate a comprehensive graph of the action possibility space for the restaurant scenario. The portion of the graph in the red box will be expanded in Figure 4-7.

Figure 4-6: Graph visualization merging 5,000 games.
Figure 4-7 zooms in for closer inspection of a portion of the complete graph from Figure 4-6. The graph includes expected restaurant behavior such as waitresses giving drinks to the customers, and depositing bills in the cash registers, and atypical behavior like customers sitting on tables and picking up flower vases. The variety in ordering of actions results in a dense mesh of edges between nodes.

Figure 4-7: Zoomed-in portion of graph visualization merging 5,000 games.
This graph is quite complex, illustrating the huge amount of variation in the way pairs of people choose to play the game. The graph is so complex, in fact, that it is difficult to assess whether it is an accurate depiction of what people normally do in a restaurant. Leveraging the Plan Network’s learned statistical models and understanding of social roles can greatly improve these visualizations.

The likelihood of any action can be computed by counting the frequency with which it occurs across all gameplay sessions. Setting a threshold on the likelihood allows filtering out of unlikely nodes and branches in the graph. Chapter 5 describes estimating likelihoods of entire gameplay sessions, which is useful for filtering atypical sessions out of the graph entirely.

Interleaving the actions of the two actors produces a lot of noise, due to the fact that much of the time these two are acting in parallel, and one’s next action does not depend on the other. Below is a graph of behavior for a single social role, the waitress, with statistically unlikely actions filtered out.
Figure 4-8: Filtered graph of only waitress behavior from 5,000 games.
This graph of filtered waitress behavior is much simpler than the previous graph, yet still gives the gist of behavior learned from 5,000 games. Beyond visualization, filtering gives the system a sense of typical behavior, and equipping an agent with separate models of social roles provides a mental model of others, useful for inferring goals of a collaboration partner. Zooming in on a few portions of the graph allows verification that the learned behavior is what one would expect from a waitress in a restaurant.
Figure 4-9: Filtered graph of only waitress behavior from 5,000 games, with color-coded portions that will be expanded in the following figures.
Prior to the arrival of a customer, waitresses clean off tables and collect paid bills. Once a customer arrives and sits down, the waitress gives him a menu.

Figure 4-10: Beginning of game for waitress, as learned from 5,000 games.
After serving a customer, the waitress might serve him more food, or create a bill at the cash register (by touching the register).

Figure 4-11: Decision point for waitress, as learned from 5,000 games.
Finally, after creating the bill, the waitress puts the bill on the table for the customer and picks it up for deposit once it’s been paid. The edge in Figure 4-12 from touching the register to putting the bill down on the register is actually capturing a common point of interface confusion. Touching the register creates a new bill, but many players try this first accidentally before realizing that depositing a bill is accomplished by putting it down on the register.

Figure 4-12: End of game for waitress, as learned from 5,000 games.
This section has shown that the learned statistics and social roles benefit visualization for humans. The evaluation in Chapter 5 demonstrates that these techniques are also beneficial in building a cognitive model that correlates well with human conceptualization of typical restaurant behavior.

4.1.2 Browsing Conversations

Graphing models of physical behavior give humans the gist of the behavior captured in our data. This section explores how to get a similar view of linguistic data. Taking inspiration from Bruner's theory, the graphical model of physical behavior can provide the scaffolding that lends meaning to utterances. Between any two physical action nodes, all conversations uttered between players can be clustered. Following is a screenshot of the conversation browser application that runs alongside The Restaurant Game. The browser is networked with the game, tracking events through messages sent via TCP/IP. Each time either player takes a physical action, the browser updates a display of the likelihood of the current action, and a sorted list of the most likely next actions. If the user clicks on any of the potential next actions, the browser displays a list of all conversations observed in between these two actions in the 5,000 captured games. Each speech act within a conversation is automatically labeled with a speech act classifier.1

In the first example, a waitress picks up some filet mignon from the counter. The interface reports that picking up filet mignon is not highly likely on its own, due to the variety of foods waitresses may pick up, but when clustered with all other food this action is recognized as highly likely. There is a long list of potential next actions, but the system has a strong preference for one action – the waitress putting the food down on a table. Clicking on the most likely action generates a list of 1,593 unique examples of conversations that the system has observed between the time a waitress picks up a dish and puts it down on a table.

---

1 Prior to the online study, I conducted an in-lab pilot study with 50 pairs of people. Data from the pilot study was used to train an HMM-based speech act classifier, implemented using Joachim’s SVMlight HMM package (2004). HMMs have been shown to be effective speech act classifiers previously in Jurafsky (2003). Classification performance on the online corpus has not been formally evaluated.
Figure 4-13: Browsing conversations after picking up food, captured from 5,000 games.

Once the waitress puts down the dish, the next action is less certain, and language plays a larger role in determining which branch of the physical graph is taken. Similar to the role-specific filtering of physical behavior graphs, the browser allows the user to focus on one social role when browsing conversations. Focusing on the waitress, there are several highly likely branches. She might clean up some dirty dishes, pick up a drink from the bar, bring more food, or ring up the customer at the register. If the user selects touching the cash register (to create a bill) as the next action, the browser displays 316 unique examples of conversations that precede the waitress
getting the bill. These conversations typically include directives from the customer referring to a check or bill.

Equally as interesting as the conversations clustered within the likely branches of the physical action model are those that exist within unlikely branches. The following example bolsters the claim that capturing behavior from human players produces a more robust model than hand authored scripts. There is a fruit bowl in the back of the kitchen sitting on the dish washer. This is a purely decorative prop that would be non-interactive in most games, or at best physically simulated to fall down when pushed. The following screenshot shows that the system recognizes that the waitress picking up the fruit bowl is highly unlikely. However, in the event that she does pick it up, the system predicts that she is most likely going to place it on a table, and displays 37 examples of conversations that occur when she does.
In one game the customer compliments the bananas. In others the waitress offers a complimentary bowl of fruit. The Plan Network captures dialogue that human scripters are unlikely to include, because the Plan Network captures what people really do, rather than scripting in anticipation of what they are likely to do.

4.2 Building Plan Networks

I will now describe the process of constructing a Plan Network. The first step is to compile a lexicon of physical actions and a lexicon of words. Next physical actions are automatically clustered to simplify the network. Finally, frequencies are computed for atoms in both of the lexicons, where an atom refers to an individual action or word, and for transitions between atoms.
4.2.1 Terminology and Representation

We need to define the terms action, action lexicon, language lexicon, and word before we can proceed. An action is a manipulation of the world performed by an agent, the structure of which will be examined shortly. An action lexicon is a catalogue of all unique actions observed in 5,000 games. We define word in the usual way, as an atomic unit of language with which players construct speech acts. A language lexicon is a catalogue of all unique words we have observed in 5,000 games, including slang, typos, abbreviations, and multiple tenses.

An action is represented in a logical format similar to a STRIPS operator, as described in Russell and Norvig (1995). Each action is defined by a set of preconditions and effects, where preconditions are world state variable criteria that must be met to activate this action, and effects are assignments to world state variables upon completion. In addition, each action has a social role requirement, and an interaction object. Actions are typically initiated through the user interface when a player (of some social role) clicks on an object and selects an action from the pop-up menu. Actions represent preconditions with a short list of variables localized to describing only the actor and the interaction object.

Here is an example of an action representing a customer picking up a salad (with one bite taken) from a table while sitting in a chair:

```
ACTION: PICKUP
REQUIREMENTS:
  ROLE = CUSTOMER
  OBJECT = Salad
PRECONDITIONS:
  ACTOR::SITTINGON = Chair
  OBJECT::ATTACHEDTO = NULL
  OBJECT::DELETED = FALSE
  OBJECT::ON = Table
  OBJECT::SHAPE = Bite1
EFFECTS:
  OBJECT::ATTACHEDTO = CUSTOMER
  OBJECT::ON = NULL
```

Actions are learned automatically from data, and preconditions are assigned based on the current state of the world at the time the action’s execution was observed. The scope of the world state considered for preconditions is limited to the acting agent and the object being acted upon. This agent-centric world state representation is similar to that described in Orkin (2004, 2005, 2006). No assumptions are made about which subset of preconditions are required for each type of action. In other words, every action includes preconditions for SittingOn, AttachedTo, Deleted, On, and Shape. The system does not have any prior knowledge of these actions, or restaurant behavior in general. Learning restaurant behavior should be no different to the system than learning behavior for hospitals, banks, or grocery stores. This leads to under-generalization, meaning that the above action is unique from another action where the customer picks up the salad while sitting on a stool, or standing, or picks up a salad with two bites taken. I will explain shortly how opportunities can be exploited to cluster actions.
4.2.2 Building an Action Lexicon

As each gameplay log file is processed, unique actions that we have not previously observed are added to the action lexicon. The first action observed is index one, the next non-identical action is index 2 and so on. The action lexicon indices are used to compile gameplay logs down to a compact form, more convenient for statistic analysis. Below is a graph of how the size of the action lexicon grows as the system processes 5,000 games.

![Figure 4-16: Growth of action lexicon over 5,000 games.](image)

After 5,000 games the action lexicon grows to 11,206 unique actions, and has not plateaued in size. The maximum action lexicon size is 107,468, due to all possible combinations of variables (e.g. eating salmon while sitting on a chair vs. eating salmon sitting on the microwave vs. eating salmon sitting on the counter, etc). Details of calculating the maximum action lexicon size can be found in Appendix B. After 5,000 games the action lexicon has only covered about 10% of the possibility space (computed by dividing the observed 11,206 by the maximum 107,468). Fortunately, social conventions lead the majority of combinations to be statistically unlikely, hence the less than linear growth. Table 4-1 gives some statistics of game length.

<table>
<thead>
<tr>
<th>Actions per Game</th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>84.96</td>
<td>77</td>
<td>75</td>
<td>919</td>
</tr>
</tbody>
</table>

Table 4-1: Game length statistics, based on 5,000 games.
4.2.3 Clustering Actions

Many of the objects in the world of the restaurant are functionally similar. If these objects can be clustered, then the actions that refer to those objects can also be clustered, greatly reducing the size of our action lexicon.

Objects are clustered in a bottom-up fashion following these steps: First, count how many games include someone interacting with each object. Next, tabulate in how many games each action is applied to each object. For example, count how many times a customer eats steak while sitting at the table. Finally, count how many times an object provides context for an action taken on another object. In the previous example, the table and chair are providing context for the action of eating steak. Dividing the action and context counts by the total interaction count gives the probability of an action being taken on an object, or an object providing context for an action. Actions with probabilities above some chosen threshold are considered to be the affordances of the object. Objects that have an identical list of affordances are clustered. For instance, chairs are clustered with stools because customers sit on them, and salmon with steak because customers eat them and waitresses pick them up from the counter. Keep in mind that actions themselves are role-dependent, allowing the system to learn role-dependent affordances. Once the clustering process is complete, clusters are manually inspected and assigned labels for visualization purposes. Labels include concepts such as food, drinks, chairs, and dirty dishes.

Discriminating between the counter and the bar presents a problem for the method described thus far. The system will not recognize that we pick up food from the counter and drinks from the bar. The problem is that there are six types of beverages and nine types of food. The probability of the bar or counter providing context is roughly equal for each of these items, and when divided six or nine ways the probability of picking up any single item is low. To remedy this, the action probabilities are normalized by the probability of the most likely interaction. The most frequent interaction becomes 100% likely, and the rest are scaled proportionately. Now the system can recognize that the bar provides context for picking up drinks, and the counter provides context for food. This works because it is the relative frequencies of interaction that are important in clustering.

There are still some objects that do not cluster well due to lack of data, such as pots and pans, blenders and food processors. This is not much of a problem, because the lack of data indicates that these items are less significant to the scenario we are trying to learn.

The benefit of clustering is that the number actions in our action lexicon can now be greatly reduced by referencing clusters rather than individual items. A clustered action is a new action that has a number of children, where the child actions are the original unclustered actions. Eating salmon at the table is clustered with eating steak at the table, as children of a new action for eating food at the table. After 5,000 games the clustered action lexicon has 7,086 actions. The maximum possible action lexicon size is now 31,014 actions, as calculated in Appendix B. Coverage of the possibility space has doubled to over 20% (computed by dividing the observed 7,086 by the maximum 31,014). The graph below illustrates the benefit of clustering on action lexicon size.
4.2.4 Building a Language Lexicon

Building a language lexicon is a more straightforward process. As new words are encountered while processing gameplay logs, these words are added to the language lexicon. After 5,000 games, the language lexicon has 23,691 words. The maximum language lexicon size is literally infinite due to slang, typos, abbreviations, tenses, and multiple languages. However, the growth is less than linear due to some limitation on the range of words people typically use in a restaurant scenario.
Figure 4-18: Growth of language lexicon over 5,000 games.

Table 4-2 details statistics about speech acts and words in 5,000 games. The number of words per speech act is limited by the interface's limit on the number of characters typed.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speech Acts per Game (All)</td>
<td>40.28</td>
<td>32</td>
<td>22</td>
<td>438</td>
</tr>
<tr>
<td>Speech Acts per Game (Waitress)</td>
<td>20.71</td>
<td>21</td>
<td>13</td>
<td>271</td>
</tr>
<tr>
<td>Speech Acts per Game (Customer)</td>
<td>19.72</td>
<td>15</td>
<td>8</td>
<td>320</td>
</tr>
<tr>
<td>Words per Speech Act (All)</td>
<td>4.07</td>
<td>3</td>
<td>1</td>
<td>31</td>
</tr>
<tr>
<td>Words per Speech Act (Waitress)</td>
<td>4.16</td>
<td>4</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>Words per Speech Act (Customer)</td>
<td>3.97</td>
<td>3</td>
<td>1</td>
<td>31</td>
</tr>
</tbody>
</table>

Total Number of Speech Acts 244,845

Table 4-2: Speech act statistics, based on 5,000 games.

4.2.5 N-gram Models of Language and Behavior

N-gram models refer to a statistical modeling technique from the field of Natural Language Processing. Borrowing this technique, and applying it to both the language lexicon and action
lexicon gives a means of estimating the likelihood of new gameplay sessions, and quantitatively evaluating how well the learned model of restaurant behavior and language correlates with humans’.

An n-gram model estimates the likelihood of a sequence of words of length N by counting the frequency of this sequence in a training corpus, and dividing by the total number of unique n-grams. Unigrams estimate the likelihood of atomic words. Bigrams estimate the likelihood of pairs of words. Trigrams estimate triplets and so on. The likelihood of an entire sentence can be estimated by iterating over every sequence of N words, and multiplying the n-gram probabilities together. For example, estimating the likelihood of the sentence “The dog laughs.” with trigrams looks like this:

\[
P(\text{the, dog, laughs}) = P(\text{the} | \text{START}) \\
\quad \times P(\text{dog} | \text{START, the}) \\
\quad \times P(\text{laughs} | \text{the, dog}) \\
\quad \times P(\text{STOP} | \text{dog, laughs})
\]

The trigram \(P(\text{laughs} | \text{the, dog})\) is the probability of seeing “laughs” given that we have already seen “the dog”. Enclosing each sentence in START and STOP markers captures the probability of starting or ending a sentence with a particular n-gram. In practice, instead of looking at the product of probabilities, looking at the sum of the log probabilities keeps the likelihood from going to zero. The above example becomes:

\[
\log P(\text{the, dog, laughs}) = \log P(\text{the} | \text{START}) \\
+ \log P(\text{dog} | \text{START, the}) \\
+ \log P(\text{laughs} | \text{the, dog}) \\
+ \log P(\text{STOP} | \text{dog, laughs})
\]

If all of the actions in an entire gameplay session are treated as one sentence, an n-gram model can be used to estimate the likelihood of this sequence. Similarly, all of the words in all of the speech acts in one gameplay session can be concatenated into one long sentence, to estimate the likelihood of the sequence of words in one game. This provides two lenses through which new gameplay sessions can be examined to assess their typicality. If the likelihoods assigned by the action and language models correlate well with ratings of typicality by humans, then this quantitatively shows that the learned Plan Network is a good representation of how humans think about the restaurant scenario.

As illustrated by the figures this section, even after 5,000 games, the action lexicon and language lexicon are still growing. Words could be clustered by lexical similarity, or by leveraging an external source such as WordNet (1998), to gain similar benefits to those achieved in clustering actions. This would decrease the rate of growth of the language lexicon, but would not eliminate the growth. The probability calculations need to incorporate discounting and smoothing techniques to counter the effects of data sparsity. In order to estimate the likelihood of previously unseen action or word sequences or atoms, true counts are discounted in some way, and the missing probability mass is distributed among previously unseen n-grams. I
implemented Katz Back-Off smoothing as described in Jurafsky & Martin (2000) and Manning & Schütze (1999).

The Katz method computes a discounted maximum likelihood estimate for bigrams that do exist in the corpus, and back-off to an estimate defined in terms of unigram maximum likelihoods for previously unseen bigrams. In the Katz formula, Count* refers to the true count discounted by subtracting some discount factor.

Define two sets:

\[ A(w_{i-1}) = \{w: \text{Count}(w_{i-1}, w) > 0\} \]
\[ B(w_{i-1}) = \{w: \text{Count}(w_{i-1}, w) = 0\} \]

The bigram model:

\[
P_{\text{Katz}}(w_i | w_{i-1}) = \begin{cases} 
\frac{\text{Count}^*(w_{i-1}, w_i)}{\text{Count}(w_{i-1})} & \text{if } w_i \in A(w_{i-1}) \\
\alpha(w_{i-1}) \frac{P_{\text{ML}}(w_i)}{\sum_{w \in B(w_{i-1})} P_{\text{ML}}(w)} & \text{if } w_i \in B(w_{i-1})
\end{cases}
\]

where \( \alpha(w_{i-1}) = 1 - \sum_{w \in A(w_{i-1})} \frac{\text{Count}^*(w_{i-2}, w_{i-1}, w)}{\text{Count}(w_{i-1})} \)

Figure 4-19: Katz back-off model for bigrams.

Similarly, the Katz method computes a discounted maximum likelihood estimate for existing trigrams, and back-offs to an estimate defined in terms of Katz bigrams for previously unseen trigrams. This back-off technique continues up to the desired length of n-grams, each back-off to an estimate defined in terms of Katz n-grams one word smaller.

Define two sets:

\[ A(w_{i-2}, w_{i-1}) = \{w: \text{Count}(w_{i-2}, w_{i-1}, w) > 0\} \]
\[ B(w_{i-2}, w_{i-1}) = \{w: \text{Count}(w_{i-2}, w_{i-1}, w) = 0\} \]

The trigram model is defined in terms of the bigram model:

\[
P_{\text{Katz}}(w_i | w_{i-2}, w_{i-1}) = \begin{cases} 
\frac{\text{Count}^*(w_{i-2}, w_{i-1}, w_i)}{\text{Count}(w_{i-2}, w_{i-1})} & \text{if } w_i \in A(w_{i-2}, w_{i-1}) \\
\alpha(w_{i-2}, w_{i-1}) P_{\text{Katz}}(w_i | w_{i-1}) & \text{if } w_i \in B(w_{i-2}, w_{i-1})
\end{cases}
\]

where \( \alpha(w_{i-2}, w_{i-1}) = 1 - \sum_{w \in A(w_{i-2}, w_{i-1})} \frac{\text{Count}^*(w_{i-2}, w_{i-1}, w)}{\text{Count}(w_{i-2}, w_{i-1})} \)

Figure 4-20: Katz back-off model for trigrams.
Chapter 5

Evaluation, Results, and Discussion

I evaluated the system quantitatively by computing likelihood estimates for gameplay sessions based on a combination of physical actions and words, and correlating these scores with human ratings of the same sessions. The intuition is that if the system has learned a high quality Plan Network for the restaurant scenario, it should exhibit a human-like ability to judge typical and atypical behavior in the restaurant environment. The ability to judge typicality is a powerful asset of a Plan Network that enables users of the system to automatically detect off-script behavior; irregularities which would be undetectable with a hand crafted script. Behavior and language estimated to be highly likely by the Plan Network represents the behavior and language that can be expected from an agent driven by the learned model. Behavior and language estimated to be unlikely provides a red flag, indicating that some action may be required on the part of an agent to direct the scenario back towards typical behavior.

5.1 Tuning the System for Optimal Correlation

I randomly selected 200 log files that I set aside for validation and testing, and trained the system on the remaining 5,000. I created a validation set by rating 100 of the set aside files on a one to seven scale indicating how typical I felt the interaction was, with respect to typical restaurant behavior and language in an English speaking country. Below are the guidelines I set for evaluating typicality.

<table>
<thead>
<tr>
<th>Rating</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Perfect example of what you would expect to witness in a restaurant.</td>
</tr>
<tr>
<td>6</td>
<td>Pretty good example, with a couple of out of the ordinary events.</td>
</tr>
<tr>
<td>5</td>
<td>Generally what happens in a restaurant, with a handful of out of the ordinary events.</td>
</tr>
<tr>
<td>4</td>
<td>A fair amount of out of the ordinary behavior, while generally going through expected events.</td>
</tr>
<tr>
<td>3</td>
<td>Lots of out of the ordinary behavior, while generally going through expected events.</td>
</tr>
<tr>
<td>2</td>
<td>Very little ordinary behavior for a restaurant</td>
</tr>
<tr>
<td>1</td>
<td>Not at all what people do in a restaurant</td>
</tr>
</tbody>
</table>

Table 5-1: Descriptions of typicality ratings given to raters.

I rated the games by reading the filtered log files, which look like the script illustrated in Figure 4-2, and assigning a single rating between one and seven. It took about six hours to rate 100 games. Below is a histogram of the ratings that I assigned.
I computed likelihood scores for games by building an n-gram action model from the action lexicon and an n-gram language model from the language lexicon, based on the 5,000 games in the training set. The n-gram models estimated likelihood scores with Katz Back-Off smoothing and a constant discount factor. I interpolated between the scores from the action model and the language model to find an overall likelihood estimate for each game. I ran a number of experiments to find the best combination of action and word n-grams of various lengths, and to select the discount factor. The goal of the experiments was to maximize the correlation between the likelihood scores and my ratings for the 100 games. Correlation was measured by computing the Pearson’s R correlation coefficient.

Figure 5-2 illustrates the effect of different discount factors on the correlation for various lengths of n-grams of physical actions. I found that a discount of subtracting 0.5 from the true count gave the best correlation over the variety of n-gram lengths. I used the discount factor of 0.5 in all experiments from this point on in validation and testing.
I estimated the likelihood of each game three times for each length of action model n-grams. First, I estimated the likelihood based on the interleaved model containing actions from both the customer and waitress. Next, I estimated the likelihood based on the role-specific model for each social role, once ignoring customer actions and next ignoring waitress actions. Figure 5-3 shows that averaging the likelihoods of the separate models leads to a better correlation than can be achieved with the interleaved model. Much of the time the two actors are engaging in behavior in parallel, so the interleaved model is subjected to a great deal of noise in the transition probabilities between actions. The separate models identify strange behavior on the part of either character, and averaging the likelihoods from each separate model yields the best overall perspective on typicality. The best correlation found overall was $R = 0.633$, based on averaging likelihoods of action model 4-grams from separate waitress and customer models.
Figure 5-3: Correlation between action model likelihoods and human ratings.
Figure 5-4 contains the top 20 action 4-gram plan fragments for the waitress found in the validation set, and Figure 5-5 contains the top 20 action 4-gram plan fragments for the customer.

<table>
<thead>
<tr>
<th>Waitress 4-gram Plan Fragments</th>
</tr>
</thead>
<tbody>
<tr>
<td>PUTDOWN_OldFood(Counter) EAT_OldFood(Counter) PICKUP_OldFood(Counter) PUTDOWN_OldFood(Counter)</td>
</tr>
<tr>
<td>PICKUP_OldFood(Counter) PUTDOWN_OldFood(Counter) EAT_OldFood(Counter) PICKUP_OldFood(Counter)</td>
</tr>
<tr>
<td>PUTDOWN_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter) PICKUP_OldFood(Counter) PUTDOWN_OldFood(Table)</td>
</tr>
<tr>
<td>EAT_OldFood(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>PICKUP_Flower(Table) PUTDOWN_Flower(Table) EAT_OldFood(Counter) PUTDOWN_OldFood(Table)</td>
</tr>
<tr>
<td>TOUCH_Fridge(Floor) PICKUP_DirtyDish(Table) EAT_DirtyDish(WAITRESS) PUTDOWN_DirtyDish(Counter)</td>
</tr>
<tr>
<td>PICKUP_Beverage(Table) PUTDOWN_Beverage(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>PICKUP_DirtyDish(Counter) PUTDOWN_DirtyDish(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>PUTDOWN_DirtyDish(Counter) PICKUP_DirtyDish(Table) PICKUP_OldFood(Counter) PUTDOWN_DirtyDish(Counter)</td>
</tr>
<tr>
<td>PUTDOWN_DirtyDish(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>PUTDOWN_Food(Table) PUTDOWN_Menu(MenuBox) PICKUP_Food(Counter) PUTDOWN_Food(Table)</td>
</tr>
<tr>
<td>GIVE_Bill(Hand, UNPAID) PUTDOWN_Bill(Register, PAID) PICKUP_Menu(MenuBox) PUTDOWN_Menu(MenuBox)</td>
</tr>
<tr>
<td>PUTDOWN_DirtyDish(Table) PUTDOWN_DirtyDish(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_OldFood(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>TOUCH_Fridge(Floor) TOUCH_Counter(Floor) PUTDOWN_DirtyDish(Table) PUTDOWN_DirtyDish(Counter)</td>
</tr>
<tr>
<td>PUTDOWN_DirtyDish(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>GIVE_Bill(WAITRESS, UNPAID) EAT_DirtyDish(HAND) EAT_DirtyDish(HAND) EAT_DirtyDish(HAND)</td>
</tr>
<tr>
<td>EAT_OldFood(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>PICKUP_Beverage(Bar) PUTDOWN_Beverage(Floor) PICKUP_Food(Counter) PUTDOWN_Food(Table)</td>
</tr>
<tr>
<td>PUTDOWN_DirtyDish(Table) PUTDOWN_DirtyDish(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Customer 4-gram Plan Fragments</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAT_Beverage(Table) EAT_Beverage(Table) PICKUP_Food(Counter) PUTDOWN_Food(Table)</td>
</tr>
<tr>
<td>EAT_OldFood(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
<tr>
<td>EAT_Food(Table) EAT_Beverage(Table) EAT_OldFood(Counter) EAT_OldFood(Counter)</td>
</tr>
</tbody>
</table>

I repeated these experiments with the language model, and again found that averaging the likelihoods from separate models yields a better correlation than that achieved by the interleaved model. The average of the likelihoods from separate bigram models yields the best combined correlation with $R = 0.546$. Interestingly, this is slightly lower than the best correlation for the waitress-only bigram model, possibly indicating that the waitress's speech is more informative than the customer's or their combined dialogue. However, due to the tiny discrepancy between the two best R values, I chose to continue using the averaged bigram model for future experiments to ensure that the customer speech was being taken into account.
Figure 5-6: Correlation between language model likelihoods and human ratings.
Table 5-2 lists the top 40 most probable bigrams for waitresses and customers found in the validation set. Note that punctuation has been removed, all words have been forced to lowercase, and misspellings come directly from the data.

<table>
<thead>
<tr>
<th>Waitress Bigrams</th>
<th>Customer Bigrams</th>
</tr>
</thead>
<tbody>
<tr>
<td>follow me</td>
<td>excuse me</td>
</tr>
<tr>
<td>follow me</td>
<td>supposed to</td>
</tr>
<tr>
<td>supposed to</td>
<td>thank you</td>
</tr>
<tr>
<td>thank you</td>
<td>berry pie</td>
</tr>
<tr>
<td>excuse me</td>
<td>du jour</td>
</tr>
<tr>
<td>restrount plz</td>
<td>followed by</td>
</tr>
<tr>
<td>trying to</td>
<td>cobb salad</td>
</tr>
<tr>
<td>vegetable soup</td>
<td>grilled salmon</td>
</tr>
<tr>
<td>nectarine tart</td>
<td>vegetable soup</td>
</tr>
<tr>
<td>interest you</td>
<td>trying to</td>
</tr>
<tr>
<td>berry pie</td>
<td>nectarine tart</td>
</tr>
<tr>
<td>por favor</td>
<td>piece of</td>
</tr>
<tr>
<td>let me</td>
<td>may i</td>
</tr>
<tr>
<td>du jour</td>
<td>glass of</td>
</tr>
<tr>
<td>sort of</td>
<td>iced tea</td>
</tr>
<tr>
<td>cobb salad</td>
<td>veg soup</td>
</tr>
<tr>
<td>grilled salmon</td>
<td>let me</td>
</tr>
<tr>
<td>youd like</td>
<td>slice of</td>
</tr>
<tr>
<td>hold on</td>
<td>cob salad</td>
</tr>
<tr>
<td>anything else</td>
<td>id like</td>
</tr>
<tr>
<td>twilight zone</td>
<td>cup of</td>
</tr>
<tr>
<td>blueberry pie</td>
<td>white wine</td>
</tr>
<tr>
<td>white wine</td>
<td>shut up</td>
</tr>
<tr>
<td>red wine</td>
<td>de jour</td>
</tr>
<tr>
<td>anything else</td>
<td>refuse to</td>
</tr>
<tr>
<td>would you</td>
<td>red wine</td>
</tr>
<tr>
<td>may i</td>
<td>that'll be</td>
</tr>
<tr>
<td>show you</td>
<td>allergic to</td>
</tr>
<tr>
<td>glass of</td>
<td>charge me</td>
</tr>
<tr>
<td>woud you</td>
<td>kind of</td>
</tr>
<tr>
<td>shut up</td>
<td>bring me</td>
</tr>
<tr>
<td>help you</td>
<td>cheese cake</td>
</tr>
<tr>
<td>main course</td>
<td>filet mignon</td>
</tr>
<tr>
<td>serving you</td>
<td>worked here</td>
</tr>
<tr>
<td>such a</td>
<td>r u</td>
</tr>
<tr>
<td>helo thar</td>
<td>meet you</td>
</tr>
<tr>
<td>anything else</td>
<td>main course</td>
</tr>
<tr>
<td>cup of</td>
<td>can i</td>
</tr>
<tr>
<td>calling the</td>
<td>going to</td>
</tr>
<tr>
<td>united states</td>
<td>cherry cheesecake</td>
</tr>
</tbody>
</table>

Table 5-2: Top 40 bigrams for waitresses and customers.

Next I ran experiments to investigate the effect of averaging the likelihoods from the action and language models. The likelihoods for each model are themselves computed by averaging the likelihoods of the separate role-specific models. Figure 5-7 illustrates that for any length of n-grams, averaging the action and language models leads to better correlation with human ratings than either model alone.
Figure 5-7: Correlation between n-gram model likelihoods and human ratings.

Having determined that averaging likelihoods from action model 4-grams, and language model bigrams yields the best respective correlations with human ratings, and averaging action and language models outperforms either model alone, my next goal was to find the best overall combination achievable by interpolating between likelihoods for actions and language. Figure 5-8 details various combinations of actions and language, with the peak at $R = 0.782$ with 25% physical actions and 75% words. The extents of the graph show the correlation based on only language on the left and actions only on the right.
Figure 5-8: Correlation between interpolated likelihoods combining actions and language and human ratings.

Figure 5-9 represents these results more clearly, challenging the old adage that actions speak louder than words. On their own, the likelihoods estimated by the action model do correlate better with human ratings than the language model, but the combination of the two correlates significantly better, with an interpolation that favors the language model 75 to 25. This is an interesting counter-intuitive result, given that Figure 5-7 shows the action model consistently outperforming the language model.
Figure 5-9: Effect of interpolating action and language models on correlation for the validation set.

The final figure in this section renders the scatter plot of the relationship between likelihood scores estimated by the best interpolated combination from above and human ratings. Pearson's R = 0.782 shows a strongly significant correlation for 100 games. With 100 games, a correlation of .254 or greater is significant at the .01 level (p<.01).
Correlation Between Likelihoods and Human Ratings

Based on the scatter plot, it looks like 0.04 is a good threshold for discriminating between typical and atypical gameplay sessions. Ignoring the eight games that I rated as neutral, and considering anything above four to be typical, and below four atypical, the model's binary classification results are presented in Table 5-3.

<table>
<thead>
<tr>
<th>Likelihood &gt; 0.04 (Typical)</th>
<th>Rating &gt; 4 (Typical)</th>
<th>35 True Positives</th>
<th>11 False Positives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Likelihood &lt;= 0.04 (Atypical)</td>
<td>Rating &lt; 4 (Atypical)</td>
<td>8 False Alarms</td>
<td>38 True Negatives</td>
</tr>
</tbody>
</table>

Table 5-3: Binary classification matrix comparing estimated likelihoods to human ratings.

If the likelihood threshold of 0.04 was used as the criteria for filtering which gameplay sessions to include in the visualization graphs described in Chapter 4, 81% of games that I rated as typical would be incorporated into the graphs, and 78% of atypical examples would be filtered out.

5.2 Testing the System

The evaluation demonstrated that the likelihood scores estimated by the Plan Network correlate well with my ratings of 100 games. To test the system, I had 10 people who were not involved with the development of the project rate 300 games. These ratings were compared to likelihoods estimated using the best parameters found in the evaluation.
I randomly selected 200 gameplay log files from the training set to add to the 100 I had originally set aside for testing, for a total of 300 test games. I kept the 100 games from the validation set out completely so as not to introduce any bias during testing, and retrained a new Plan Network with the remaining 4,800 games. None of the 300 games used for testing were included in the 4,800 games used to train the new Plan network. Each of the ten raters received 40 games to rate on a one to seven scale of typicality. Everyone was given the same ten games from the validation set, and a unique set of 30 games from the test set. I hand selected the ten games from the validation set to ensure raters were given an even spread of typical and atypical games. The overlapping ratings of validation set games gave me some means of ensuring that all of the raters understood and followed instructions.

5.2.1 Inter-Rater Agreement

Figure 5-11 displays the ratings that each of the ten raters assigned to each of the ten games in the validation set. Overall, the raters generally agreed within one unit of typicality. Game four caused raters the most confusion due to people playing the game in a foreign language. Despite explicit instructions to rate typicality based on expected behavior in a restaurant in an English speaking country, rating varied widely from two to six. My own rating for this game was two.
and 1.0 for non-categorical, real valued ratings. I found Kappa = 0.8643515. I also computed the average correlation between any pair of raters, and found the mean Pearson’s R = 0.899.

Figure 5-12: Rater agreement with my ratings, based on mode of 10 rater’s ratings.

Figure 5-12 shows how well the ten raters agreed with my ratings. Based on the mode of ten ratings for each game, the raters generally agree with my ratings. However, comparing the histogram of ratings in Figure 5-13 to the histogram of my ratings in Figure 5-1 uncovers a discrepancy in the handling of neutral ratings for games. I tended to rate games above or below four, choosing not to rate games as neutral, while the other raters chose neutral most often. This is a notable difference in the way games were rated during validation and testing that may have contributed to a slight difference in the final correlation found between the system’s likelihood rating and human ratings of typicality during validation and testing.
5.2.2 Test Results

I computed the correlation between the human ratings for the 300 games in the test set, and the likelihood scores estimated with the parameters found experimentally in the evaluation – the 25 / 75 combination of likelihoods from the action model and language model, with action 4-grams averaged over social roles, and language bigrams averaged over social roles. The result was a Pearson’s R = 0.576 correlation coefficient, which is strongly significant for 300 games. With 300 games, a correlation of .147 or greater is significant at the .01 level (p<.01).
Figure 5-14: Scatter plot of correlation between likelihoods and human ratings.

The correlation in the test set is slightly lower than in the validation set, which can be attributed to a number of causes. The test set is three times as large, and may have contained more variation. The raters were unfamiliar with the data, and did not share my intimate knowledge of the game and learning process. Regardless of these issues, there was still a strong correlation, indicating that it is possible to learn a Plan Network from video game data that does reflect human judgment of typicality. Figure 5-15 illustrates that the test set follows the same progression of improvement when comparing correlation with the language model, the action model, and the interpolated model.
If the likelihood threshold of 0.04 is applied to the test set, Table 5-4 details the system’s performance on the binary classification task of identifying typical and atypical gameplay sessions. The Plan Network correctly identifies 75% of the games that humans rated as typical, and filters out 75% of the games that humans found to be atypical.

<table>
<thead>
<tr>
<th>Likelihood</th>
<th>Rating &gt; 4 (Typical)</th>
<th>Rating &lt; 4 (Atypical)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 0.04</td>
<td>99 True Positives</td>
<td>32 False Positives</td>
</tr>
<tr>
<td>&lt;= 0.04</td>
<td>33 False Alarms</td>
<td>85 True Negatives</td>
</tr>
</tbody>
</table>

Table 5-4: Binary classification matrix comparing estimated likelihoods to human ratings.

### 5.3 System Successes and Failures

Figure 5-16 is a graph visualization of customer behavior in a game rated as a seven by a human, with a high likelihood estimate from the system (above 0.1). The player’s actions are highlighted by the blue nodes, connected with bold edges. The player’s actual behavior follows an existing path in the customer Plan Network.
Figure 5-16: Graph of customer behavior in a game rated typical by humans and the system.
The graph only represents the physical behavior. It is possible to find games where the physical behavior is typical, but the language is not, and the system can successfully identify these as well. Figure 5-17 contains an excerpt from a game where the waitress and customer engage in ordinary behavior such as eating food and paying bills, but the dialogue between them reveals that the customer is trying to leave without paying, and trying to take the waitress home with him. Here the human rating is two, and the system estimates a likelihood of below 0.03. The typicality of physical behavior is estimated as highly likely with a score over 0.09, but the unusual language forces the combined likelihood below the threshold of typical behavior. In a similar manner, games played in a foreign language can be easily identified. The system is also sensitive to out of the ordinary word ordering, allowing detection of games containing broken English.
CONVERSATION BETWEEN WAITRESS AND CUSTOMER

WAITRESS: "welcome!!"
CUSTOMER: "i wanna eat some food"
CUSTOMER: "i havent eaten in eight days"
WAITRESS: "have a sit... and enjoy!!"
CUSTOMER: "stupid heroin addiction"

CUSTOMER WALKS TO table1
CUSTOMER SITSON chair3
WAITRESS PICKSUP Menu
WAITRESS WALKS TO table1
WAITRESS GIVES Menu TO CUSTOMER
CUSTOMER LOOKSAT Menu

WAITRESS: "hungry ah?"
CUSTOMER: "gimme a filet mignon and six beers"
WAITRESS: "six???"
CUSTOMER: "yes i've had a very bad day"
CUSTOMER GIVES Menu TO WAITRESS

WAITRESS: "well.. ok... but it's better to drink one at a time...
CUSTOMER: "what are you, my mother"
WAITRESS: "or they'll get warm!!!"

WAITRESS: "are leaving so fast???
CUSTOMER: "I'm an american baby, I do whatever I want"
WAITRESS: "ok... but I thought... you... would want me to"
WAITRESS: "come with you for a walk after work..."
CUSTOMER: "I'll give you a "tip." if thats what you're asking for"
WAITRESS: "well... to be honest... you still have to pay the bill!!"
CUSTOMER: "lets go back inside so you can get paid, then you come home with m"

WAITRESS TOUCHES Register
Bill APPEARS ON Podium
ITEM0="FILET MIGNON"
ITEM1="LOBSTER THERMADOR"
ITEM2="BERRY PIE"
ITEM3="BEER"

WAITRESS PICKSUP Bill
WAITRESS GIVES Bill TO CUSTOMER
CUSTOMER UNDERPAYS Bill BY $0.29
CUSTOMER GIVES Bill TO WAITRESS

WAITRESS: "I think it's ok!!"
CUSTOMER: "look lady, you're hot to trot, and we're going to shower together now"
WAITRESS: "you've been very kind..."

WAITRESS WALKS TO podium
WAITRESS PUTSDOWN Bill ON Register
WAITRESS EARNS $25.28

WAITRESS: "moron!!!! I'm not coming with you..."
WAITRESS: "it was a trick to convince you to PAY!!"

Figure 5-17: Game with typical physical behavior, but atypical language.
Figure 5-18 illustrates the Plan Network detecting off-script behavior in a game rated as a three by a human, and below 0.04 by the system. The customer stands up after looking at the menu, then sits down again. Even more alarming, the customer picks up the flower from his table, and then grabs the cash register before exiting the restaurant (without paying his bill)! The off-script actions and decisions are illustrated with red nodes and edges inserted manually into the automatically generated visualization.
Figure 5-18: Graph of customer behavior in a game rated atypical by humans and the system.
The figures above demonstrate system successes, however relying on statistics and Markovian assumptions will not always lead to successful detection of typical behavior. There are a number of ways to confuse the system. Sometimes players engage in conversation about topics outside of the scope of the scenario, introducing new vocabulary in an otherwise typical play through. The unrecognized words lead the system to assign a low likelihood to a game that humans rate as typical. Other times, players repeat typical restaurant language and behavior an atypical number of times.

<table>
<thead>
<tr>
<th>Conversation</th>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>7790428</td>
<td>[CONVERSATION BETWEEN WAITRESS AND CHEF]</td>
</tr>
<tr>
<td>7790428</td>
<td>WAITRESS: &quot;cherry pie&quot;</td>
</tr>
<tr>
<td>7791428</td>
<td>Pie APPEARS ON Counter</td>
</tr>
<tr>
<td>7792398</td>
<td>[CONVERSATION BETWEEN WAITRESS AND CHEF]</td>
</tr>
<tr>
<td>7792398</td>
<td>WAITRESS: &quot;cherry pie&quot;</td>
</tr>
<tr>
<td>7793398</td>
<td>Pie APPEARS ON Counter</td>
</tr>
<tr>
<td>7795368</td>
<td>[CONVERSATION BETWEEN WAITRESS AND CHEF]</td>
</tr>
<tr>
<td>7795368</td>
<td>WAITRESS: &quot;cherry pie&quot;</td>
</tr>
<tr>
<td>7796368</td>
<td>Pie APPEARS ON Counter</td>
</tr>
<tr>
<td>7799388</td>
<td>[CONVERSATION BETWEEN CUSTOMER, WAITRESS, AND CHEF]</td>
</tr>
<tr>
<td>7799388</td>
<td>CUSTOMER: &quot;big fun. How about beer?&quot;</td>
</tr>
<tr>
<td>7805449</td>
<td>WAITRESS: &quot;Sure&quot;</td>
</tr>
<tr>
<td>7806563</td>
<td>WAITRESS WALKS TO bar</td>
</tr>
<tr>
<td>7808035</td>
<td>CUSTOMER WALKS TO bar</td>
</tr>
<tr>
<td>7809897</td>
<td>[CONVERSATION BETWEEN WAITRESS AND BARTENDER]</td>
</tr>
<tr>
<td>7809897</td>
<td>WAITRESS: &quot;beer&quot;</td>
</tr>
<tr>
<td>7810897</td>
<td>Beer APPEARS ON Bar</td>
</tr>
<tr>
<td>7814023</td>
<td>[CONVERSATION BETWEEN CUSTOMER, WAITRESS, AND BARTENDER]</td>
</tr>
<tr>
<td>7814023</td>
<td>CUSTOMER: &quot;beer&quot;</td>
</tr>
<tr>
<td>7815004</td>
<td>CUSTOMER: &quot;beer&quot;</td>
</tr>
<tr>
<td>7815023</td>
<td>Beer APPEARS ON Bar</td>
</tr>
<tr>
<td>7816004</td>
<td>Beer APPEARS ON Bar</td>
</tr>
<tr>
<td>7816252</td>
<td>[CONVERSATION BETWEEN CUSTOMER, WAITRESS, AND BARTENDER]</td>
</tr>
<tr>
<td>7816252</td>
<td>CUSTOMER: &quot;beer&quot;</td>
</tr>
<tr>
<td>7817252</td>
<td>Beer APPEARS ON Bar</td>
</tr>
</tbody>
</table>

Figure 5-19: Waitress and customer order lots of pie and beer.

Figure 5-19 displays an excerpt from a game where the waitress and customer cooperatively fill the restaurant with pie and beer. The human rater rated this game a two, but the system’s failure to assign a low likelihood supports Chomsky’s observation (1957) that statistics can never fully capture the potentially infinitely recursive nature of language. The action model fails to recognize this odd behavior due to the fact that the repeated physical behavior is actually performed by the staff, placing items on the counter and bar, but the Plan Network only models the customer and waitress. Even if the Plan Network incorporated a model of the staff, ordering several dishes or beverages is not out of the ordinary, but ordering the same item multiple times is. This is one case where the loss of precision due to clustering leads to a false positive.
The Plan Network also has trouble with games that are atypically short or truncated. Figure 5-20 contains an entire script for a short game.

A human can recognize that this is not a typical restaurant experience, even though the actions and words it is composed of are typical. Humans evaluate games based on both what did and what did not happen, and they are aware that this game is strange because the customer refused service and exited the restaurant without ordering, eating, or paying a bill. The system needs some representation of the typical structure of a game to recognize that it is out of the ordinary for a customer to just stand up and exit without having a meal. The current Plan Network implementation only has access to a local representation of the expected sequence of events. It cannot identify gross absences.
Chapter 6

Contributions and Future Work

This thesis has demonstrated that it is possible to not only collect a large quantity of data with a multiplayer video game, but also data of high quality that accurately reflects typical human behavior and language. A methodology has been described to learn a Plan Network from this data that can be visualized as a graph, and interactively browsed to view conversations clustered by context. A quantitative measure has been applied to a random selection of 300 games, positively correlating the Plan Network’s estimate of likelihood with ratings from ten humans.

The Restaurant Game was quickly constructed for data collection purposes, and is hardly a game at all. Yet, this restaurant simulation provided enough entertainment to capture behavior from over 5,000 people. With hundreds of thousands of people online in Second Life, and millions playing The Sims and World of Warcraft, the potential for using games to learn about humans is enormous.

The data analysis performed so far only scratches the surface of a rich research area. The system failures in Chapter 5 illustrate the need for additional representations of learned behavior that capture the large scale structure of the narrative, possibly in the form of a plan grammar. A context-sensitive grammar may be able to detect games with atypical omissions of behavior, such as exiting the restaurant without paying the bill.

Even a perfect representation of the scenario learned from The Restaurant Game will not fully reflect all that humans know about restaurants. The Plan Network only provides representations of observable intentions, such as eating food, and paying bills. The data provided from log files does not explicitly indicate whether the customer left a large tip because he was trying to impress the waitress, or was just happy with his experience. A more robust model would incorporate knowledge from other sources as well; perhaps transcripts from films and television shows, or text from web sites about restaurants. These additional sources of knowledge could allow the system to make inferences about unobservable intentions.

This thesis began with the statement that conversation is a collaboration, yet the best likelihood estimations are achieved by learning separate models for the two social roles. Ultimately, an additional unified model of the interaction dynamics between the customer and waitress is desirable, because an agent who’s behavior is driven by the Plan Network will need to understand when to expect the other actor to take a turn. The nodes of the Plan Network already contain the knowledge required to build the unified model, in the form of action preconditions. For example, the customer’s behavior model includes an edge from looking at the menu to eating food. In between, a waitress must put food on the table for the customer to eat. The preconditions of eating food require food to be on the table, providing the required knowledge that interaction between the waitress and customer is required between looking at the menu and
eating food. Implementation of the unified model of interaction dynamics remains for future work. Ideally the Plan Network will also scale to handle more than two simultaneous actors.

Despite the issues raised above, the Plan Network in its current form is already useful. Plan Networks allow humans to visualize norms that emerge from thousands of people interacting in the same environment, and may expose unexpected behavior or user interface confusion. A system that can predict and suggest socially appropriate actions and utterances could open the door to new types of communication aids, assisting people with Autism or other neurological disorders affecting social behavior. The ability to recognize atypical behavior and language not only enhances visualizations, but can also filter data used to teach an agent appropriate behavior, and to recognize off-script behavior in real-time. Perhaps the chef starts a small fire in the kitchen to distract a player who was detected taking the scenario in an atypical direction with erratic behavior or out of vocabulary language. Course correction like this may improve games, but would be especially useful in training simulations; one of the many potential application areas for socially aware, conversational role-playing agents. In the future, conversational agents powered by Plan Networks may provide new experiences in gameplay and training, allow new ways to practice foreign languages, and act as digital extras in animated films and machinima.

Of course, there is more work to be done before Plan Networks can drive agents in interactive applications. A future goal for this work is to automate conversational characters in a new single-player restaurant game, fulfilling the promise made to participants on the project web page.
Appendix A

Clusters

Below are the clusters found with the method described in section 4.2.3. The cluster names in brackets after the items are assigned manually by inspecting the automatically generated clusters. These labels are only used for visualization purposes.

Items that are created after the game starts are tagged as dynamic objects with the addition of ".dyn" to their names. Note that the restaurant always starts in the same state, with one dirty table covered with half eaten salad, salmon, beer, and wine, and a paid bill. Also, an old pie and lobster are always sitting on the counter when the game starts.

This clustering technique does a good job of clustering the objects most commonly interacted with in the restaurant scenario: food, drinks, and dirty dishes. This technique also successfully distinguishes between the half eaten salad, salmon, beer and wine that are already on the dirty table from fresh items ordered from the chef.

CLUSTER0=Brandy,Wine,Bottle [Liquor]
CLUSTER1=DishWasher [DishWasher]
CLUSTER2=Stove [Stove]
CLUSTER3=Bar [Bar]
CLUSTER4=Stool,Chair [Chair]
CLUSTER5=Cuisinart [Cuisinart]
CLUSTER6=FoodPrep [FoodPrep]
CLUSTER7=Microwave [Microwave]
CLUSTER8=Pan [Pan]
CLUSTER9=Pot [Pot]
CLUSTER10=Fridge [Fridge]
CLUSTER11=TrashCompactor [TrashCompactor]
CLUSTER12=Table [Table]
CLUSTER13=Lobster,Pie [OldFood]
CLUSTER14=Counter [Counter]
CLUSTER15=Trash [Trash]
CLUSTER16=Podium [Podium]
CLUSTER17=Fruit [Fruit]
CLUSTER18=Flower [Flower]
CLUSTER19=Blender [Blender]
CLUSTER20=Register [Register]
CLUSTER21=Chef [Chef]
CLUSTER22=Bartender [Bartender]
CLUSTER23=Salmon,RedWine,Salad,Beer,Glass,Plate,WineGlass,Bowl,TeaCup,Mug [DirtyDish]
CLUSTER24=Bill [OldBill]
CLUSTER25=Interior [Interior]
CLUSTER26=WAITRESS [WAITRESS]
CLUSTER27=CUSTOMER [CUSTOMER]
CLUSTER28=Menu,dyn [Menu]
CLUSTER29=Vase [Vase]
CLUSTER30=Filet.dyn,Spaghetti,dyn,Salmon.dyn,Salad,dyn,Lobster,dyn,Soup.dyn,
Cheesecake,dyn,Tart,dyn,Pie,dyn [Food]
CLUSTER32=Wine_Empty [Wine_Empty]
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CLUSTER33=Bill.dyn [Bill]
CLUSTER34=Trash_Empty,[Trash_Empty]
CLUSTER35=Fruit_Bowl [Fruit_Bowl]
CLUSTER36=Terrain [Terrain]
CLUSTER37=FoodPrep_Empty [FoodPrep_Empty]
CLUSTER38=Brandy_Empty [Brandy_Empty]
CLUSTER39=Bottle_Empty [Bottle_Empty]
Appendix B

Maximum Action Lexicon Size

This appendix details the calculation of the total number of possible combinations and permutations of action types, roles, and variable assignments that define the maximum size of the action lexicon. This process is repeated for unclustered and clustered actions.

The full list of objects is available in Appendix A. These objects can be divided into groups based on whether they are consumable, movable, or immovable. Consumable objects change shape with each bite, and can also be moved.

Players may take nine different actions: PickUp, PutDown, Give, SitOn, GetOff, LookAt, Eat, Touch, and Pay. PutDown and Give only apply to objects that can be picked up. Pay only applied to bills. The other six actions may be applied to any object.

B.1 Unclustered Actions

The restaurant has a total of 28 consumable objects, 50 moveable objects, and 14 immovable objects. Any non-dynamic object may be treated as a surface to put something down on top of. There are 50 possible surfaces.

Variations of PutDown and Give:
Moveable: 2 roles x 50 objects x 50 surfaces = 5,000
Consumable: 2 roles x 28 objects x 50 surfaces x 3 states = 8,400
Total number of actions: 2 x (5,000 + 8,400) = 26,800

Variations of PickUp, SitOn, GetOff, LookAt, Eat, and Touch:
Immovable: 2 roles x 14 objects = 28
Moveable: 2 roles x 50 objects x 50 surfaces = 5,000
Consumable: 2 roles x 28 objects x 50 surfaces x 3 states = 8,400
Total number of actions: 6 x (28 + 5,000 + 8,400) = 80,568

Variations of Pay:
Bills: 2 roles x 50 surfaces = 100

Total number of possible actions:
26,800 + 80,568 + 100 = 107,468

The system observed 11,206 actions in 5,000 games, which covers 10.43% of the possibility space.
B.2 Clustered Actions

Once objects are clustered, there are 9 clusters of consumable objects, 25 clusters of moveable objects, and 13 clusters of immovable objects. There are 37 clusters for possible surfaces.

Variations of PutDown and Give:
Moveable: 2 roles x 25 clusters x 37 surface clusters = 1,850
Consumable: 2 roles x 9 clusters x 37 surface clusters x 3 states = 1,998
Total number of actions: 2 x (1,850 + 1,998) = 7,696

Variations of PickUp, SitOn, GetOff, LookAt, Eat, and Touch:
Immovable: 2 roles x 13 clusters = 26
Moveable: 2 roles x 25 clusters x 37 surface clusters = 1,850
Consumable: 2 roles x 9 clusters x 37 surface clusters x 3 states = 1,998
Total number of actions: 6 x (26 + 1,850 + 1,998) = 23,244

Variations of Pay:
Bills: 2 roles x 37 surface clusters = 74

Total number of possible actions:
7,696 + 23,244 + 74 = 31,014

The system observed 7,086 clustered actions in 5,000 games, which covers 22.85% of the possibility space. The coverage of the possibility space has more than doubled by clustering.
Appendix C

Learned Language Lexicon

This appendix contains the complete learned language lexicon, sorted by word frequency. Words have been forced to lowercase, and punctuation has been stripped.
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