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Abstract

Economic and market forces as well as technological progress emerging throughout the last decade signifies the Geographically Distributed Development (GDD) or Global Software Development (GSD) as a software industry norm or necessity that is receiving considerable interest from companies all over the world.

This thesis clarifies the terms used in distributed development practice, studies the status, key business drivers and major challenges of GDD or GSD, and then proposes a revised six-force framework to leverage the capabilities of geographically distributed development model. The proposed framework covers both the strategic and tactic aspects of investing and managing a global project team, including Strategic Vision and Management Skills, Organizational Structure and Team Building, Collaborative Technologies, Development Methodology and Software Life-Cycle Management in planning and managing distributed project and leveraging global teams.

This thesis uses a case study to validate the challenges and concerns identified and to conclude that many problems in geographically distributed development can be overcome to enable companies to systematically harness the potential of this development model.
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Thesis Contents

My goal in this thesis is to provide an overview of the geographically distributed development, to study the business drivers, challenges, trends, and to provide best practices in managing and leveraging geographically distributed development. This thesis covers both the business and technological aspects relevant to geographically distributed development and its increasing popularity within the industry. The focus, however, is on the technological and operational aspects.

Chapter 1, introduction, starts out by clarifying the definition of geographically distributed development, analyzing open source software as a case of GDD, and describing the overall status of this practice.

Chapter 2, business drivers, focuses on the question on why geographically distributed development becomes an industry norm. Friedman’s ten-flattener theory, Carmel’s four-factor theory, and some other findings are discussed.

Chapter 3, challenges, probes the challenges and issues of geographically distributed development, which include strategic, cultural, communication and coordination challenge, as well as technical, knowledge management and organizational challenges.

As managers, architects and project leads, understanding the business drivers, challenges and trends of geographically distributed development is prerequisite to engaging in the global development environment.

Chapter 4, best practice, proposes a revised five-force framework to examine how to effectively manage a geographically distributed project and global teams based on
Carmel's framework [1], my research study and my own industry experience. The revised five forces include Strategic Vision and Management Skills, Organizational Structure and Team Building, Collaborative Technologies, Development Methodology and Software Life-Cycle Management.

Chapter 5, case study, of a distributed development by IBM Rational, represents a typical organization-led practice, validating the business drivers and challenges identified in chapter 2 and 3, and best practices proposed in chapter 4.

Chapter 6, conclusions and recommendations, offers final thoughts on the future geographically distributed development and how to capture the full potential and values associated with this practice.
1. Introduction

In today’s global economy, many companies are shifting their development strategy to one that is geographically distributed. This thesis studies the main factors and drivers that determine companies to engage in a distributed development model. With this shift, however, many companies have experienced a high degree of project development failure due to several challenges magnified by a distributed staff. The goal of this thesis is to identify the challenges in a distributed development model and to propose a five-force framework that combines the strategic and tactic aspects of managing a distributed development.

The author believes that through best practices in strategies, technologies and operations, it is possible to leverage the full potential and capabilities of distributed software development while maintaining a unified team approach.

1.1 The Definitions

In literature and industry practice, there are three terms, Geographically Distributed Development (GDD), Geographically Dispersed Development (GDD) and Global Software Development (GSD), which are often used to refer to the same distributed development model.

IBM defines geographically distributed development (GDD) as the practice of managing software development projects beyond the traditional bounds of a single building or office structure where the development staff is singularly located. In a GDD model, the development staffing may be distributed across town, across a state or provincial border, or overseas. Some companies are engaged in distributed development within their geographically distributed corporate boundaries, which may involve multiple sites in a single software development project, as well as service suppliers and outsource companies that assume part of the software development lifecycle [2].
Mohagheghi (2004) defines Global Software Development (GSD) as the mode of developing software that allows software projects or products or systems to pass through the boundaries of companies and countries, by coordinating project teams distributed across different geographical regions and time zones. Sahay (2003) also claims that GSD can include work done across global borders through outsourcing, alliances, or subsidiary arrangements.

Despite some of the subtle differences in these definitions of GDD and GSD, they all emphasize the facts that development teams are not co-located and thus there are distance, regions and time zone challenges, and that the development may involve outsource providers and across corporate or country borders and thus there are cultural, political and security concerns.

While geographically distributed (or dispersed) development (GDD) seems to focus more on distance and time zone, and global software development (GSD) implies more on cultural difference and political conflict, the author thinks all the aspects of GDD and GSD should be taken into account. In this thesis, these terms are used interchangeably.

1.2 Open Source Software as a Special Case

Open Source Software (OSS) is software in source-code form that is often created and maintained by a collaborative, virtual community and is usually downloadable and may be used, copied, and distributed with or without modifications for free or at a nominal cost. If the end-user makes any alterations to the software, he can either choose to keep those changes private or return them to the community so that the changes can potentially be added to future releases. An open source license\(^5\) is certified by the Open Source Initiative (OSI), a nonprofit, unincorporated research and educational association with the mission to own and defend the open source trademark and advance the cause of OSS, and is dedicated to promoting and maintaining a formal definition of OSS called the “Open Source

---

\(^5\) Most of the popular OSS licenses (e.g. GPL, LGPL, CPL, MPL, Apache, BSD, X-11) have been certified "OSD-compliant" by the OSI and are listed on their website: [http://www.opensource.org/licenses/](http://www.opensource.org/licenses/).
The open source community consists of individuals or groups of individuals who contribute to a particular open source product or technology. The open source process refers to the approach for developing and maintaining open source products and technologies, including software, computers, devices, technical formats, and computer languages.

Open source software has, over the last 10 years or so, become a hot topic in the press and in the software industry, even though it has actually been in existence since the 1960s and has shown a successful track record to-date. Examples of popular open source products include Emacs, GNU toolset, Apache, and Linux. In 2006, Gartner starts to include open source vendors in the software market and segment analysis.

Before Internet use became affordable, early open source software communities were rather geographically compact. Starting in late 80s and early 90s, many open source software projects rely on the use of a globally free workforce via the cheap of Internet and start with the premise that their contributors are rarely co-located. As a consequence, open source software projects are cases of geographically distributed software development.

Throughout the paper, the author uses open source software's GDD practice as a reference to compare to, and as potential force that is reshaping, the company-led, close source software's geographically distributed development which is the focus of this thesis.

1.3 The Status

Broader economic and political forces as well as technological progress emerging throughout the last decades allow for software development to increasingly become a global undertaking. Traditionally, software development used to constitute an activity conducted by white-collar engineers collocated in large companies. Co-location represented the norm in the software industry as it was practiced by Microsoft as well. Development activities distributed to multiple sites, carried out at a lower scale by IBM,

http://www.gartner.com/
one of the early adventurers of global software development, represented an exception (Carmel, 1999) [1].

Increased communication capabilities, computer networks, and increasing language compatibility brought about a challenge to established models of conducting software development and testing in one location. Software companies are currently following a distributed development model with development offices around the world, and with development as well as testing happening round the clock.

Location sites are presumably determined primarily by the availability of well-trained software professionals and the presence of other sophisticated IT firms [1]. Instead of allowing for labor to come to industrialized nations, organizations are chasing scarce labor. The “excess” software labor is likely to stay put where it is currently located. The main factors identified in the literature to drive the transition of software development from its traditional (centralized, co-located) form to a collaborative practice that spans the globe, are numerous and include a wide range of economic and organizational aspects.

As believed by T. Friedman in his 2005 book, The World Is Flat: A Brief History of the Twenty-first Century, the world is flat in the sense that the competitive playing fields between industrial and emerging market countries are leveling [3]. Today, large IT companies such as Microsoft, SAP, IBM, Hewlett-Packard and others have come to set up development offices in the United States, Europe, Israel, India, Mexico, Brazil, Russia; global consulting services are increasingly relying on software development offices set up in China, etc (Sikka, 2005). According to an estimation conducted by NASSCOM in 2000, approximately 40% of the Fortune 500 companies used global software development (Mohagheghi, 2004). Some additional indicators cited to estimate the magnitude of the global software development include: 80% of the Irish software industry’s output is exported (Cochran, 2001); Gartner Dataquest has projected that IT outsourcing will reach $159 billion by 2005 (Laplante, 2004); 87,000 open source projects are hosted at SourceForge.net on Sept. 2005. The USA has been the most significant user of global
software development, with a predicted increase in spending from $5.5 billion in 2000 to a rather optimistic $17.6 billion by 2005 (Sahay, 2003).

1.4 Summary

Geographically distributed development refers to a development model of which development teams are not co-located and thus there are distance, regions and time zone challenges, and that the development may involve outsource providers and cross cooperate or country borders and thus there are cultural, political and security concerns. Geographically distributed development can be categorized into open source software practice and company-led, close source software practice. The thesis is interested in the latter.

The thesis is focused on studying the factors that drive companies to engage in the distributed development, identify challenges in managing a global team and propose best practices to leveraging the potential of this development model.
2. Business Drivers

The norm of geographically distributed development deserves a study in the business factors and forces that drive companies and development communities to engage in geographically distributed development.

2.1 Friedman's Ten Flatteners

Friedman recognized ten forces as the major flatteners of the worlds to support his theory of why the world is getting flat. The ten forces [3] include:

- The fall of Berlin Wall on November 9, 1989, which signals that the world was left with one system; and the ship of Window 3.0 on May 22, 1989, which allows people across the world to communicate with a unified and friendly computer platform. Software also grows to become a separate business.

- When Netscape went public on August 9, 1995 with a killer application, the web browser, which connects the world together via Internet and starts the waves of building new telecommunication infrastructure enabling the global software development.

- Work Flow Software and web-based standards, such as XML and SOAP, drive software applications to be interoperable. They have become the underlying infrastructure for global software collaboration.

- Open Sourcing, as a notion that company or ad hoc groups are making their source code of the program available to download for any one in the public, is emerging as a competitive advantage of attracting global talents and achieving innovation.

- Outsourcing, which entered the business lexicon in the 1980s7, originally often refers to the delegation of non-core operations from internal production to an external entity specializing in the management of that operation. "Outsourcing" involves transferring or sharing management control and/or decision-making of a business function to an outside supplier, which involves a degree of two-way information exchange, coordination and trust between the outsourcer and its client. Outsourcing plays an

---

7 http://en.wikipedia.org/wiki/Outsourcing
important role in the GDD or GSD development mode and represents unique challenges in managing the project and project teams.

- Offshoring⁸, describes the relocation of business processes from one country to another, which includes any business process such as software, service, production, or manufacturing. Offshoring adds dynamics to GDD or GSD practice and often requires that the development mode be adaptive.

- Supply Chaining, as “a method of collaborating horizontally – among suppliers, retailers, and customers” [3], in GDD or GSD context, means that the distributed or global teams form the supply chain in delivering software and services.

- Insourcing, which often refers to the opposite of outsourcing, and should be considered together with outsourcing and offshoring as varieties or dynamic in GDD or GSD practice.

- In – Forming, Google, Yahoo!, MSN Web Search. All these search engines unfold the world’s information to one’s finger and further empowers individuals.

- The Steroids, digital, mobile, personal and virtual, give a boost to all the other flattener forces and allow them to perform at an even higher level. Eventually all software development will become “virtual” in the sense that mobility is the core of a development team.

2.2 Carmel’s Four Factors

The existing literature and studies on globally distributed software development identify a long list of factors presumed to propel this phenomenon with considerable disagreement regarding their relative importance. Carmel groups these factors into four major categories labeled as catalyst factors, sustaining factors, size factors, and vision factors. The mentioning of these factors is essential to set up the context for a discussion on the relative importance of cost considerations.

The catalyst category refers to factors identified by executive managers as the main drivers for launching the practice of business software development teams in the first place. This category includes interest in accessing specialized “programming” talents, reduction in

development costs, recent acquisitions, strategic interest in global presence, reduction in
time-to-market, proximity to customer, etc.

Sustaining factors in Carmel's language refer to the issues that emerged once the catalyst
factors spurred the initial move towards software development. They include the tendency
towards greater formalism and documentation, spurred creativity and inspiration to the
acquired diversity of the global team, distance from the distractions associated with
headquarters, gained experience, and even a certain organizational inertia once a new set of
executives have established themselves at global software companies.

With the increasing consolidation of the software industry, size factors are becoming
increasingly important to consider, with their associated advantages as well as
disadvantageous effects on coordination and efficiency. With the size of development
teams increasing in the process of industrial concentration, co-located development teams
often times become too large and difficult to manage. Under these circumstances,
companies increasingly consider the relative benefits of opening up research and
development centers at different locations across the globe. Executives also mention the
benefits of the synergistic effects of having a larger number of teams networked together as
an important factor sustaining the practice of software developments. Remote centers can
contribute to increased localized knowledge and provide adequate opportunities for new,
unexpected collaborative possibilities to emerge.

Finally, the vision factors refer to the conceptual understandings of executives of the
organizational future of the businesses environment in general, and of IT companies in
particular. Several executives thus cite their experimentations to accomplish leading
organizational visions: transparency and virtuality as important drivers towards global
software development.

2.3 Other Theories and Findings

In their 1998 study, Carmel and Tjia identify the scarcity of qualified software
professionals as the primary driver of the move towards globally distributed development
teams. The acquisitions made by software companies located in industrialized countries as a result of the spectacular appreciations of their stocks are of secondary importance. The wage differentials existing across the globe and cost-considerations are of only tertiary importance. This is followed by the interest of companies in global presence and reduction in time-to-market.

These findings are based on an empirical survey conducted recently before 1999 with a sample of software companies from the United States. More recent developments emerging within the software industry, and domains relevant to it, seem to indicate a shift in the relative importance of these factors with important implications over future business decisions.

As the software industry has become more mature, so have educational and training programs aimed at preparing next generations of programmers. Hence, global shortages in qualified labor supply have become less of a concern for existing business. In parallel, the increasing trend towards standardization of software development practices and tools also play an important role in further removing the availability of highly qualified workforce as a major constraint on software companies. Finally, a recent look at the types of projects and activities being distributed to geographically distant teams also suggest the relatively more significant reliance of routinized activities that require specialized programming talent to a lesser degree.

While several studies mention the potential advantages of follow-the-sun and round-the-clock development, these practices require considerable coordination efforts and have been increasingly recognized as a drawback, rather than advantage of global software development. Extensive empirical analysis conducted by Herbsleb and Mockus thus indicate that distributed development projects appear to take about two and one-half times as long to complete as comparable projects where all the work is co-located (Herbsleb, Mockus, 2003).
With the relative decline in importance of the interest in acquiring specialized labor and the increasing recognition of the delay-mechanism inherent to globally-distributed development projects, cost considerations appear to become increasingly significant in driving the phenomenon, along with the strategic interest of companies to acquire a global presence.

As the prices of software products are declining and existing software companies are increasingly required to shift more towards a hybrid or software as service business model, one could argue that local presence is also becoming a strategic interest for companies in order to ensure the high quality of the services provided to customers located mainly in industrialized countries.

This is consistent with Carmel and Tjia’s more recent findings presented in their 2005 study where they argue that decisions to set up globally distributed software development teams are led almost exclusively by cost considerations. With the price of software products declining, they claim that shifting development work to geographically remote locations has in fact become a strategic necessity for software companies to overcome financial constraints. This is becoming increasingly recognized both by managers as well as venture capitalists in the US and Europe. They argue that managers present alternative reasons only as part of a public transcript, intended to make the strategy more politically acceptable.

Finally, they claim that only in later stages of engaging in global software development either via subsidiaries or outsourcing - that only a few, most important companies reach (Carmel, 2005), can businesses benefit from more strategic advantages like increasing speed, accessing new pools of talent, extending knowledge networks, diversifying technologies, deepening localization, generating new revenues.

Figure 2-1 shows some of the important drivers for companies to engage in geographically distributed development using global workforce.
One thing worth pointing out is that while tactical and strategic economic factors clearly predominate, setting up globally distributed teams sometimes becomes part of a political transaction. This is the case especially for large, global IT companies who want to gain access to the domestic markets of important developing countries. Russia and China are the classic examples in this respect who are interested in economic growth as well as knowledge externalities that can spur from software development teams located on their territories. Foreign IT firms who want to access the Chinese market are thus often required to invest in software R&D locally (Carmel, Tjia, 2005).

### 2.4 Summary

Friedman’s ten flatteners, Carmel’s four factors and the software industry trends analysis all lead to the two thrusts to Software Globalization: the spread of development activities to newly industrialized developing countries, and the transition of software development away from traditional (centralized, co-located) processes to a form where teams collaborate

---

9 MIT Enterprise Forum presentation
across national borders – futuristic organizational model made possible by new developments in collaborative technology.

The key business drivers for GDD can be summarized as:

- Manage operational cost in perspective of current organization
  Mergers and acquisitions have yielded development organizations partitioned along the boundaries of the acquired companies.

- Improve competitive advantage by organizational re-focus and cost reductions
  Corporations use GDD to improve service level and to lower labor cost by offshoring or outsourcing. They move and refocus in-house responsibility and resources to drive new competitive market opportunities.

- Grow revenue by market globalization or by presence in the local market
  Corporations address new markets by localization of software products, by compliance to local compliance regulations and enforcement, by response to customer requirements of customization and support at the client’s site, and by establishing geographic presence.

- Attract a large pool of global talents
  The scarcity of skills and variations in labor costs have become a function of geographical location.

- “Follow-the-Sun” Development
  Corporations leverage GDD to shorten the “time-to-market” by evolving the “Follow-the-Sun” or “Round-the-Clock’ business model and to be more responsive and competitive.

In the next chapter, the author will examine the challenges facing geographically distributed development.
3. Challenges

However, as mentioned in chapter 1, many companies have experienced a high degree of project development failure due to several challenges magnified by a distributed staff. The major challenges include strategy, communication, coordination, as well as infrastructural demands across global sites.

Mohahheghi (2004) summarizes the challenges as strategic issues, communication issues, coordination issues, cultural issues, geographically dispersion, technical issues and knowledge management issues, which will be examined in the following sections.

3.1 Strategic Challenge

The first strategic issue is the uncertainty of accessing when, where, to who and how to setup geographically distributed projects and teams.

In general, corporations lack experience in governing a new remote operation or new remote service provider and are not sure about the performance of an outsourced operation, and constantly worry about whether compliance is preserved. Heterogeneous inherited legacy is hindering acquired businesses to quickly deliver value. Development collaboration infrastructure is not set up to support a new mobility workforce. Geographic relocation of workforce requires manual administration reconfiguration and often results in high Total Cost of Ownership\(^1\) (TCO – refers to the lifetime costs of acquiring, operating, and changing something).

Corporations often also lack the knowledge on strategic analysis of governing separation of core features and localized extensions, the management skills of quickly transforming new international business opportunity to first delivery. They also lack the infrastructure of supporting a flexible development methodology (waterfall, iterative, agile, etc.) and of being secure, scalable, reliable, 24/7, customizable and global.

3.2 Communication and Coordination Challenge

Due to distance, time zone difference and budget constraints in travel, the global teams have fewer opportunities for incidental contacts and other informal communications that are essential to coordinate development efforts, manage task dependencies, and maintain awareness. While tools are helpful, there is little substitute for the cohesive, intimate working environment that teams tend to require.

Allen describes a communication pattern in that people tend to interact more with local and less with remote co-workers. He claims that the frequency of communication among engineers decreased with distance. Even 30 meters distance in the same building or floor is like miles away\(^{11}\).

Coordinating and allocating the work of virtual teams is complex. In spite of a trend towards commoditization, the activities involved in software development are inherently different from traditional production processes involved in the manufacturing sector. Breaking up the development process into its chain components still represents significant risks and attempts to do so are often followed by considerable difficulties in coordination. Some activities, such as requirement engineering and architecture engineering, depend more on communication than others, such as testing, if well-written use case documents or functional specifications are available. Coordination across geographical locations is especially difficult when the task is creative. Whether defined as adaptive adjustments or as radical differences from established practices, creative projects pose a challenge to the coordination of distributed teams. Because these types of tasks cannot be broken down into small and well-defined components, and because they often require variations in the needed knowledge base, creative tasks are extremely difficult to coordinate.

---

\(^{11}\) Tom Allen, Lecture Notes from course 15.980 “Organizing for Innovative New Product Development”, Spring, 2006
3.3 Cultural Challenge

Cultural differences are often the root cause of many of the other issues, such as communications and misunderstandings, and can create significant stress in offshore project team members (R. Bakalov12, 2004). Because culture is such a complex thing comprised of attitudes, experiences, beliefs and values, it is important that companies undergoing globally distributed projects understand and respect the differences in cultures across sites. The impact of not understanding and respecting cultural differences is severe, as many globally distributed teams have already seen.

Some of the impacts of cultural differences on global software development are explained by Edward T. Hall (1976)'s cultural dimensions – high context vs. low context cultures, poly-chronic vs. mono-chronic cultures [4], and by Geert Hofstede (2002)'s cultural dimensions terminologies include high power distance and the preference of uncertainty avoidance [5]. Hofstede claims that culture is "more often a source of conflict than of synergy" and cultural differences are "a nuisance at best and often a disaster." Within distributed teams, expectations that some individuals have larger amounts of power than others across geographical locations cause hierarchical forms of communication and slow decision making. This lack of efficiency highly hinders the progress of the software development projects. This type of behavior was seen during requirement engineering in a study of the Thai culture in 2000.

Another impact of cultural differences is that of uncertainty avoidance, which can be described as the preference of rules and structured circumstances. This particularly is one of the major causes for the waterfall development model and restrictive change models in distributed development. Other factors of cultural difference include emotional versus neutral, attitude to time, race, class, religion, attitude to governments and specific versus diffuse.

---
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All these identified cultural differences contributed to the challenges in a global software team which most companies are still struggling with. Most importantly, cultural difference could not be easily changed, and must be well understood, respected and coped with.

### 3.4 Technical and Knowledge Management Challenge

Yet another huge challenge that exists within globally distributed teams is that of inadequate infrastructure to support information and artifact sharing, which can hamper communication and collaboration among the distributed project members and even cause project failure. Distributed work of any kind puts a premium on effective and more formalized communication techniques and tools. This is especially true if distributed teams are working on the same body of code.

Due to the challenges of differences in time zones, special emphasis needs to be placed on enabling synchronous infrastructural means rather than asynchronous. For example distributed teams need to have things like phone, video conference, net meeting, e-chat, and instant messaging capabilities. Asynchronous tools such as e-mail, voice-mail, discussion lists, on-line calendars have delayed responses and are sometimes troublesome. Other tools such as document sharing, distributed software configuration management (SCM) systems, file transfer, remote access are also preferred tools. Overcoming the problematic asynchronous communication and time delays for communication and solution turnaround is a challenge that companies choosing to employ globally distributed teams need to reflect on.

### 3.5 Organizational Challenge

Another important challenge that poses a risk in global software development is organizational differences. Factors such as complicated organizational structures, many escalation levels, and different approaches in responsibility sharing make it difficult for distributed teams to function cohesively. Many organizations involved in distributed projects are not ready to change their internal structure and processes along with new partners and thus run into these organizational challenges.
3.6 Challenges in Open Source Software

Open source software development, as a natural practice of GDD, faces other characteristic challenges, such as lacking of explicit system-level or detailed design, lacking of project plan, schedule or list of deliverable and lacking of infrastructure to support more frequent release and rapid cycle time. These challenges, however, are not the ones this thesis aims to address.

3.7 Summary

Company-led geographically distributed development is facing multiple challenges including uncertainty in strategies, inadaptive in organizational structure, lacking communication and coordination due to distance and cultural differences, inadequate support in knowledge management and information sharing, etc. In the next chapter, the author will propose a framework to addressing these issues.
4. Best Practices to Harness the Full Potential of GDD

In his 1999 "Global Software Teams" book, Carmel describes "centrifugal forces" that drive global teams apart and proposed a six powerful "centripetal forces" for holding together a successful GSD team [1]. These six forces (Figure 4-1) include a stronger telecommunications infrastructure, better collaborative Technologies, a solid development methodology, careful architecture and task allocation, team building, and specialized management techniques.

![Figure 4-1 Carmel's Six-Force Framework](image)

Though still very useful and helpful as guidelines to managing a global team, the author argues that Carmel’s framework has two obvious limitations:

- lacking strategic emphasis with too much focus on the tactical aspects
This could lead to short-term tradeoffs in the GDD investment.

- and the claim that all six forces are equally important

Telecommunication infrastructure, for example, is now of less concern and should not be treated as a parity to other forces.

Based on Carmel's framework, research study and my own industry experience, I now propose a revised framework to address both the strategic and tactic aspects when dealing with geographically distributed development and global teams. As shown in Figure 4-2, the revised five forces include strategic vision and management skills, organizational structure and team building, collaborative technologies, development methodology, and software life-cycle management.

![Figure 4-2 Revised Five-Force Framework](image-url)
The following sections will examine each of the five forces and propose solutions in response to the challenges identified in chapter 3.

4.1 Strategic Vision and Management Skills

The main goals of software development activities are: on-time delivery, reduced development costs, innovative products and services achieved through increased diversity and creativity, and high quality. These goals tend to remain the most important ones, with the associated trade-offs, regardless of whether software development is set up locally or distributed across a wider geographical range. Software companies with globally distributed teams face however different sets of risks in their attempts to achieve these objectives. Evidence suggests that firms do not or are not able to systematically harness the full potential of geographically distributed development, resulting in sub-optimal value capture.

In recent years, company-led software development has been challenged by the open source software mode, a force to drive the commodity of software and to drive the software business model shift from "software as a product" to "software as a service". Companies such as Microsoft, Sun Microsoft and IBM have been changing or adapting their strategy to take into account this unconventional development approach.

This can often be attributed to a tactical approach towards GDD, absence of a realization that strategic vision is crucial and that special management skill is an acquired competency, and to an insufficient understanding of the structure and dynamics of GSD [6]. So the foremost force the author argues about is strategic vision and management skills.

According to the Gartner's road map for the overall global sourcing [7], Global sourcing for software and IT services, internally or externally, is now a mainstream business practice. Gartner estimates that more than 80 percent of Fortune 500 companies currently have some IT services delivered non-domestically. So a global development and delivery model is an integral part of a sourcing decision and understanding the effects of
formulating a sourcing strategy to optimize global resource and optimize revenue growth is critical.

Corporations and enterprises that are successful at global sourcing approach their sourcing decisions as long-term journeys that must be properly planned and executed as part of an overall sourcing strategy. The framework created by Gartner can help organizations understand the potential business value of global sourcing, and the major stages and attributes of adoption (see Figure 4-3). Organizations can use this framework to determine where they are today and where they want to be in the future.

![Figure 4-3 Gartner’s Global Sourcing Framework: The Journey of Globalization](image)

This framework suggests that to reap all of the benefits of global sourcing, and to optimize the use of global resources as a strategic versus tactical initiative, to achieve the agility at the best prevailing global price point. Companies commit to a multiyear journey that involves three stages [7]:

- **Stage 1: Competing Through Operational Efficiency**
  
  At this stage, companies focus on achieving efficiency from accessing cheap labors and take GDD as a tactical initiative.

---
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• Stage 2: Competing Through Process Efficiency
  At this stage, companies focus on achieving effectiveness from re-engineering / re-architecting in a global sourced model, from automating and re-designing development process, and from optimizing software performance and quality, which result in an increase in software productivity and delivery capability.

• Stage 3: Competing Through Agility to Respond to Business
  This stage brings the first two stages together to take advantage of the synergies of a global sourcing strategy.

A common pitfall in GDD strategy and management is the tactical, cost-focused outsourcing and offshoring mentality, which is particularly evident in US companies’ approaches – cost is king, but not necessarily total enterprise and life-cycle cost, and this leads to short-sighted decisions versus long-time plans. Gartner’s guideline and industry experience show that success at each level requires organizational commit to evolving key skills and expertise in global sourcing, as well as a concerted effort and planning, and a vision and leadership to realize the optimum benefits of that stage. Adopting the viewpoint of global sourcing as a journey implies a strategic commitment, not tactical actions, to institutionalize global sourcing best practices and lessons learned.

Specialized management techniques should be also considered carefully for successful global software development. There are empirical evidences that a manager with GDD experience (one that not even necessarily has a good record) can make a big difference compared to a manager who is naïve to GDD project management. Once a team is dispersed globally, the traditional simple team work structure of co-located work is not effective. Instead, management should take various and flexible approaches.

Social cohesion and inclusion are positive for business by opening and increasing the potential market and the potential talent pool. A more culturally diverse workforce initiates greater innovation and is necessary to serve an increasingly complex and global market. Developing cross-cultural skills enhances team performance and results in successful
software project. Culturally diverse teams are found to outperform homogenous teams by 10 percent on measures of alternatives generated and range of perspectives (The Ashridge Journal, 2000).

Managers of global teams are required to pay attention to many aspects of management, such as management transparency, coordination, cultural differences, and balance between a centralized and a decentralized structure. Managers can no longer assume that the person in their team will act in accordance with national norms and the focus becomes more personal with different approaches to different people (Schneider, 1997) [8]. It is not effective for a manager to apply simply one style of management to the GSD team. Following different culture that each team shares with, specialized managers should apply their techniques to each case of different team.

In summary, GDD is strategic only when it is exploited for business transformation. Successfully capitalizing on GSD requires not only effectively dealing with the complexities and challenges that the global distribution of software work throws-up but also employing a well-crafted strategy to realize the full potential of GSD [6]. GSD can be strategically leveraged and tactically managed to harness GSD for business transformation, and for gaining competitiveness and growth. Evidences show that once settled, multicultural teams tend to perform better than monoculture ones in identifying problem perspectives and generating alternatives [8]. Cultural awareness, special skills and flexible approaches are required to manage a diversity team.

4.2 Organizational Structure and Team Building

The global organization of software development is both shaping and being shaped by visions of future organizational structures. By understanding the organizational spectrum (whether or not the GSD model will include outsourced and offshore segments) and discipline alignment (where tasks in the development process will be done and by whom), organizations can focus on specific challenges and requirements introduced at each level.

Virtual Team
Geographically Distributed or Dispersed Team (GDT), also known as a Virtual Team, is a group of individuals who work across time, space, and organizational boundaries with links strengthened by webs of communication technology\textsuperscript{14}. They have complementary skills and are committed to a common purpose, have interdependent performance goals, and share an approach to work to which they hold themselves mutually accountable. Geographically dispersed teams allow organizations or development community, such as Open Source Software, to hire and retain the best people regardless of location. Members of virtual teams communicate electronically, so they may never meet face to face. However, most teams will meet at some point in time. Many virtual teams in today's organizations consist of employees both working at home and small groups in the office but in different geographic locations.

Virtual teams bring the benefits of obtaining the best employees located anywhere in the world, dealing with increasing technological sophistication, personal flexibility and productivity, and achieving a "follow-the-sun" development model.

Virtual Organization

Virtual organizations refer to entities organized around a structure resembling a network that has a weak hierarchy and a weak center. Even though geographically distributed development seems particularly consistent with the concept of virtual organization, the configurations existing in reality suggest however that global software teams are neither virtual organizations nor virtual projects.

Research and studies show that in spite of continued globalization of software development, the core activities tend to take place primarily at the headquarters located in the industrialized countries (Carmel, Tjia, 2005). Software firms are distributing some of their development projects, but they are still reluctant to disseminate core competencies and the existing organizations still carry several layers of hierarchy. While it is not unusual to find a network of collaborating teams, the activities associated to the highest levels of competency and authority are still kept within the boundaries of headquarters or at least

\textsuperscript{14} \url{http://en.wikipedia.org/wiki/Virtual_team}
host-countries, and the geographical range is still relatively limited, including only a few countries. The current stage of global organization of software development thus also maintains some of the distinguishing features of traditional supply chains in a sense that software producers add value as the project is transformed and passed from one location to the other (Carmel, 1999 and 2005).

Figure 4-4 In-house vs. Outsourced-Offshore activities¹⁵

Figure 4-4 thus illustrates the relative importance of in-house versus outsourced, offshored development for different chains of the software development process, based on data acquired through a survey conducted with US software companies in 2004. These results strengthen the validity of the assumption that the activities that tend to be distributed globally are indeed the ones that are more standardized – they can be specified precisely and are less reliant on high-end technical expertise.

¹⁵ Source: Adapted from Carmel, 2005
Intra-organizational and Inter-organizational

Another approach to analyzing the organizational spectrum of global software development is, instead of focusing on the distribution of core versus non-core activities, consider the character of the legal ties connecting the elements of the development community. Global software development in this respect expands over two main forms including intra-organizational or intra-enterprise referring to legally related companies and development teams, and inter-organizational or extra-enterprise referring to a 3rd party service provider. A graphic illustration of these main forms is illustrated on Figure 4-5 below.

![Global Software Development and Testing](image)

Figure 4-5 the legal organizational spectrum of GSD\(^\text{16}\)

Non-organizational Form

With recent developments in the business practices and technological practices shaping the software industry, non-organizational forms, such as open source software development, and services or components provided via the Web, as in the case of Application Service

\(^{16}\) Adapted from Sikka, 2005
Providers (ASP), are increasingly recognized as possible third and fourth alternative approaches to global software development (Mohagheghi, 2004).

In particular, open source software represents a radically different model of global software development. The loose organization of some open source projects allow for more of a networked organizational structure, where distributed developers encompass the entire development cycle — from high level design through final testing and implementation. Due to the very nature of open source development, this organizational structure can possibly be the movement that brings about a flattening of the organization of software development across the world.

Take the GNOME (GNU Network Object Model Environment) project, an attempt to create a free and therefore open source desktop environment for the UNIX systems, as an example. The GNOME project is composed of three main components: an easy-to-use GUI environment, a collection of tools, libraries, and components to develop this environment, and an “office suite.” (German, 2002) During its nine years of development, the engineers who contribute to the GNOME project come from anywhere that has web access. Importantly, there is no identified headquarters for this project. There is no longer the organization or management of getting the least efficient link to complete its task in order to hand off the module to the integrator.

However, even with accusations regarding conventional organizations and conventionally-managed software, and the praise of the strengths of the OSS-style development (Raymond, 1999) [10], there were instances of chaos. For example, in the GNOME project, the fact that particular tasks were not done by volunteers had hindered the development of the project, and several companies, such as RedHat, Sun Microsystems, and Ximian, with the hopes of accelerating the development of the project, decided to pay full time employees as contributors who would enable the completion of these tasks. These paid employees are usually responsible for tasks such as project design and coordination, testing, documentation, and bug fixing. Because these tasks are less attractive to volunteers, by taking care of them, the paid employees make sure that the development of GNOME
continues at a steady pace. Because the tasks that these particular contributors take on are usually the less desired, no one company gains power or gives direction over the development of the project (German, 2004) [9].

Team Building
Creating common culture, building personal trusts, and developing common protocols are not easy for global software development teams. In most cases, the team members do not travel from site to site and have never met with team members in other sites. The lack of personal contact among the project members can also lead to troubled trust; confidence achievement is an important objective of project management. Trust in the relationship enables cooperative behavior, reduces conflicts, decreases transaction costs, and promotes effective responses to crises (Rousseau et al. 1998). The involved parties may consider each other as 'us' and 'them', but may also perform as a unified team labeled as the 'us'. Therefore, managers and members in a distributed team should pay careful attention on team buildings.

Successful teams tend to embody many aspects of team building to actively build trust across different sites. Lessons show that there is no greater opportunity for building an effective virtual team than at startup. It is recommended to begin a global project with kick-off meetings to introduce teams (for example, using PowerPoint slides with team member photos, background, and pastime hobbies), lay out vision, and explain development methods and communication protocol. It is also helpful to have milestone meetings to articulate accomplishments and lessons learned, and preview next step and roadmap. Other team building methods include providing a 360 view, adopting a flexible communications protocol – lateral or vertical, building personal bridges between sites, and investing in training on language and cultural issues.

In open source software development, the core team (with characteristic of highly active, mainly focused on coding, and not architects of the modules to which they contribute) is composed of self-selected, talented programmers with high motivation and true belief in
the code base, and led by project coordinators who normally have good people and communication skills.

Identifying and keeping a “gatekeeper\textsuperscript{17}” in a virtual team, as glue to team building and link to outside technology, is also desired. The “gatekeeper” is normally someone with high technical performance but low in the organizational hierarchy. “Gatekeeper” is not just a communicator, but rather someone who has the capability of managing the flow of messages, knowledge and information, approachable and receptive to people. He/she can help team building. However, “the Gatekeeper” cannot be created by management and he/she may not be so visible in a virtual team as in a co-located team. Raymond describes Linus Torvalds as the “gatekeeper” \textsuperscript{10} to the Linux open source software project.

Carmel (1999) explicitly warned that companies guard against giving too much power to the headquarters \textsuperscript{1} in terms of assigning leadership roles and allocating tasks. Another big issue regarding virtual software team management is when and how team leaders should delegate authority and responsibility to the team. Delegation means that one has been empowered by one’s superior to take responsibility for certain activities which are originally reserved for managers (Bass, 1990) \textsuperscript{11}. Traditional literature indicates that the influence of delegation on team outcomes is moderated by a number of factors such as follower maturity, group development, and team reality. The general conclusion, for traditional, co-located teams, is that a leader should delegate to his followers more when the followers are mature \textsuperscript{12, 13}. However, effects of adding virtual team as yet another factor are not well understood and there has been limited research resulting in conflicting findings \textsuperscript{13}. Coordinators or leaders in open source software, however, are known as good at empowerment by “delegating everything you can” \textsuperscript{10}. Managers and leaders should be sensitive and proactive to this issue. Empowerment, after all, can be one of the core forces to achieve creativity and innovation in a global distributed team environment.

\textsuperscript{17} Tom Allen, Lecture Notes from course 15.980 “Organizing for Innovative New Product Development”, Spring, 2006
In summary, the development of open source software in globally distributed locations has a unique organization structure different from proprietary development. Where in proprietary development hierarchical models are necessary and integral to the survival of the project, a much more flattened approach is undertaken when developing open source software. While the existence of globally distributed teams does assume a certain flattening of the organizational structure, geographically-distributed development certainly demands a more flexible and adaptive organizational structure, as it is more competitive and responsive to the marketplace.

The virtual organization remains a theoretical model today towards which organizations are converging, as the emergence of environments which require inter-organizational cooperation as well as competition, the continued shift from production to service/knowledge work environments, and the changes in workers' expectations of organizational participation. Forrester's Navi Radjou (2006) alleges that “The World isn't Flat till Global Firms are Networked, Risk-Agile, and Socially Adept” [16]. Building a unified team is considered to be one of the best ways for team productivity and risk mitigations, and team building should focus on various aspects and involve multiple activities.

4.3 Collaborative Technologies

Communication, coordination and collaboration are critical in all software projects of any size. When a project is co-located, much of the coordination happens invisibly, embedded in the habits and practices that grow up around the development process, and in face-to-face meetings and informal conversations. As demonstrated in figure 4-6, less than 20 percent of the technology sources for product development projects come from written material. A large portion of messages involve people to people (inside and outside) interaction.
However, these "invisible" means of coordination are not consistently available in distributed projects, allowing team members to see - by observing the effects of their absence - the nature of coordination among people that software development requires [17].

Collaborative technology is crucial for successful global software development. It makes the "invisible" communication and coordination which happens in a co-located team visible in a global team. The generally used methods can be categorized into three groups (1) Individual initiatives, including E-mail, Instant Messaging, Blogging, etc. (2) Meetings and Events, including Web conferencing, Audio conferencing, Video conferencing and Webcasts, etc, and (3) Team and Communities, including Wiki, Software Configuration Management (SCM), file sharing and document management and other communities tools including the emerging technology – collaborative development environment (CDE).

As managers, project leads and members engaged in geographically distributed development, knowing the available collaborative tools is a prerequisite. As companies

---
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with global workforce or with global partners, investing in and adopting collaborative technologies can effectively improve productivity and promote innovation.

The author will explore the telecommunication infrastructure, some of the commonly used or emerging collaborative technologies in the context of geographically distributed development, and then argue that companies and development communities should adopt collaborative technologies and structure with measurable goals.

**Telecommunications Infrastructure**

Given the distance and cultural differences among the global teammates, the foundation of telecommunication is crucial for successful team and telecommunications infrastructure is critical. With well developed telecommunications infrastructure, each team member in global locations can communicate and cooperate in a timely and smooth manner.

The Internet is the true enabler of open source software development. For example, Linux was considered the first project to “make a conscious and successful effort to use the entire world as its talent pool” [11]. Raymond (1999) [10] also argues that it is not a coincidence that the gestation period of Linux coincided with the birth of the World Wide Web, and Linux left its infancy during the same period in 1993-1994 that saw the takeoff of the ISP industry and the explosion of mainstream interest in the Internet.

In the past, a high speed telecommunication network was not reliable and many companies had a private global network. In the past decade, the maturity of Global telecommunications networks has provided a vehicle for relatively inexpensive communication between teams that are separated by great physical distances. For example, a Virtual Private Network (VPN) is available through internet and it is now widely used. Constructing a VPN is cost-effective because it reduces connectivity costs as well as some equipment costs. However, VPN contains security concerns and they are not perfectly solved.
Another thing to note is that even though the internet is ubiquitous now, it is not as available in some areas of the world, such as some parts of Vietnam and Russia. If a company engages in software development in such an underdeveloped part of the world to seek deep cost reduction, the undeveloped telecommunication infrastructure may become one of the biggest concerns and often require significant investment.

In summary, today’s telecommunication infrastructure is much stronger than seven years ago when Carmel published his book. Advances in global network connectivity over the past 10 years have significantly reduced the effects that physical separation has on geographically distributed development teams. However, there is still a general concern in terms of network latency, firewalls, authentication and data security issues.

**Collaboration Tools**

E-mail, as a killer application in the communication, is probably the most popular collaborative tool. However, considering cultural aspect, Carmel (1999) regards e-mail as not effective to teams in some cultures. Americans may be comfortable allowing e-mail participants to get into a heated “fight.” Such an open conflict is acceptable for Americans, but not for Japanese who operate in another cultural context. In cultures like Japan, coordination is sometimes more important than open discussion. When you collaborate with a team in other countries, you should take into account the different way of collaboration and may have to think about other types of collaborate technology. The lack of this kind of cultural awareness has significantly hampered many attempted collaborations; alternative approaches should be considered. Software configuration management systems, for instance, can be used to mitigate this problem.

Instant Message is starting to find its way into the business world as a valuable tool. It is more interactive and responsive than Email, and thus is highly recommended for co-located teams and for teams within certain time zone. However, it proves to be less useful when you have a team in USA and a team in China with 12 hours time difference, and with language barriers. Another problem with Instant Message and E-mail is that even though
the content of discussion and information exchange can be saved for later review, it is very
difficult (if not impossible) to find, locate or search when needed, and is often lost.

Web logging or "blogging" is the process of instant publishing to a Web page. "Blogs"
typically contain short messages that follow a chronological order. Global team members
can use blogging to publish their progress, and the Web interface makes it easy for
everyone to see each other's notes. Evidences show that "blogging" can be an effectively
way to understand cultural difference and to learn how to anticipate different behaviors.

Wiki was invented by Ward Cunningham in 1995. It was created as a means to develop
collaborative web pages by allowing information and associations to be added freely by
any or selected users. Because a history of all wiki changes is maintained in a database and
logs of changes can be obtained, the system is essentially self-regulating and has a
survival-of-the-fittest but evolutionary feel [18]. Wiki has proven to be a very useful
asynchronous collaboration tool for a geographically distributed team. However, some of
the problems with the use of wiki should be considered and addressed. Literature,
interview with wiki users and personal experience reveal that many team members seem
uncomfortable with the idea of shared ownership of data within wiki. This problem
evidences itself in two phenomena. On the one hand, some original authors of wiki pages
want to have control over the content; on the other hand, contributors have concerns about
erasing or deleting other's work.

When real-time communication is needed, conference calls can be significantly enhanced
with Web conferencing. Web conferencing can be used for group presentations, interactive
planning and review, and even unstructured brainstorming sessions. Today, most web
conferencing products include collaboration features such as white boarding, file sharing,
instant messaging, and cooperative editing.

According to a study at IBM, the web conferencing usage increased steadily over the past
several years because of the rapid growing of geographically distributed teams.

- 2002 - Average daily ~1500 participants, ~300 meetings
- 2003 - Average daily ~3000 participants, ~500 meetings
- 2004 - Average daily ~4000 participants, ~900 meetings
- 2005 (trend) = ~5000+ participants, ~1000+meetings!

Figure 4-7 Web Conferencing Usage at IBM

Carmel (1999) explains that a collaborative technology to support software engineering (CT-SE), such as Software Configuration Management (SCM) and Collaborative Development Environment (CDE), works better for global software development teams. He argues that CDE presents five important objectives, such as serving as a team memory center, provision of team 360 views, support of coordinating workflow, reduction of duplicated effort, and support of quality assurance.

Pressman defines software configuration management (SCM) as a "set of activities designed to control change by identifying the work products that are likely to change, establishing relationships among them, defining mechanisms for managing different versions of these work products, controlling the changes imposed, and auditing and reporting on the changes made." [19] Geographically distributed development involves mainly software code, and SCM tools can support an in-context collaboration that tracks changes, and mitigates the impact of cultural difference, distance, and time zone. Literature and empirical experience from both the company-led and the OSS-style global software development have both validated the importance of using software configuration management (SCM) tools. Section 4.5 will explore SCM in more details.

As an emerging collaborative technology, Collaborative Development Environment (CDE), a term coined a few years ago by IBM fellow Grady Booch, allows geographically
distributed project team members and distributed stakeholders to share ideas and knowledge and to work together on a common task. With large projects across the globe and with the looming of temporally and geographically distributed development, Booch proposes a next generation collaborative development environment that changes the focus from the needs of the individual developer to the needs of the team.

Typically, software developers spend a majority of their time on code-centric activities supported by an Integrated Development Environment (IDE) offering a range of code development and manipulation features. Other aspects of their task involving interaction, communication and coordination within and across teams are generally supported by a discrete combination of capabilities including configuration management systems, issue tracking databases, instant messaging systems, project websites, and so on. Assembled in a coherent fashion, this latter set of capabilities can compose a collaborative development environment for software engineers.

Whereas traditional IDEs focus upon improving the efficiencies of the individual developer, CDEs focus upon improving the efficiencies of the development team as a whole. Today, there exists only a few commercial CDEs focused primarily on the problem of distributed software development over the Web, most notably, SourceForge\textsuperscript{19} and CollabNet\textsuperscript{20}. But there are many more that have been created for other domains or that address one specific element of the software CDE domain. The openCollabNet\textsuperscript{21}, a new online community based on Web 2.0 principles and integrated with SCM capability, claims that it connects about 1.5 million software developers all around the world, allowing them to share innovations and software development best practices applied to open source projects and to tightly protected enterprise and government intellectual property. IBM's alphaWorks has launched a portal\textsuperscript{22} about CDEs and predicts CDE as “the next big thing” following the journey of development tools from command line interface (CLI)s to Integrated Development Environment (IDE)s, to Extended Development Environment (XDE)s.

\begin{footnotesize}
\begin{itemize}
\item\textsuperscript{19} \url{http://sourceforge.net/}
\item\textsuperscript{20} \url{http://www.collab.net/}
\item\textsuperscript{21} \url{http://www.open.collab.net/}
\item\textsuperscript{22} \url{http://www.alphaworks.ibm.com/topics/cde}
\end{itemize}
\end{footnotesize}
It is important to articulate some measurable goals when investing in collaborative technologies and deploying collaboration tools. Some measure goals could include:

- **Cost** – What is the total cost of ownership (TCO) associated with each tool? What portion of project budget should be invested in collaboration technologies?
- **Scalability** – The scalability of the tools is critical to anticipate the growth of the global team, to enable regional communication and distributed decision-making, and to improve the accountability in proportion to authority [38].
- **Security** – The security of the tools determines whether 3rd party or extra-organizational partners or customers could be included in the collaborations.

In summary, collaborative technologies are intended to resolve coordination issues in any context, co-located as well as distributed, but are especially useful for enabling a global team to communicate timely and efficiently. Adopting a rich set of collaborative tools with measurable goals and with security taken into account will fundamentally increase the productivity of the global team and promote innovations.

### 4.4 Development Methodology

The development methodology is the map that guides the team through the software development cycle. It also becomes the common language bridging developers at different sites. When one writes that “we’ll do that during the X stage,” exactly what is expected in the X stage should be understood between the two developers in distant areas. In addition to providing team members with a common language of tasks and activities, these methodologies reduce redundant activities and excessive work as well as enhance quality assurance.

Understanding the various methodologies and adopting them to tackle the dynamics in geographically distributed development is one of the keys of managing a global team.
4.4.1 Waterfall Methodology

Challenges that globally distributed teams face had led this type of development to favor the waterfall model, a development model introduced in the late 1960s in response to the problems of managing large custom software development projects. Its aim was to bring control and discipline to what had previously been a rather unstructured chaotic process (McK Cormack et al., 2003) [20]. The waterfall model is a sequential software development model in which a project is completed in a series of steps, such as analysis, design, coding, testing and deployment. Each step, such as requirements gathering, is undertaken only once and must be completed and verified before the next phase. Waterfall model is sometimes referred as Classic Life Cycle Model, or Linear Sequential Model, or “Japanese Factory” [21]. As illustrated in Figure 4-8, the waterfall model minimizes the need for communication and coordination because there is clear handoff from one phase to another. This method also makes tasks allocation easily to manage, for example, mapping phases to responsible development sites. There is less concern over shared context among geographically distributed teams since one phase’s output becomes next phase’s input. However this is true only if the handoff happens at phase boundaries – the more critical issues are often driven by distributed development in parallel during the same phase.

![Figure 4-8 Waterfall software development model](image)

It has been believed that waterfall development model works better with a geographically distributed development project to mitigate the impact of cultural differences and avoid
uncertainty among remote teams (a study in 2003 comparing Japan, US and India). While implementing the waterfall development model may not be completely ghastly, this model makes it difficult to scale up to meet the challenges of increased size and complexity of newer software products.

4.4.2 Iterative or Agile Methodology

Recent literatures [20][21], research, and industry reports, however, have concluded or suggested that the waterfall model makes it difficult to scale up to meet the challenges of increased size and complexity of newer software products. Moreover, the complex global environment developers are facing today would warrant the adoption of the agility principles in software development teams more than the values of enforcing discipline in software development. Iterative development, especially a variation called the “agile development” model, gained a lot of attention in the GDD field. The term Agile Method of software development was coined in the 1990's. It incorporates autonomy into software development to nurture creativity and resourcefulness. For examples, a “synch-and-stabilize” (Selby and Cusumano) [21] style development is intended to adapt easily to change during a project at the features level and produce incremental releases relatively quickly. These capabilities are crucial to GDD because of the high requirement uncertainty and the pressure of “time-to-market”. Cusumano argues it is inherently superior compared to the over structured “factory-like” or waterfall approaches [21]. Paasivaara and Lassenius [22] reported that a Finnish company was developing software using both several onsite subcontractors and a subcontractor that had onsite developers working in the customer’s premises and offshore developers. Earlier, the company had used a waterfall type process with its main subcontractor. This development model had many problems, which led the company to experiment with the usage of Scrum, an agile method for software development and project management.

However, agile and (traditional) distributed development approaches differ significantly in some key tenets. For examples, agile development relies on informal processes to facilitate coordination [23] and advocates on peer programming and frequent code review, all of which can be hard to implement in distributed development. Thus despite the
suggested benefit of being more responsive, agility methods have a problem in managing the vast amount of information and knowledge, which were relevant. Communication of the ACM October 2006 is dedicated to agility in global software development.

In an effort to achieve or maintain an iterative and agile development model, companies seeking to undergo globally distributed software development should identify and become aware of the challenges plaguing the distributed teams. Specifically, some of the higher-risk challenges in distributed projects that dissolve the ability to implement an iterative model include differences in culture, organization, infrastructure, difficulty in work allocations, and different time zones, among others.

### 4.4.3 Capability Maturity Model

Capability Maturity Model (CMM), as one of the advanced development methodologies, was originally created by System Engineering Institute (SEI)

It provides a conceptual structure for improving the management and development of software products in a disciplined and consistent way. The staged Software CMM Integration (CMMI) model identifies five levels (ranking from 1 ~ 5) of software development practices that provide organizations with a roadmap for software process improvement, taking them from chaos, ad hoc, ill-defined processes to mature, disciplined software practices.

Despite criticisms regarding the lack of formal theoretical basis (Bach, 1994) [24] emphasizing control over flexibility and learning (Senge, 1990) [25], undermining intrinsic motivation and ignoring many factors that contribute to the productivity of individual engineers (Jones, 1994) [26], numerous organizations are adopting the CMMI model as a way to improve processes and to manage the development, acquisition, and maintenance of software and services. In global software development context, offshoring and outsourcing vendors are mandating CMMI to drive competitive advantage, to increase effectiveness and efficiency, to increase customer satisfaction by improvement on performance, cost and schedule, and also to stimulate cross-border collaboration. According to SEI CMMI profile reports (Table 4-1), India and China now have second and third largest number of CMM

---

23 http://www.sei.cmu.edu
24 http://www.sei.cmu.edu/cmmi
CMMI, as a development methodology, may spread from the offshore software or service vendors back to the home organization, as a result of the desire of match that of the vendor's. This is reported by Pitney Bowes\textsuperscript{26} during the outsourcing of the entire portfolio of applications development and maintenance. At that time, Pitney Bowes was evaluated at CMMI model level 1 (Initial), while the outsourced service provider was at CMMI level 5 (Optimizing). The big process maturity gap required increase resources to resolve issues and rework, making business benefits not realizable, and hazarding a value-added partnership. This forced Pitney Bowes to adopt CMMI processes [29].

### 4.4.4 Bazaar-style Methodology

The open source development mode is quite different from the traditional commercial software development model. Raymond likens the corporate or traditional model, whereby a corporation produces and sells proprietary software, to a cathedral and the open source model to a bazaar [10]. In the corporate model, individuals or small groups of individuals quietly and reverently develop software in isolation, without releasing a beta version before it is deemed ready. In contrast, the open source model relies on a network of “volunteer” programmers, with differing styles and agendas, who develop and debug the code in parallel. The software is released early and often.

---

\textsuperscript{25} http://www.sei.cmu.edu/appraisal-program/profile/pdf/SW-CMM/2006marSwCMM.pdf

\textsuperscript{26} http://www.pb.com/
The “Bazaar-style” development is not in itself a new process [30]. Most software development initiatives are carried out by a limited (often just one) number of developers. This observation has been corroborated by several studies of open source repositories such as Sourceforge.net. Large open source projects such as Linux and Apache do have a very well structured and organized process, which resembles those of other proprietary products [31]. The characteristics of OSS’ “release early and often” strategy is also observed in Microsoft’s practice of daily build and feature orientation [21]. Iterative and Extreme programming stress the notion of incremental and evolutionary development, and can be equally applied to proprietary and open source software.

In summary, the goal for adopting a development process is to create enough structure to keep projects under control but not so much that “the process” stifles creativity and flexibility [21]. Given the complex and dynamic nature of the geographically distributed development, the desire of gaining competitive advantage and the pressure of “time-to-market”, the author proposes an iterative, agile methodology with an architecture that supports distributed, model-driven development. CMMI should be also considered as a software engineering standard especially when outsourcing is involved.

**4.5 Software Life-Cycle Management**

Software Life-cycle Management (SLM) or Application Life-cycle Management (ALM) regards the process of delivering software as a continuously repeated cycle of inter-related steps: requirement, architecture & design, development, testing, deployment and management. Each of these steps needs to be carefully monitored and controlled. For most software projects, the coordination of life-cycle development activities remain a manual process, even with co-located project team, and becomes one of the big concerns in geographically distributed development mode.

The author thus argues that in geographically distributed development, software life-cycle management, as the act of managing all artifacts related to a development project including versioning, relationships, and workflow, along with project-based task management, should be carefully considered, evaluated and deployed.
4.5.1 Architecture Decision

Software architecture gives companies intellectual control by establishing a means of effective communication throughout the project by a common vocabulary. It makes large-scale reuse possible by clearly articulating its components and interfaces. And it provides the basis for project development and management, orienting development teams in systematically producing different parts of a system. It is known that an architecture-based approach can bring about systematic management and productivity for conventional processes. In geographically distributed development, maintaining a common architecture to support distributed development, orienting all the software life-cycle processes, can ultimately contribute to the success of the software project and sustainability of the software system.

4.5.2 Project Management

The project architecture in a global software development context, in general, could result in four types of distributed processes [39]: module-based, phase-based, integration-based, and follow-the-sun. As project managers, the most important job is to understand these distributed development process, and determine what is required, in each case, to manage the process.

\[ \text{Module-based} \]

\[ \text{Site A} \]
\[ \text{Site B} \]
\[ t=0 \]

Figure 4-9 Module-based project architecture [39]

A module-based (or component based) process assigns tasks or modules to each site, where the entire software life-cycle management, including planning, developing, testing and maintaining, from start to finish, was carried out. The principle of modularity is to design software components being self-contained and having few interdependencies with other modules.
As a commonly adopted process, it generally requires a decoupling of the assigned modules such that there is minimal interdependence among sites and teams, and in some cases even require different development sites to have a vertical field of expertise to enable the work split be carried out to maximize and leverage each site's strengths.

**Phase-based**

![Phase-based project architecture](image)

Figure 4-10 Phase-based project architecture [39]

In a phase-based process, the work is passed from site to site at the end of a major phase. It has the benefit of balancing the disparity between sites in the technical capacity to perform some of the more complex phases for a particular project. This is a typical, traditional model of leveraging offshore capabilities, where the design work is carried out on-site, and the coding or testing work is carried out at a low cost offshore center. Inter-site communications are required at the points where the project is handed off from one site to the next. The physical separation is typically perceived as a disadvantage of the distributed structure model; however the structure can instill an element of formality of communication and encourage teams to clearly define entry and exit criteria for each phase, and actually improve the quality of information [39]. This doesn’t seem to do much for accelerating development – it focuses different types of work where the expertise exists, but doesn’t allow significant parallel efforts.

**Integrated**

![Integrated project architecture](image)

Figure 4-11 Integrated project architecture [39]
In an integrated process, the tasks are tightly integrated between sites and work passes, as often as daily, between sites. This approach is the most difficult one to manage and requires almost constant collaboration. This situation may occur due to the lack of enough suitable resources for a given tasks which compels the organization to execute the project with a virtual team scattered across multiple sites.

\[\text{Follow-the-Sun}\]

\begin{table}
| Site A | \rightarrow | \rightarrow | \rightarrow | \rightarrow | \rightarrow |
| Site B | \rightarrow | \rightarrow | \rightarrow | \rightarrow | \rightarrow |
\end{table}

Figure 4-12 Follow-the-Sun project architecture [39]

The follow-the-sun (or “around-the-clock”) methodology, as a special case of phase-based process, is the approach of attempting to create a virtual twenty-four hour workday by leveraging teams/resources in sites distributed across the globe, which allows for hand-over of the work in progress across sites at the end/beginning of their respective work shifts, thus theoretically creating a continuous engineering environment which promises to reduce the time to market. In reality, depending on the distance, region and time zone difference of the global teams, there are tasks which are more or less suitable for the application of this model than others [39]. One of the scenarios where this model has been proved to work well is in the iterative development and testing phase of an engineering project. Developers at one site do the development and another site does the required testing for the project during the night, to have results ready for the developers in the morning. Clearly, this methodology, along with the integrated process, is where the radical payoff may be for large, globally distributed workforces – but it is also the hardest to execute.

Although each type of project architecture contains different weakness, such as possible initial design flaw for module-based, hand-over mistakes for phase-based, and too many
transitions for integration-based, and management challenges for the “follow-the-sun” process, different types of project architecture should be adopted according to the character of different tasks. In reality, most distributed software projects will be implementing a distributed methodology with a hybrid of two or more models discussed above. The software engineering process is complex, and its component phases have greatly varying requirements with respect to collaboration. It is imperative for any engineering project to be planned accordingly, and it is felt that time taken upfront to layout viable project architecture will be rewarded by the reduction of related problems in the implementation phase.

4.5.3 Managing Requirement

Requirements analysis is an important sub-process in software development. Failure to define, communicate and validate requirements is the primary cause of most software project disasters. Among all the problems that contribute to a project failure, most of them can trace back to lack of effective validation of business requirements. Responses to a survey of top risks facing software projects include unstable, constantly changing requirements (66%), poor requirements specification (55%), client approval delays, changes, poor communications (42%), and reveal that 30–40% of software project effort is rework and about 50% of defects originate in the requirements. Reports show that requirements errors cost U.S. businesses over $30 billion annually. How to manage requirement has become a widely recognized pain point for project leads, managers, and even CEOs and CIOs. Sadly, as illustrated in Figure 4-13, while other failure factors of software project decline in the past ten years, requirement errors caused failure remain steady. This is true of most large-scale system projects combining hardware and software, too.

\[27\] Source: adapted from http://www.processimpact.com/pubs.shtml#requirements
In geographically distributed environments, requirements management becomes critical due to the characteristics of the distributed development - physical distance, cultural differences, trust, communication, etc. which remove the informal interactions that normally promote awareness about requirements information. Even though requirement information could be maintained in organizational and project documents, this has been shown to be very poor communication media (Curtis et al., 1988). In particular, when requirements change, formal mechanisms such as documents do not react quickly enough and often news is propagated informally (Herbsleb et al., 2000).

Another goal of requirements management with a distributed workforce is to capture, reflect and record information that may be lost with the distance or disconnection. In the global context, requirements questions may come from all areas and all aspects of the project, in any form: hallway discussions, email chains, phone calls, interaction with local customers, etc. This goal is also related to promoting and managing global innovation.

To reduce the complexity of requirements management, agile-style methodology argues that only specifying things that get implemented in the short term and only specifying things at the appropriate level of detail. It also advocates empowering the stakeholders and users to take ownership and control of the project scope and using the requirements to help
the project respond to change. It stresses the importance of iteratively evolving the requirements specification alongside the implementation, using requirements management to facilitate and improve communication between all parties involved in the project.

Use case model evolution, as a particular proposal of this agile-style requirement management throughout the iterative development process, is illustrated in Figure 4-14.

![Use Case Model Evolution](image)

**Figure 4-14 Use Cases and Unified Process Lifecycle for Requirement Management [2]**

As shown in table 4-2, in each iterative stage – inception, elaboration, construction and transition, use case model that reflects the software requirement goes through all the states including Identified, Outlined, Authored, Analyzed, and Designed, Implemented and Verified, with different expected percentage.

<table>
<thead>
<tr>
<th>Use-Case State</th>
<th>Inception</th>
<th>Elaboration</th>
<th>Construction</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identified</td>
<td>60%</td>
<td>&gt;80%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Outlined</td>
<td>50%</td>
<td>20% - 60%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Authored</td>
<td>10%</td>
<td>40% - 80%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Analyzed</td>
<td>&lt; 10%</td>
<td>20% - 40%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Designed, Implemented &amp; Verified</td>
<td>&lt; 5% *</td>
<td>&lt; 10%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

* A small percentage may be addressed for proof of concept purpose

Table 4-2 The use case model evolution [29]

---

[29] Spence I., Adapted from the Unified Software Development Process, Jacobson et al (page 358)
From the project architecture point of view, to mitigate the requirements management issue, it is recommended that headquarters or a single development site (on-site if offshored or outsourced teams are involved) controls the requirements gathering and analyses. This is to make sure that new development effort aligns with the existing architecture, and maintains similar features to an existing process or software product. Evidence also shows that true business reengineering is more likely to occur when in-house or on-site staff lead the requirements process. Meanwhile, it is important to make sure that the other teams have either onsite representatives or coordinators, ensure documents can be published in such a way, approved viewers outside the external firewall can access the documents, and ensure "clarifying questions" from the offsite team can be answered timely. Last but not least, it is critical to trace and track the dependencies among requirement-related documents and database, and to enable cross-repositories reporting.

Besides integrating requirements management in the agile iterative development process and using it as a way of tracking the project and promoting communication and coordination among different development sites, it is also critical to be able to trace project outcomes with requirements. Gotel (1994) defines requirements traceability as "the ability to describe and follow the life of a requirement, in both a forward and backward direction, i.e. from its origins, through its development and specification, to its subsequent deployment and use, and through periods of ongoing refinement and iteration in any of these phases." [32] It is a characteristic of a system in which the requirements are clearly linked to their sources and to the artifacts created during the system development life cycle based on these requirements [33], and it is one of the indicators of the success of a distributed development.

4.5.4 Software Configuration and Change Management

Carmel's six forces framework and empirical experience from both the company-led and the OSS-style global software development both emphasize the importance of using software configuration management (SCM) tools and change management (CM) or defect tracking tools as collaboration media, as infrastructure of versioning software and supporting parallel development, and as way of capturing requirements.
A correct decision on the SCM and CM toolset manages and controls software assets across the software lifecycle. Parallel development support enables developers to work on the same code or release, more easily resolve conflicts and reduce confusion, and get more done in a shorter amount of time.

Given the complexity of geographically distributed development, there are a myriad of ways to enhance the development efforts and software asset management through SCM. Here are some attributes that a good SCM system possesses - stability & reproducibility, safety, control, auditability, governance & traceability, (Milligan, 2003) [34], and accessibility & scalability. Though all important, some of these attributes are more critical than others in the context of geographically distributed development.

- **Stability & Reproducibility**

  A stable development environment is indispensable both for the team and for individual developers. True stability has two essential elements, guaranteed stable work area and the ability for individual to control when and what new code (which may not be the most stable) is introduced into a work area. When instability is introduced into a developer’s environment, it can cause a downward spiral, whereby developer and team productivity dramatically suffer. This will have a negative impact on morale, cause schedule delays and quality problems. Maintaining a stable environment negates these problems and adds value across the board [34].

  Among the many changes made over the course of a project, not all are for the better. Sometimes, previous versions are superior to the latest. Reproducibility in the context of software development requires the ability to reproduce the configuration of the entire development environment, including tools, tests and documentation at any point in the project lifecycle. It represents a distinct time and a detailed, broad view of the project. Reproducibility in terms of rolling a project back to a milestone or an arbitrary point in time may only yield periodic value. But when used routinely to ensure that what is being built also has been tested, its risk reduction value is incalculable.
These two attributes, as the basis of a SCM system, do not pose any additional requirement with a geographically distributed development.

- **Safety**

The primary purpose of any SCM system is to keep software assets (design models, source code, test cases, documentation, and so forth) safe from corruption, unintentional damage, unauthorized access, or even a disaster. This requires two things, secure access, meaning those who can view or change software assets must be only those persons explicitly authorized to do so, and reliable recovery, referring to the ability to recover work lost in the event of an authorized user's mistake, such as the accidental deletion or overwriting of source code files.

Safety features are the basis for risk mitigation in the software development process. If work is not secure from deliberate or accidental loss, an unacceptable level of risk to code and other critical project assets is ever-present. This potential loss can temporarily cripple a project and, at worst, derail a project for months or kill it altogether.

Creating safety in the geographically distributed development environment means having the ability to keep unauthorized users out and being able to quickly restore code that gets corrupted or overwritten which is not trivial to implement.

- **Control**

A major role of any SCM system is to help manage change throughout the development lifecycle. The system must strike a balance between enforcing appropriate controls on the overall workflow of a project without imposing bothersome constraints on individual team members.

In a geographically distributed development model, developers and teams are dispersed in different offices, in different countries, and in different time zones. Trying to integrate contributions from many diverse development teams requires a system that can control
who works on a change request, how changes flow from development to integration, and who can work on a particular development stream.

Alternatively, the SCM solution has to be flexible enough to allow a whole team to work on a common branch of code, or allow individual members of the team to work on private branches. In the case where private branches are desired, then the system requires the ability to control the flow of changes between those private branches and the projects integration area. This can be difficult in a globally distributed team, particularly if infrastructure requires distributed data or artifact repositories.

Today, software reuse is important when it comes to reducing costs, and module-based architecture is crucial when it comes to promoting reuse. Therefore, it is also invaluable to have the ability to enforce a food chain or producer-consumer approach to development. This approach is taken when a team (for example, an on-site team who is developing a core component) produces deliverables that are meant to be consumed by another team (for example, an outsourced team who is writing a GUI - graphical user interface - component by calling the core library) on the project. Such components should be modifiable only by the team that produces them. Properly understood and implemented, these features create a controlled environment for development, which results in more productive developers and more predictable project schedules.

- **Auditability & Traceability**
  Developing software is an iterative, complex process that requires a keen eye to understand all that is happening. Auditability refers to the ability to answer the “who, what, when, and where” questions about a specific version or configuration of the software release at any time. It also must be able to highlight the differences between releases. The answers are critical for smoothly resolving familiar occurrences such as errors in build scripts or include files. Finding the information manually consumes valuable time. Indeed, developers frustrated by an inability to interrogate the SCM system for this critical information may simply let build and testing teams sort things out - wasting even more time and greatly diminishing project efficiency.
Auditability requires that an SCM system track and record metadata about changes when they are being made geographically and distributed, and provide queries easily and quickly.

Many SCM systems offer some degree of traceability. A comprehensive definition of traceability involves the ability to identify the version of a released product deployed, in a way that makes it possible to re-create the development environment (code, use cases and testing suites) required to rebuild, test, and/or run that version. It also involves the capability of tracing backward from a specific software version to the original requirements. Incidentally, this capability is now mandated on projects involving government agencies, such as the Food and Drug Administration (FDA), Federal Aviation Administration (FAA), or Department of Defense (DoD), all of which build strict traceability requirements into their bid requests.

Similar to auditability, traceability is a way of finding out how you arrived at where you are in a project. Given the intricate complexities of software development and the high risks involved, traceability is essential. And like auditability, traceability saves time, recording metadata that would otherwise have to be done manually or probably not at all.

- **Accessibility & Scalability**
  As the foundation for the entire development platform, the SCM system must support geographically dispersed teams in various forms – co-located teams, teams in remote sites, mobile users, telecommuters and/or outsourced partners, and support geographically distributed projects of any scope – while scaling up to large teams from start to finish, it must not impose a burden on small teams.

  A global accessible and scalable SCM system should be configurable and functional when few controls are necessary and be versatile to manage growth. The presence of off-site contributors adds significant stress to the SCM environment, because of the need to coordinate and manage distributed collaboration, whether centrally or via replication. Scalability also implies that reasonable performance standards should be achieved.
Increasing demands on an SCM system should not compromise reliability or impede basic operations. Figure 4-15 illustrates such a flexible and scalable requirement to SCM systems.

- **Choice 1-1: “Remote access to a centralized repository”**
  In this approach, users connect to the centralized repositories (normally located at headquarter) via web interfaces or light-weighted clients. This approach has the lowest TCO (only the site with central repository requires admin staff, end user may only need browsers) and highest potential security (all the critical data can be put behind a firewall), but does not scale very well for large projects. It can be used to extend legacy application outside the firewall. It is suitable for part-time remote access, telecommuters, off hours (nights and weekends) access, working from home, consultant, moving between different customer locations, full-time remote access, users working out of small satellite offices, users who are not co-located, remote but small development teams, “Off Shoring” and “Out Sourcing”. This approach is usually used in conjunction with other virtual workplace software, such as Citrix\(^{30}\), pcAnywhere\(^{31}\), Remote Desktop Connection (RDC)\(^{32}\), VNC\(^{33}\), etc, to provide additional accessibility of the central repositories.

- **Choice 1-2: “Replicated repositories”**
  In this approach, multiple offices and multiple development teams each have their own copy of the repository and all the copies are synchronized in certain intervals. It is commonly used between big development sites or centers, and used with development teams that came from acquisitions. Sometimes, it is also chosen as an alternative to data backup and/or disaster recovery. Though highly scalable, this approach suffers from a high TCO since all the replicated sites requires installation, setup, maintenance, and other administration overheads.

- **Choice 1-3: “Broker-mediated remote access”**

---

\(^{30}\) [http://www.citrix.com](http://www.citrix.com)
\(^{32}\) [http://www.microsoft.com](http://www.microsoft.com)
\(^{33}\) [http://www.realvnc.com](http://www.realvnc.com)
This approach aims to provide a trade-off between centralized repository access and replicated repository access. But the broker-mediated technology is still in its infancy, and has not had proven evidence in supporting the values over the other two approaches.

![Diagram showing remote access to a centralized repository, replicated repositories, and broker-mediated remote access.]

Figure 4-15 Distributed Access to Development Assets

The author argues that software configuration and change management system, comprised of multiple services, including code management, parallel and distributed development management, build and release management, test environment management, should be a centralized policy and should be independent from the development organizations and teams. Attributes mentioned above - stability & reproducibility, safety, control, auditability, governance & traceability, and cost-benefit with various technologies, such as server-based remote access approach and replicated access approach, should be considered carefully, as this recommendation may have significant IT infrastructure implications.

### 4.5.5 Managing Build and Release

Software build is the process of creating the application binaries for a software release, which is normally done in a periodic manner. Build management has typically or traditionally been viewed as a just a subcategory within software change and configuration management (SCM), but has gained substantial attention in recent years. Distributed development using offshore, outsourced, and internal resources demands more effective

---

34 Source: “Don’t Rely On Just One Method For Distributed Access To Development Assets”, Forrester, 2005
build management because of the need for better communication, collaboration, and coordination. Regulatory compliance initiatives resulting from legislation mandate auditability, consistency, and reproducibility from development to production, necessitating effective build management. The complexity of emerging new development paradigms, such as service oriented architecture (SOA), require close coordination across business and software or IT groups and a higher level of quality, change, and build management to deliver services. IDC\textsuperscript{35} thus advocates that build and release management should be considered a distinct category and process within application life-cycle management (ALM), with a similar level of focus to other ALM phases. Not doing so can jeopardize successful software implementations.

The author agrees that build management, as one critical phase in the software life-cycle management, requires a focus on consistent processes and organizational strategies as well as appropriate functional capabilities to automate core build management functions. These functions include rigorously managing build processes across multiple projects, auditing release contents, coordinating parallel tasks and systems, applying consistent configurations, reusing and replicating build processes, and integrating with other ALM systems, especially the software configuration and change management tools.

### 4.6.6 Assuring Quality

Software quality can suffer in a geographically distributed development environment when source code is contributed by teams and individuals inherently (distance, culture, different organization and standards, etc.) disconnected in nature. The discrepancies in understanding introduce delay and may necessitate substantial re-work during integration [36]. However, only a few case studies report measurable impact of distributed development on product or project attributes, such as quality, cost, productivity and time-to-market. A study of modification requests (MRs) by Lucent Technologies showed that single-site MRs took in average 5 days to complete, in contrast to 12.7 days for multi-site MRs (not related to size or number of changed modules, but to number of people involved) (Herbslebet al. 2001), which suggests that delay is due to the additional time it takes to

\textsuperscript{35} www.idc.com
resolve an issue when more than one site is involved. There is also a report on reduced productivity due to asynchronous communication (Boland et al., ICSE workshop, 2004), and on improved efficiency in collocated teams during initial validation activities of over 50 percent (Ebert, 2001).

It is ironic that, while company-led geographically dispersed developments often suffer from "quality" issues, especially with offshored or outsourced teams, some of the open source software projects, as cases of global distributed development, have gained the reputation of "quality" with reduced defect-density. What Raymond described as "Linus' Law" of testing - "Given enough eyeballs, all bugs are shallow" or as J. Dutky put it "Debugging is parallelizable", may contribute to the quality assurance in OSS practice. OSS-style release and test strategy stresses the importance of having users and listening to users. "Treating your users as co-developers is your least hassle route to rapid code improvement and effective debugging" [10]

What exactly can company-led software learn from the OSS-style "release early and often, assuring quality by having enough eyeballs" strategy is not exactly clear at this point. But more and more companies are trying to mimic this strategy by utilizing tech preview, early beta, or in-house deploy and to allure more people to use the software as early as possible.

Another common trend of testing in company-led geographically distributed development is to outsource the testing function to a 3rd party or internal lab in another country. Testing is recognized as a specialized functional area within the development lifecycle that is critical to software success. Experts advocate that testing be conducted independently, and industry best practices include setting up independent testing teams that function autonomously. Some of the benefits of outsourcing testing include lower cost, greater efficiency, improved time-to-market, focus on core business, enhanced coverage and quality of delivery, skill generation and training, staffing flexibility and technological advancement.

Combining the OSS-style testing approach, the "Test, Test, Test" strategy advocated by agile development, and the trend of outsourcing testing function, the author proposes test-
driven development (TDD) methodology to address the quality challenges in global software development. The basic idea is to create test suites of the different modules prior to development, share them across all sites and use them as a medium of communication and as lightweight specification that guides subsequent implementation between development teams. For example, changes in these test suites may be used to reflect changes in requirements or in module behavior. The shared understanding that would result from this should help preserve overall consistency. Test suites are unambiguous; from the perspective of global development, which means that a test suite should be interpreted in the same way by different remote development teams [36].

The idea behind Test Driven Development is quite simple. Before implementing a new functionality, first write executable unit test cases for it. Once you have written enough test cases to thoroughly check the new feature, write the actual code to pass these test cases. The test cases thus become a mini-specification of the functionality that was implemented. This then goes continuous as more and more functionality is added. At the end, one has not only the complete implementation, but also an efficient regression test bed capturing all the new functionalities that were added, which can be used to identify if subsequent changes break anything in the existing system.

Having a regression test bed is the basis for ensuring the quality of distributed development. Any development made at one site should not break the regression test, and any outsourced testing function can use it as a basis to develop more sophisticated tests, such as integration test, performance test, localization/globalization test, etc. Another advantage of Test-Driven Development is to allow the implementation of a single use case from the end user interface (client – normally a GUI component) to the core functionality (server – normally a C/C++ or Java component), which makes early releases (beta versions, tech preview version or even bits from iterative milestones) and getting user inputs possible.

In summary, the author argues that in a geographically distributed development, testing should be taken into account from the beginning and integrated in the whole software life-
cycle using test-driven development methodology. The goal of this approach is to use test-suite as a channel for collaboration across multiple sites, a way for catching regression introduced during software life-cycle, a driver for enabling early adoption, and a basis for outsourcing the testing function.

4.7 Summary

In this chapter, the author has proposed a five-force framework based on Carmel’s six-force framework to address both the strategic and tactic problems when dealing with geographically distributed development and global teams. Mastering and utilizing the five forces - strategic vision and management skills, organizational structure and team building, collaborative technologies, development methodology, and software life-cycle management, can ultimately leash out the potentials of distributed development in a global context.

In the next chapter, the author will present a real case study on company-led geographically distributed development practices to validate the revised framework.
5. Case Study

The case study used in here is a geographically distributed development by IBM Rational Software\(^{36}\). It is presented to illustrate some of the main theoretical and practical points made throughout the thesis. This is a software project called “iTeam” during which a global team (Figure 5-1) is delivering a J2EE (Java 2 Platform, Enterprise Edition) application.

![Map of IBM Rational team](image)

Figure 5-1 The global IBM Rational team of delivering “iTeam” project

5.1 Background Information

IBM Rational Software was founded in 1981 by Paul Levy and Mike Devlin to provide tools to expand the use of modern software engineering practices. It markets and supports a comprehensive solution for developing and managing complex software systems. It provides an integrated family of open, industry standard tools that spans the critical phases

of the software development process. It also provides best practices and services for developing business applications and building software products and systems, including embedded software for devices such as cell phones and medical systems.

After the acquisition by IBM on Feb. 2003, Rational software became one of IBM’s six software brands (others include Lotus, DB2, WebSphere and Tivoli). Since then, Rational Software continues its leadership in software development, application lifecycle management tools, project and portfolio Management and SOA infrastructure solutions, which helps IBM hold 25.4% market share in Application Development and Project and Portfolio Management segments, exceeding the second leading competitor by 15%.37

5.2 Strategic Investment in Global Development

IBM is a pioneer in global software development. In recent year, IBM has been undertaking a series of initiatives to transform itself from a multi-national company to a true global company, including setting up a global software work communities. In particular, IBM’s software business and employee base is increasingly global and today includes 15,000 customer facing resources around the world. It continues to shift its investments to put more skilled specialists and technical sales resources directly in front of the customers, especially in high growth countries such as India, China, and Brazil. It has 26,000 software developers in over 50 labs around the world. This distributed resource model allows it to improve its development productivity and, at the same time, improve its competitiveness by growing skilled resources closer to the customers, providing a significant competitive advantage over others in the IT industry.

Meanwhile, IBM has been heavily invested in infrastructures, platforms and tools to tackle the challenges and complexities of geographically distributed development. In June, 2005, IBM Rational Software announced the latest version of its software development platform,

known as Release 7 (code name "Baltic") of Rational Team Products, with a focus on "trying to accelerate global software delivery." 

Global development represents part of a more general strategy to become a true global company, with global presence and proximity to customers as the main business factors driving global software development at IBM. At business unit levels, however, this phenomenon tends to be more cost-reduction and resource driven. For example, workforce in Lexington (Headquarters of Rational) represents greatest concentration of product expertise, density of senior talent and understanding of market niche and competition. Its success has been however significantly challenged by the fact that the workload was often overwhelming and headcount expenditures too expensive to further expand local workforce. Executive managers have also mentioned the disadvantages associated with having product knowledge that is too localized and single center of competency being too risky for global ecosystem.

This illustrates that, while additional benefits are recognized, cost considerations are essential in driving global expansion of the workforce. The escalating relative importance of cost factors in a context of intensified competition and commoditization of software is also closely associated with the increasing popularity of open source software development that relies on the use of a globally free workforce.

For IBM Rational “iTeam” project, telecommunication infrastructure, as backbones for collaboration, is not much of an issue since all the major global sites have high speed internet connections. At the end of 2004, IBM completed a worldwide project to migrate all IBM facilities to Ethernet for network connectivity. This means that Ethernet is the standard form of network connectivity in the offices and common areas within IBM. The Ethernet technology provides the maturity and performance to support IBM’s standard services, and provided IBM the opportunity to standardize the campus network architecture for all IBM sites worldwide. Consistent global architecture provides the underlying framework for emerging IT technologies, like Voice over IP, Video over IP, and Wireless

---

38 Lee Nackman, VP of product development and customer support for IBM Rational RSDC (Rational Software Development Conference), Orlando, Florida, June 2006,
LAN. With built-in Ethernet adapters available in standard workstation platforms, all one needs is an Ethernet cable to connect to the IBM network.

Wireless LAN technology, also known as WLAN, Wi-Fi and 802.11 Wireless, provides a flexible network environment that greatly benefits IBM’s mobile population and devices that are hindered by cabled connections. By providing network connectivity to workstations without being cabled to a network port, WLANs can enhance productivity and collaboration capabilities. WLAN is installed as a complementary service to standard wired Ethernet network connectivity, since Ethernet still provides the underlying infrastructure for WLANs and offers the performance, maturity and support across all system platforms needed to support emerging technologies and applications.

IBM’s strategy is based on leveraging investments into Wireless LAN to expand coverage, while delivering a secure and reliable service. As WLAN technology continues to mature and standards and products evolve rapidly, IBM will continue to update the standard solution to incorporate enhancements to the 802.11 protocols, security, management, and service levels. While convenient, Wireless LANs (WLANs) can also pose potential security threats to the IBM network. In order to maintain a consistent architecture globally and ensure protection of the IBM environment, all WLAN installations must be performed through the IBM Standard WLAN Offering. Any business-justified requests for WLANs outside the standard offering must be approved through the WLAN Exception Process prior to installation.

An old joke used to proclaim I.B.M. standing for "I've Been Moved," remarking at the company's strategy to relocate employees around the world as needed. Today, some quip that I.B.M now means "I'm By Myself." A growing number of IBM's workforce is now considered mobile, often with only 50% of our population physically present at an IBM site. Individual developers gain access to the data they need for their job via VPN (Virtual Private Network) with secure applications that allows them to “tunnel under” the company’s safety precautions (firewalls, etc.) and enter its intranet.
Overall, IBM employees at all levels connect and work with colleagues across the company. Cross functional teaming is paramount to delivering to the marketplace with teams frequently forming around specific projects and client requirements and disbanding when objectives are met. Employees in general expect to work with colleagues outside their immediate organizational structure, country and culture whenever their expertise is required to solve a problem or deliver on a customer obligation. This is inherent to one of IBM’s core values39 - Trust and personal responsibility in all relationships.

IBM’s culturally diverse workforce and its global business environment make it necessary that cultural differences are recognized and taken into consideration when managing people, doing business and working with multicultural teams. Recognizing cultural differences is the necessary first step to anticipating potential problems and opportunities for business encounters. In order to go beyond the awareness and to create successful interaction, cultural differences need to be open to discussion and flexibility is required in order to adapt to each other. The managers and some team members in “iTeam” project have taken IBM’s diversity training programs or workshops that aim to heighten the awareness of cultural biases, increase sensitivity to other cultures and provide tools to work effectively within a multicultural environment. These trainings help managers and employees understand the importance of cultural competence in the context of IBM’s globalization, explore and frame key cultural differences on national, functional, and interpersonal levels, and acquire specific cultural skills and strategies for bridging cultural gaps and resolving salient issues. The primary way to learn about managing and working with a multicultural team is through experience, as “iTeam” members summarized.

Resolving difficulties related to cultural differences still represents one of the main challenges to “iTeam” managers and team members. This is particularly the case in the context of collaborations with teams located in China. The tendency of the Chinese technical staff to provide quick and almost automatic “Yes” responses to all questions and demands and withhold further comments or questions until it is too late and conflicts have already escalated, represent one of the major challenges in communication across the

borders. According to one manager's experience, meetings can take a lot longer when various nationalities take part. In one culture, a position can be stated at the start of the meeting and moved forward from there, whereas in the another culture, it's more likely that everyone will add their opinion and express agreement on the current position before moving towards a resolution.

Having co-workers in another region or country evidently causes climate change to the local teams. For example, the Lexington team has the tradition of "holiday potluck" during which folks sit down and enjoy the annual face-stuffing event. This event used to run from noon to about 3PM in the afternoon. But in the recent two or three years, folks are all gone even before 1:30PM. The pressure of having to get back to the remote team members is identified as the major concern that has cut short the local event. More and more people are checking emails and responding to co-workers in other sites or countries during nights or vacations. In order to cope with the time zone difference, the Lexington team has to call early meetings if the number of participants in remote site is dominating (For example, 8AM EST time with India Software Lab, ISL). In the opposite situation, representatives from remote sites have to sacrifice their after-work hours to dial in to meetings (For example, 10AM EST time with China Software Development Lab). From time to time, travel is also necessary to allow the acquaintance between the team members and there normally are planned trainings during visit. With budget constrains, other types of travel are also used. For example, during the stay in Beijing to attend the IBM Software User Conference in China, a conference-attendee from Lexington and the author managed to meet with the local sales, service and development teams. Web conferences are used on a regular basis to enable global participation. Some meetings or presentations are recorded using Camtasia\(^{40}\) to enable teams in other time-zones to re-play later. Another practice IBM Rational "iTeam" used for team building is the requirement of posting member photos and name pronunciations to the IBM Bluepage directory service. Seeing a remote team member's face and being able to call an unfamiliar name make a big difference in team bonding.

\(^{40}\) http://www.techsmith.com/camtasia.asp
Distributed team members need personalized access to project knowledge bases, discussions, business processes and the team members essential to their work. Establishing this collaborative environment provides increased responsiveness among colleagues, speeds group decision making and keeps team members involved and up-to-date with project activities. "iTeam" project has used the IBM central topology for collaboration and innovation, which provides clear guideline on when and how to use collaboration tools (CT). The rich set of collaboration tools include tools for meetings and events (Notes calendar, Audio Conference, Web Conference, Video Conference, Webcasts and Conference Rooms), for Teams (Wiki, QuickPlace, TeamRoom Plus, TeamRoom Pro, TeamSpace, Knowledge Café), for Communities (Blogs, CommunityMap, Forum and ActionNet), and for Individual Initiatives (Instant Messages, Notes email and Bluepages). The availability of a rich set of collaboration tools ultimately improved the communication among global teams and helped create innovation. Wiki, in particular, has been used extensively. "iTeam" project wiki contains information on team members and responsibilities, on project status, bibliography, development and debugging tips and guidelines on how to get things done, such as code reviewing, writing tests, submitting defects, triaging service request, etc. It also contains various test results – performance benchmarks, JUnit tests, and code coverage report. This wiki page has brought the global project team together with contributions from all the team members and has become the single place for sharing information and knowledge, keeping work visible, and promoting innovation.

To further promote the collaborations among its global workforce, IBM has set up the Community Source program by learning from some of the tried-and-true software development practices from Open Source Software. The goal is to re-architect some of its most valuable software assets and by converting them from tightly-coupled offerings to a collection of integratable loosely-coupled component-based applications. The componentization enables more code reuse and more flexibility in products to take advantage of the mature of SOA and web services technologies. However, the way of developing components is very different from the way of developing an integrated product.
A key to changing people's thinking and behavior is to optimize the development environment and transparent among the global workforce.

The requirement for better worldwide collaboration and transparency – and the sharing of code and ideas implicit in that visibility gives birth to the Community Source program – a model borrowed from many approaches – tools, processes, collaborative mechanisms and even some culture, found in Open Source Software. The biggest difference between Open Source and Community Source is the definition of “Community”. For now, there are no outside developers working in the Community Source projects, and IBM does not intend to release software from Community Source out into the Open Source community. Community Source aims to improve internal development efforts, and has been in existence for more than 2 and half years. As of June, 2006, it has involves over 10% of IBM’s 25,000 in-house developers, and involves more than 100 projects.

Some of the “iTeam” project team members have been actively involved in the IBM Community Source initiatives and other Open Source Software projects. For example, some members contribute to an effort of creating a reference implementation (RI) and Technology Compatibility Kit (TCK) for the Workspace Versioning and Configuration Management (WVCM[^1]) standard proposed to Java Community Process (JCP[^2]).

### 5.3 Global Development and Delivery

The company’s strategic investment in the geographically distributed development, which includes obtaining global workforce, maturing the telecommunication infrastructure, gearing product directions to support GDD, stressing the importance of working in a diversity environment, and supporting a rich set of collaborative technologies, has formed the foundation for the “iTeam” project.

[^1]: http://www.jcp.org/en/jsr/detail?id=147
[^2]: http://www.jcp.org
Next, the author will study how the “iTeam” project is delivering the software in a geographically distributed environment.

5.3.1 Disciplined Agile Methodology

The organizational model of IBM Rational “iTeam” project is a combination of intra-organizational hierarchy model and network model.

<table>
<thead>
<tr>
<th>Location</th>
<th>Requirement &amp; Analysis</th>
<th>Design &amp; Architect</th>
<th>Construction</th>
<th>Unit Testing</th>
<th>Functional &amp; Performance Testing</th>
<th>Project Management</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexington, MA</td>
<td>100%</td>
<td>80%</td>
<td>60%</td>
<td>60%</td>
<td>50%</td>
<td>80%</td>
</tr>
<tr>
<td>Raleigh, NC</td>
<td>10%</td>
<td>15%</td>
<td>20%</td>
<td></td>
<td>10%</td>
<td></td>
</tr>
<tr>
<td>Bangalore, India</td>
<td>10%</td>
<td>15%</td>
<td>20%</td>
<td></td>
<td>10%</td>
<td></td>
</tr>
<tr>
<td>Beijing, China</td>
<td></td>
<td></td>
<td></td>
<td>50%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tokyo, Japan</td>
<td></td>
<td></td>
<td></td>
<td>10%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5-1 GSD segment and discipline alignment in “iTeam” project

As shown in Figure 5-1 and Table 5-1, the “iTeam” global project team contains business headquarter (Lexington, MA) that focuses on requirements, architecture and high-level design for all projects. As these elements are created, project specifications are communicated to Raleigh, Bangalore, Beijing and other sites for development and component testing. The Lexington team is responsible for new feature development on existing projects and all new project development, while the Bangalore team is tasked with new .Net client development and maintenance development, and the Raleigh team is tasked with new Eclipse client development. Software translation and localization related work is done by the Tokyo site. Beijing site (CSDL - China Software Development Lab) is responsible for regression testing, platform testing and I18n/L11n testing. Defects found are returned to Lexington, where validation, function and performance tests are executed. All unit level testing is done by the development teams. Requirement maintenance, Project and portfolio management, as a core competency, is handled from Lexington, where all components of application and resource portfolios are tracked and monitored.
The “iTeam” project organizational structure with a combination of intra-organizational hierarchy model and network model is very typical in company-led global software development. The software architecture of this project is highly module-based with clear layers among back-end core functionality (legacy C++) code, middle-tier J2EE components (Java), and client applications (for .Net user and for Eclipse users) utilizing the same web server interface. This module-based architecture makes it possible and easy to delegate tasks among different sites. The development methodology adopted by IBM Rational Software “iTeam” can be summarized as “discipline at the global level, be agile at the local level” (Liu, 2006) [37]. This aligns with IBM’s orderly way to step away from its traditional top-down development and its attempt to quickly harness individual creativity and drive high-quality bottom-up by replicating Open Source Software’s self-organizing principals.

At the global level, IBM Rational Unified Process (IRUP), a formal process of iterative development methodology, is what the global software workforce follows. IRUP provides a disciplined approach and delivers software best practices via guidelines, templates and tool mentors for all critical software lifecycle activities. Its goal is to ensure the production of high-quality software that meets the needs of its end-users, within a predictable schedule and budget. The process can be described in two dimensions, or along two axes, as shown in Figure 5-2.

- The horizontal axis represents time and shows the dynamic aspect of the process as it is enacted, and it is expressed in terms of cycles, phases, iterations, and milestones.
- The vertical axis represents the static aspect of the process: how it is described in terms of activities, artifacts, workers and workflows.
Iteration is inherent. Software architecting and software development is not a linear single pass effort. Iterations are one of the essential features of design and development projects. “Developing software iteratively” is one of the six best practices IRUP defined and recommended. As presented in system project management class (EDS.36), there are planned iterations and unplanned iterations. Iteration can be accelerated through information technology (faster iterations), coordination techniques (faster iterations), and decreased coupling (fewer iterations).

IRUP is also integrated with IBM Integrated Product Development (IPD) process, a management system designed to optimize the development and delivery of successful products and offerings. IPD emphasizes on strategic alignment, market penetration and value returns; whereas IRUP focused on the execution of the software development. IRUP is supported by tools, which automate large parts of the process. They are used to create and maintain the various artifacts-models in software engineering process: visual modeling, programming, testing, etc. They support all the bookkeeping activities associated with the software configuration management and change management. Rather than focusing on the production of large amounts of paper documents, this unified process emphasizes the
development and maintenance of models - semantically rich representations of the software system under development.

Another emerging software design approach called “Outside-In Design (OID)” is also used at global level as an attempt to increasing the consumability of product offering and delivering products that are more effective and have immediate value for the customers. Consumability involves having functions that can be used effectively: right design, installation, configuration, fundamental quality, information, integration, maintenance, and upgrade. OID focuses on everything from the base architectural decisions about an offering to the user experience, and takes IRUP/IPD to a new level by focusing on the challenges and opportunities regarding consumability. From the implementation point of view, system goals ought to be set around consumability, and OID is a unification of four customer-driven best practices - Business Scenarios, User Engineering, Visualization, and Milestones – as shown in Figure 5-3, which helps to deliver the right products to the right customers at the right time.

![Diagram of IBM Outside-In Design Development Methodology](image-url)

Figure 5-3 IBM Outside-In Design Development Methodology
At the local level, an agile-style (frequent code review, test-driven, daily build, etc) iterative development model is executed. The "iTeeam" project has used iterations, at 6 week intervals, to set specific milestone deliveries and to track how much can be realistically accomplished. The six week periods define objective accomplishment and milestone deliverables, and force the team to evaluate effectiveness and productivity. There are special iterations that aim to solve particular issues revealed in previous iterations. For instance, there is an iteration that is dedicated to improving productivity during which training and documenting take priority over implementing new functionality. Evidence shows that the shorter iteration, while imposing urgency, provides an honest feedback mechanism which more accurately indicates the project status and is faster in nailing down and resolving issues among multiple development sites.

Some of the agile development techniques, such as test-driven development and short iterations, however, cause some conflicts with module-driven development. Due to the complexity of the component structure in this J2EE application, the team has faced the issue of effectiveness and efficiency in a global development context. The original proposal is a strict component-based (or module-based) development with well defined component interface contracts, and has separate teams, with each team, by and large working on only a small subset of the components. An alternative approach, experimented in a short period time by the client team and server team, is the methodology of "vertical development" during which each client team member is responsible for a vertical slice of functionality, all the way from client libraries to server implementation. The development tools required in different layers of the software system, in particular, have been problematic and became the No.1 cause for loss of productivity.

The failed experiment shows that "vertical development", while facilitating better overall understanding of the system with immediate learning of the entire set of technologies and sub-systems, and providing better end-to-end semantics from client layers to server layers, suffers from managing additional complexity including the overhead of learning tools required at different layers, which is extremely difficult with geographically distributed
teams. Component-based development has thus been followed and executed, and has proven to be a success.

The “disciplined agile” development methodology adopted by the “iTeam” project is evidence that a flexible development process is desired in a distributed development.

5.3.2 Software Configuration and Change Management

IBM Rational ClearCase\textsuperscript{43} and ClearQuest\textsuperscript{44} are the two key software configuration and change management tools that enable the geographically distributed development of “iTeam” project.

The “iTeam” project has used “RATLC”, a multi-site implementation of IBM Rational ClearQuest, a workflow management solution, to automate and control software development processes among multiple sites. With ClearQuest MultiSite\textsuperscript{45}, developers at different locations can use the same database repository with its own copies, or replicas. At any time, changes made in one replica can be sent in update packets to other replicas. RATLC is comprised of eleven replicas (see Figure 5-4) located in North America, India, France, and China. The application, deployed in a heterogeneous environment using Oracle, Microsoft SQL Server, contains over 250,000 records and supports more than 2,700 developers across the IBM Rational division 24 hours a day, 7 days a week.

\textsuperscript{43} http://www-306.ibm.com/software/awdtools/clearcase/
\textsuperscript{44} http://www-306.ibm.com/software/awdtools/clearquest/
\textsuperscript{45} http://www-306.ibm.com/software/awdtools/clearquest/multisite/
RALTC uses a multiple-hub synchronization pattern to define which replicas exchange update packets and the direction of exchanges. The hub replicas (Cupertino and Lexington) exchange packets with all spoke replicas to increase efficiency for the spoke and branch replicas. Many factors have been taken into account to define a flexible synchronization schedule. Such factors include the rate of development at different sites, the connections among sites, the time zone differences, and the coordination with backup schedule. On average, update to RALTC at one replica is synchronized to other replicas at 5 minutes intervals. The automatic replication and synchronization of RATLC repository enables distributed teams on multiple distributed sites to manage and track development activities. It also maintains data integrity by resending information in the event of network failure and automatic recovery of repositories in the event of system failure.

An issue with this distributed repository scheme is how to manage concurrency control across sites - how to deal with two developers at different sites trying to modify the same code or change the same record at the same time. To deal with this issue, ClearQuest MultiSite uses a concept called mastership - an exclusive right for a site to modify an object. If site A masters an object, such as a ClearQuest record, no other sites can modify the record. By default, an object, such as Change Request or Component, is mastered by the site in which it was created. Mastership can be given away, or in some cases, taken, but only one site masters a specific object at a time. Users and Groups, as special record types
in ClearQuest, also have mastership. RATLC implements a mastership model in which a Change Request belongs to a component whose mastership follows its responsible triage group’s mastership and a Change Request’s mastership always follows its owner’s mastership after this Change Request is assigned to a developer. For example, if a quality engineer in China Software Development Lab discovers a defect (a special type of Change Request) in component “back-end server” whose responsible triage group is located in Lexington, Massachusetts, he/she enters a Change Request record in RATLC from replica “Beijing”. The mastership of this unassigned defect is then automatically transferred to replica “Lexington”. The triage team in Lexington assigns this defect to a developer in Raleigh, North Carolina. As a result, the mastership of this defect is transferred to the “Raleigh” replica so the developer there can work on it. After the defect is resolved, its mastership is transferred to “Beijing” replica during the process of changing owner from the developer to the submitter - the quality engineer in Beijing, China so the fix to this defect can be verified and closed.

By distributing independent, but related, development efforts across multiple cities, nations, or continents, RATLC serves the centric repository for requirements management, risk management, defect tracking/verification, customer escalation management, and developer task management. To the “iTeam” global team, RATLC is not just a tool, but a process of how the team works. RATLC defines the required states in the process workflow to apply the right level of control. A specific state determines what action can be performed on the specific object, and what state transitions can be done from there. RATLC also defines and controls the correlations between roles, rules, and tasks, and reflects the needs of a team and the different roles within the team, by allowing the definition of various authority groups. Figure 5-5 and 5-6 demonstrate the states and actions defined in the life-cycle of a change request, and the role-based process.

Release requirements, as a means to tracking high level release requirements per software release, are also controlled by RATLC as a series of state-transition processes. By managing requirements in a single but global accessible repository, it provides the
geographically distributed team a consistent view of what is expected out of a software product in a given release.

Figure 5-5 The Life-Cycle (states and actions) of Change Request in RATLC
The “iTeam” project has used IBM ClearCase MultiSite (CCMS) and ClearCase Remote Client (CCRC), in conjunction with IBM ClearQuest MultiSite (CQMS) and ClearQuest Web interface, to implement a flexible topology of configuration management and workflow management. The integrated solution combines the replicated repository access approach and the remote access to a centralized repository approach to balance the need for scalability and reduced total cost of ownership. For the software configuration management, a replicated approach is used at two development sites (Lexington and Bangalore). Other sites (and individuals) remotely access a centralized repository via wide area network (WAN) clients and through Web clients. For the change management repository, RATLC, all replica sites also have dedicated web servers to provide Web access.

With ClearCase, CCMS and ClearQuest, CQMS as the basic infrastructure, the “iTeam” adopts Unified Change Management (UCM), the IBM Rational’s “best practices” process, for managing change from requirements, coding to release with a defined, consistent, repeatable, activity-based change management process. UCM simplifies development by...
raising the level of abstraction to manage changes in terms of activities, rather than manually tracking individual files. This enables the global development team to easily identify activities included in each build and baseline. With UCM, an activity is automatically associated with its change set, which encapsulates all project artifact versions used to implement the activity. This activity is also mapped to a Change Request defined in RALTC – the workflow repository. This ensures that all code and content changes are delivered and promoted accurately, and can be traced back to the Change Request. For example, from any replica of the RATLC database, the global team can either use native interface or web interface to look at detailed information (description, configurations, customer, test logs, requirement, resolution, etc) of a particular Change Request, as shown in Figure 5-7. They can also look at the source code changes (files, versions) associated with this Change Request, as shown in Figure 5-8. This not only provides a consistent global view of the development, but also adds compliance and governances capabilities which are crucial to geographically distributed development.

Figure 5-7 A Change Request in RALTC
UCM also enables structured parallel development with consistent policies and practices. It helps project managers reduce risk by coordinating and prioritizing the activities of developers and by ensuring that the developers work with the right sets of assets. Extending across the lifecycle to accommodate all project domain information requirements, visual models, code, and test artifacts, UCM enables development teams effectively baseline requirements together with code and test assets. This results in accelerated team development in which quality standards are met or exceeded on time and on budget.

As one of the important concepts in UCM model, a stream maintains a list of activities and baselines and determines which versions of elements appear in the workspaces (views) that are associated with it. The UCM stream structures in a UCM project (corresponding to either a software release or a software component) determine the development processes.

A stream strategy is a method to manage project deliveries for a software product. A successful stream strategy needs to determine whether to focus on integration, during
which developers work on the same stream, or isolation, during which developers work on private streams. Procedural flexibility is key – it is not good if the defined strategy does not work for the developers. The right philosophy should be based on the global team’s needs and processes while striking a balance between the two philosophies. In a geographically distributed development, the stream structures resulted from a stream strategy are especially critical given the mastership complexity of the UCM streams and RATLC records.

While frequent integration can identify functionality issues early on and mature the release as a whole as opposed to piece meal, continually updating a stream can cause instability and impact the integrity of the release. While isolation allows for more stable workspaces, integration occurs late in the software life cycle or release cycle can cause issues too. The UCM stream spectrum from isolation-centric to integration-centric is shown in Figure 5-9.

Figure 5-9 UCM Stream Spectrum

- Single stream model
  It appears on the integration side of the spectrum. In this model, all developers work on the same stream, and integrate their changes throughout the development cycle.
Mainline project stream model

In this model, the project has one integration stream and multiple development streams that deliver into the single integration stream for collaboration and release.

Feature stream model

This model utilizes multiple task streams to allow isolation and integration at a defined level (feature, enhancement, functionality, etc.). It provides a great flexibility in organizing and structuring geographically distributed team based on components and function focuses.

Private development stream model

It appears on the isolation side of the spectrum. In this model, developers work on their changes in their own stream and integrate later on in the development life cycle. This model is normally used in conjunctions with other models.

In the delivery of the “iTeam” project, the global team has adopted all models in various stages of the development cycle. At the initial phase of the project, the global team members work in the single stream model for quick integration of design work and early prototyping. After high-level features are well-defined, but before the release goes into the transition phases, feature stream model is used extensively to provide trade-offs between isolation and integrations. In the later phase of the release, mainline project stream model is recommended to reduce the overhead of managing feature streams.

Another aspect of the stream strategy is to cope with the mastership issues associated with replicated repository, especially with ClearCase source code repositories - Version Object Bases (VOBs). This is fundamentally difficult when distributed teams are working on shared code base. For instance, both the Lexington new feature team and the Bangalore sustaining team have the needs to modify the core layer of the product.

Two stream strategies are used to work around the mastership issue. In the first strategy, as shown in Figure 5-10, the integration stream’s mastership gets transferred between replica “Lexington” and replica “Bangalore”. Pat at Lexington delivers his work to the integration stream locally when the replica “Lexington” has the mastership of the integration stream,
while Raj at India Software Lab delivers his work when the replica “Bangalore” has the mastership of the integration stream. This strategy works better when there is a big time-zone difference between the two replicas (or development sites). For example, the integration stream’s mastership gets transferred from replica “Lexington” to replica “Bangalore” at 6PM Eastern Standard Time (EST), and gets transferred back at 7AM EST. In the second strategy, the feature integration stream’s mastership is never changed—in this case it is always mastered by replica “Lexington”. The key is to set up locally mastered task integration streams to enable local deliveries. As shown in Figure 5-11, all the developers in India Software Lab can deliver their work locally to the Bangalore task integration stream mastered at replica “Bangalore”, and all the developers at Lexington can do local deliveries as well. The locally mastered task integration stream is also used to stabilize the code delivered by the local development site. Whenever there is a need to deliver from the task integration stream to the feature integration stream, a UCM post delivery operates in which the delivery initiates at replica “Bangalore” but completes at replica “Lexington”. This strategy is recommended since it provides greater flexibility and stability, but it does have the overhead of setting and maintaining addition layers of stream structure.

Figure 5-10 Transferring the mastership of the integration stream
Figure 5-11 Setting up locally mastered task integration stream

With a flexible and integrated software configuration and change management solution that provides both replicated local access and centric web access to the software assets and other repositories and with process and workflow automation with ClearCase UCM and ClearQuest RALTC, the global development follows repeatable, enforceable, and predictable processes.

5.3.3 Automated Build/Test/Deploy Process

In the “iTeam” project, all the unit-level tests are handled by developers, while all other tests, such functional tests, platform tests, integration tests, performance tests and I18n/L11n tests are owned either by China Software Development Lab or by a local testing organization. Automated unit-level testing is an essential ingredient to test-driven development, continuous integration and extreme programming for “iTeam” project’s short-iteration (with about 6-week intervals) development process. Even though the team constantly makes tradeoffs between spending time on developing new code and on writing tests, it is not arguable that productivity is directly related to the stability of the code base. The fewer test cases the developers write the less stable the code base becomes. The team has adopted the JUnit\textsuperscript{46} test framework which makes unit test creation a quick and easy process that doesn't dominate development time. All new features in the J2EE middle-tier components and C++ backend servers are accompanied by working unit tests upon delivery to the integration stream. Developers are expected to perform quick, informal unit test "spot checks" at any point in the development cycle. Developers gain confidence in

\textsuperscript{46} http://www.junit.org/index.htm
the quality of code changes by performing spot checks during development and integration. By spot-checking with the full unit test suite, significant refactoring work can be done with more confidence and less risk. The full JUnit test suite is executed automatically as part of the nightly build process. The test results along with its configuration information (i.e. platform, version, DB, etc) are then stored on a server and published on team wiki pages.

To achieve the goal of having “daily build” and kicking off build globally, the “iTeam” project has used IBM Rational BuildForge to manage build orchestration. BuildForge ties all build steps together, and allows complete build process to be managed via web console. It also provides the capability of restarting a build to complete only for failed components. It coordinates build distribution based on machine capacity and its agents can be compiled for different platform needs. Most importantly, BuildForge supports geographically distributed development teams through a centralized web interface - accessible virtually anytime, anywhere. For instance, any one in the global team can check build status (as shown in Figure 5-12) or kick off a new build (as shown in Figure 5-13) via the BuildForge web interfaces.

Figure 5-12 Check the build status of individual feature streams

Figure 5-13 Start a build for a particular feature stream

To support feature stream and daily build, the global development community in the “iTeam” project has participated in the build process by working as build meister (or feature stream manager). This job was previously owned by the release engineering (RE) organization but is now taken over by development team with the assistance of release engineers.

The role of “build meister” is rotated on a weekly basis with responsibilities of:

- Improving communications
  
  The build meister sends out emails, delivers presentations, and holds meetings, as needed, to ensure that the development community using the feature stream understands the current status of the stream and the Rules of the Road, events, and activities that surround the stream. This includes: build and install status and schedule, stream locked or unlocked, any Change Control Board (CCB) in effect, merge related activities, relevant upcoming milestones, etc.

- Keeping the build meister Wiki pages up to date and accurate
  
  The build meister wiki pages contain detailed instructions on how to run a build and how to debug problems. It also contains useful information such as JUnit testing result, currently recommended baseline, the latest and greatest spin, and any known problems.

- Monitoring build and spin status
The build meister is responsible for tracking down development personnel to resolve build and spin issues on the feature streams, monitoring testing status to ensure an understanding of stream / build / install stability and quality. This is important to aid in making good decisions about when to accept deliveries, merges, and so on.

- Managing the stream
  The build meister interfaces and coordinates with the development teams to ensure that they understand rebase and deliver coming from and going into the stream, with other stream managers to deliver to other streams and accept deliveries from other streams into the stream. The build meister also manages the access to the stream (keeping it open for all, or locking it and adding only required people to ensure issues are fixed in isolation). He/she is also responsible for rebasing and delivering the stream based on the development team’s needs and the stream’s quality and stability, and recommending baselines as appropriate.

Based on the success of applying BuildForge with feature streams and of rotating developers as build meisters, there is a plan to open up the system to the individual development team. Using BuildForge built-in role-based security, developers can be given limited access to approved production processes directly from their IDE environment. Developers will be able to validate their work, both before and after IBM Rational ClearCase source check-ins, to identify and resolve errors before they impact the nightly run. Developers will gain greater confidence in their code, and the team expects even further productivity and quality gains.

By implementing a scalable build and release management infrastructure, the “iTeam” project team has improved productivity, quality and resource utilization. The team has also automated the life cycle of baselining versions, creating build, generating install image, deploying, testing, publishing test results and recommending baselines, which adds reliability and visibility into the end-to-end development processes. With the increased speed of producing quality builds and spins, the team has more cycles to test the software. The quality engineers in China and in US get immediate access to the latest build and can see exactly what they need to test.
5.4 Summary

The geographically distributed development by IBM Rational represents a typical organization-led practice. GDD is a key strategy for IBM to become a true global company, with global presence and proximity to customers as the main business factors driving global software development at IBM. At business unit levels, global development is more cost-reduction and resource driven. The case study shows that even when led by a big company with many years of multi-national experience, geographically distributed development still presents challenges in strategies and tactics. The heavy investment in global workforce, telecommunication infrastructure and collaborative technologies, the disciplined agile development methodology, and the deployment of software life-cycle management toolsets and infrastructure have made it possible to overcome the challenges and leashed out the potential of geographically distributed development.

This case study validated the business drivers and challenges identified in chapter 2 and 3 and best practices proposed in chapter 4.
6. Conclusions and Recommendations

The global business environment presents emergent business opportunities as well as challenges. Geographically distributed development (GDD) is not a new business mode, but rather a practice that has become a norm or reality since 1990s in software industry. It is likely that GDD will continue to be an important and challenging phenomenon driven by the traditional goals of software development as well as additional objectives such as global presence, but with a relative increase in the importance of cost considerations as the industry is becoming more mature.

The key business drivers for company-led GDD practice include managing operational cost, improving competitive advantage by organizational re-focus and cost reductions, growing revenue by market globalization or by presence in the local market, as well as attracting a large pool of global talents and implementing a “Follow-the-Sun” development model.

Company-led geographically distributed development is facing multiple challenges including uncertainty in strategies, inadaptive in organizational structure, lacking communication and coordination due to distance and cultural differences, and inadequate support in knowledge management and information sharing.

The author has then proposed a five-force framework based on a modification of Carmel’s six-force framework to address both the strategic and tactic problems when dealing with geographically distributed development and global teams. Mastering and utilizing the five forces - strategic vision and management skills, organizational structure and team building, collaborative technologies, development methodology, and software life-cycle management, can ultimately leash out the potentials of distributed development in a global context.
The author anticipates that in the future (15 ~ 20 years from today), challenges associated with GSD or GDD will not be so unique or evident, and benefits and disadvantages of practicing GSD or GDD will be well understood and easy to evaluate, thus terms like GSD or GDD may go away. People will talk about software development and software team, but will not be very concerned about so much on whether the development is distributed or whether the team is remote. Software companies and communities will deal with virtual teams, all the time.
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