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Abstract

This work is concerned with coherent communication by means of acoustic signals
over underwater communication channels. The estimated scattering functions of real
data ranging from the Arctic environment to tropical waters show that underwater
communication channels can not be captured by a single, simple channel model.
This thesis considers mainly a subset of underwater communication channels where
the Doppler spread is more severe than the delay spread.

An appropriate representation of the linear time-variant channel is introduced,
and the wide sense stationary uncorrelated scattering (WSSUS) channel assumption
enables characterization in terms of scattering functions. The concept of Doppler
lines, which are frequency domain filters, is used in the derivation of a receiver for
Doppler spread channels.

The channel is simulated by means of a ray representation for the acoustic field
and a time-variant FIR filter. The impact of physical ocean processes on the Doppler
spread is demonstrated, and from this modeling explanations for the Doppler spread
observed in real data are obtained.

A decision feedback equalizer (DFE) adapted with recursive least squares (RLS)
is analyzed, and its limit with respect to pure Doppler spread is found. By using the
DFE with a phase locked loop (PLL) suboptimal system behavior is found, and this
is verified on real data. In the case of a simple Doppler shift the cross-ambiguity
function is used to estimate the shift, and the received signal is phase rotated to

compensate this before it enters the receiver.
A modified RLS called the time updated RLS (TU-RLS) is presented, and it is
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used in a new receiver. This receiver is initialized by means of the cross—ambiguity
function and the performance is characterized by probability of decoding error vs de-
lay spread, Doppler spread and SNR. The receiver uses Doppler lines to compensate
both discrete and continuous Doppler spread. The receiver stability depends on the
conditioning of the block diagonal correlation matrix propagated by the TU-RLS.
The receiver is used to decode both real and simulated data, and some of these data
are severely Doppler spread.

Thesis Supervisor: Arthur B. Baggeroer
Title: Ford Professor of Electrical Engineering and Ocean Engineering, MIT

Thesis Supervisor: James C. Preisig
Title: Visiting Investigator, WHOI
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Notation glossary

This is an overview of the most commonly used symbols in this thesis with a brief
explanation of each symbol. In general boldface symbols means vector quantities.
Regular parentheses () are used for both continuous and discrete quantities, and the
argument and context carries the information to distinguish these cases. The symbol
j=v-L

a(n) : DFE coefficients. This is the filter coefficients of the decision feedback equal-
izer. The feedforward and feedback coefficients are concatenated.

A(t) : Signal amplitude envelope. This is used in the complex representation of the
baseband transmitted signal. ’

A, Ap : System matrix. The state space description of the channel as well as some
of the receiver algorithms use a channel model involving this matrix.

a : AR(1) parameter. This determines the bandwidth of the Doppler spread mod-
eled'as an AR(1) process.

B : Doppler bandwidth. The frequency support of the time-variant modulation
induced by the channel at a single delay.

b: Reflection coefficient. A random variable modeling the varying reflection strength
of a scatterer.

B : Attenuation. The frequency and range dependent attenuation of the acoustic
signal.

¢ : The speed of sound. The propagation speed of the acoustic signal carrying the
communication signal through the water.

c(n),c(n,l) : Observation vector: Containing the signal that is used to update the
recursive algorithms for receiver adaptation.

£ : Signal energy. The energy used to transmit one information symbol.

48(t) : Dirac delta.

é(n) : Kronecker delta.

Av : Tap frequency spacing. The distance between adjacent taps in the Doppler
lines used in the receiver to compensate Doppler spread.

e(n) : Prediction error. The difference between the received signal and its estimate
generated in the receiver.

F(k) : Doppler line coefficients. The £’th complex tap value of a Doppler line.
f(n) : Inverse FFT of F(k). The time-variant gain multiplying the signal entering
a Doppler line.

fs : Sample frequency. The frequency used in the receiver to sample the received
signal.

fe : Carrier frequency. The frequency with which the information symbols is trans-
mitted.

f(:) : Vector of functions.

é(t), ¢(n) : Signal phase. The phase part of the complex envelope representation of
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the signal which carries the information in the coherent systems considered here.
4(n) : Loop transfer function. The shaping filter in the phase locked loop used for
Doppler tracking.

v : Modulation constant. A multiplier used in the receiver robustness derivation
depending on the modulation format used.

k(t,7),h(t),h(n), h(n,m) : Input delay-spread function. Used to characterize the
time variant channel in a similar manner as the time-variant impulse response.
h(7),h(n), h(n,m) : Input delay-spread function estimate. Generated in the re-
ceiver in order to track the channel.

ho(n,m), ﬁo(n) : Decoder filter coefficients. The Wiener filter implemented in the
decoder at each time instant based on the input delay-spread function estimates.
h.(n) : Channel estimation error. The difference between the true channel and the
receiver estimate.

H(e™) : Frequency response. Digital filter gain and phase.

H . Complex conjugate transpose. The Hermitian of vectors and matrices. I : Iden-
tity matrix.

J(-) : Cost function. A quadratic error measure, usually a difference between a
quantity and its estimate.

k(n) : Gain in RLS and TU-RLS. The factor that multiplies the prediction error
when an estimate is updated. ‘

x : Steady state scaling factor. The recursive algorithms achieve a steady state after
going through a startup transient.

% : Grazing angle. The angle between the horizontal plane and a ray reflected from
the ocean—surface or bottom.

) : Exponential weighting factor. The factor used in the recursive algorithms in
order to forget the past measurements.

L : Number of coefficients, number of rays. The number of taps used in the receivers,
and also the number of rays contributing to the received signal.

n : Delay. Discrete formulation.

p(-) : Probability density.

P, P(n), P : Matrix propagated in RLS and TU-RLS. This matrix determines the
gain used in the update of channel estimates.

P, : Probability of decoding error. The probability that the receiver makes an error.
II(n) : Channel estimate error covariance. The matrix yielding the error covariances
at each time step in the recursive algorithm.

fI(n) : Channel estimate error covariance approximation. A matrix obeying a sim-
pler difference equation than II{n), yet a good approximation.

q : Wave number. The spatial wavelength of the acoustic signal.

Q(") : QPSK quantizer. The nonlinear device mapping the receiver symbol estimate
into the closest of symbols in the alphabet.

Qo : Autocorrelation matrix. The autocorrelation of the estimated symbols in c(n).
Q. : Autocorrelation matrix. The autocorrelation of the decision errors.
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Ry (1), Run(7), Ry Rey Ryz(7), Ryy(n), Ruw, Ru(&,m, v, 1), Re(7,7,€) : Autocorrelation.
The subscript when present indicates the name of the random variable in question.
r, R;y(7) : Cross correlation.

S(&,v) : Scattering function. The distribution of energy in delay and Doppler as
dispersed by the channel.

s(t) : Ocean-surface Doppler spreading function. A random process modeling the
Doppler spread due to the time-variant ocean—surface.

02,02,02,0% : Variance. The subscript indicates the random variable in question.
T : Time interval.

7 : Delay. Continuous formulation.

T(f,t) : Time variant transfer function. The frequency response of a linear time-
variant system.

6o(7,v),80(n, k) : Ambiguity function. Used for transmit signal characterization.
6(r,v),0p(n, k) : Cross—ambiguity function. Used for scattering function estimation.
z(t) : Channel input, transmitted data. The signal that is output from the trans-
mitter into the underwater communication channel.

X(f) : Fourier transform of z(t).

y(t),y(n),y : Channel output, received data. The signal that is propagated over the
channel and is recorded in the receiver.

Y (f) : Fourier transform of y(t).

z(n),z : Transmitted symbol. One of four complex numbers in the case of QPSK
that we use.

#(n) : Soft estimate of symbol. The receiver decoder filter output.

#(n) : Hard (quantized) estimate of symbol. The output of the receiver quantizer.
z¢(n) : Quantization error. The difference between the hard estimate of the symbol
and the transmitted symbol.

¢ : Condition number. The ratio of the largest to the smallest eigenvalue of a matrix.
U(r,v),U(l,k),Ux(n), U(n) : delay-Doppler-spread function. A representation of
the time-variant channel interpreted as the scattering strength at a specific delay
and Doppler.

u? : Scattering strength. The variance of the delay-Doppler-spread function.

v, v : Doppler frequency.

v, : Speed. The speed of scatterers in the channel.

v(n),(n), v, we(n, k), w(t),w(n),w : Noise. Used in the channel models.

V : FFS Doppler line based receiver. The coefficients of a receiver using FFS Doppler
lines at different delays to compensate both time and frequency dispersion from the
channel.

W : Bandwidth.

w,wg : Relative Doppler frequency. The ratio of the Doppler frequency to the sample
frequency multiplied by 2.

* : Conjugate of a complex number.
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Abbreviations

Cw
DFE
DPSK
FFT
FIR
FFS
FSK
IFS
IIR
ISI
LMS
LTI
LTV
MAP
MFSK
ML
MLSE
MMSE
PD
PLL
PSK
QPSK
RLS
ROV
SNR
TU-RLS
US
VCO
WHOI
WSSUS
WSS

continuous wave

decision feedback equalizer
differential phase shift keying

fast Fourier transform

finite impulse response

finite frequency spread

frequency shift keying

infinite frequency spread

infinite impulse response

inter symbol interference

least mean squares

linear time invariant

linear time variant

maximum aposteriori

multiple frequency shift keying
maximum likelihood

maximum likelihood sequence estimation
minimum mean square error

phase detector

phase locked loop

phase shift keying

quadrature phase shift keying
recursive least squares

remotely operated vehicle

signal to noise ratio

time updated recursive least squares
uncorrelated scattering

voltage controlled oscillator

Woods Hole Oceanographic Institution
wide sense stationary uncorrelated scattering
wide sense stationary
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Chapter 1

Introduction

1.1 Background

One way of establishing communication between two remote underwater sites is to
connect a receiver and a transmitter with a cable. This solution has several dis-
advantages when one is attempting underwater communication: It is expensive,
maintenance and repair is especially difficult if the communication takes place in
deep water, and the drag from the cable can be a problem if one of the platforms is
small and mobile (e.g., an autonomous vehicle). Another way is to use the water to
propagate the signal containing information. Electro-magnetic waves are used for
this purpose in air, but they propagate poorly in water, and the attenuation is 40
dB/km for light with frequencies in the blue—green region where an attenuation min-
imum exists [29], [86]. At very low frequencies acoustic waves are able to propagate
in the ocean over distances extending to several hundreds of kilometers, and even
at 20 kHz the attenuation is only 2-3 dB/km and therefore this way of propagating
information is chosen. The attenuation of acoustic waves is roughly proportional to
the square of the frequency [29], making the communication channel severely band
limited. This makes coherent communication more attractive because of its more

efficient use of the available bandwidth.
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There has been much work on acoustic wave propagation and modeling of un-
derwater acoustic fields, e.g. [39], [51], and the characteristics in terms of boundary
and medium interactions are strongly dependent on the frequency. In order to be
able to perform underwater acoustic communication it is important to understand
what happens to the information bearing signal on its way from the transmitter to
the receiver. Only if this knowledge is in place one can hope to build an efficient
and robust communication system. The physics of the signal propagation also plays
a key role when one wants to characterize the limitations of a given communication
system. Therefore, in order to understand the communication properties of an un-

derwater communication channel, it is important to model the propagation of the
“acoustic waves in the water at the frequencies used for acoustic communication, and
a common way of describing the acoustic sound field is by means of ray theory. This
is a high frequency approximation to the sound field, and it is the same as the one
used in geometrical optics where the sound is envisioned as arriving over different
h_vxj‘gy.pat‘h_s. A rough rule for the validity of ray theory is that it a,pplies, when the
spatial scale of changes in the medium is large compared to the wavelength. In the
underwater communication channel this translates to frequencies starting well below
5 kHz and upwards. h

The communication channel structure and the obtainable bit rates depend in
particular on the range between transmitter and receiver, and the depth of the wa-
ter. We can sort the communication scenarios into short, medium and long range
communication as shown in table 1.1. The table is based on the implemented under-
water communication systems reported in the literature over approximately the last
20 years, and thus the figures listed are not theoretical channel capacity measures
but rather examples of existing systems.

The short range channel has a dominant direct “line of sight” path. This path is
usually very stable and much stronger than the other returns which, depending on

the specific communication channel, may be either surface bounce paths or bottom
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Carrier frequency | Bit rates | Range
Short range > 100k H z < 1Mbt/s | < lkm
Medium range | 1 — 100kH z < 20kbit/s | 1 — 50km
Long range < 1kHz < 500bet/s | > 50km )

Table 1.1: Classification of different communication channels.

bounce paths or a blend of both.

One characteristic of the medium range channel is that the water depth is less
than the range. In the same way as the short range channel this channel has a direct
path as well, but boundary interactions are significant. The channel is time-varying
and reverberant which means that it has a long impulse response.

In the long range channel the refraction and fluctuation in the ocean is dominant,
and there is no direct path; sound is propagating in ducts over ray paths. There is
variation induced by the ocean on each ray path, and this causes it to break up into
a number of closely propagating rays. It is often called the micro multipath [77], [1],
as opposed to the macro multipath consisting of the different ray paths.

The sorting of underwater communication channels according to table 1.1 is some-
what arbitrary. The purpose of the classification is to provide a very general and
rough way of recognizing a given scenario. There are many cases where the numbers
in table 1.1 are inconsistent with the suggested definitions of short, medium and long
range channels. Nevertheless, this way of sorting the channels is useful, and this is
motivated by the fact that all the relevant references in this chapter fits in one of
the scenarios.

Communication by means of acoustic signals in an underwater environment has
proven to be a challenging problem, but the need is demonstrated by the signiﬁ—
cant number of implementations of acoustic communication systems over the past
20 years. There has to date not emerged as a standard any particular system archi-

tecture or modulation scheme. The systems are very different, utilizing most known
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signal processing techniques for communication. We now give an overview of existing
communication systems for underwater use, and the systems are sorted in categories
according to table 1.1. The overview is by no means exhaustive, but it serves as an

indicator of where the emphasis has been in developing these systems.

1.1.1 Short range, line of sight based systems

An application is reported in [73] where a data logging platform is telemetering
to a surface vessel, i.e., vertical communication. The modulation scheme used is
differential phase shift keying (DPSK) and the carrier frequency is 10 kHz. By using
error correcting codes (BCH, Reed-Solomon) the error probability of 10~2 for a 6
km vertical distance is achieved.

A system for transmitting 10 kbit/sec bursts of data is reported in [48], and in
this system the average data rate is 1.5 kbit/sec over a relatively short channel of
100 m. The modulation used is DPSK, and an array with 16 elements is used to
spatially filter the received signal which has a centér frequency of 50 kHz.

A high frequency very short range system is reported in [56]. It has a carrier
frequency of 1 MHz, and it is transmitting over a range of 60 m. The achieved data
rate is 500 kbit/sec and the modulation scheme is 16~-QAM (quadrature amplitude
modulation). In this system an adaptive equalizer is employed to track the channel,
and an error rate of 1077 is achieved using an LMS equalizer weight adaptation
algorithm. Without the LMS adapted equalizer the error rate is 10~*. The cause of
channel fluctuation is not reported in this reference.

A state of the art vertical communication system is reported in [95], and this is a
4-DPSK system with carrier frequency of 20 kHz. It uses compression techniques for
transmitting image data from the sea bottom at 6500 m depth to the surface, and
the effective data rate is 16 kbit/sec. In this system the discrete cosine transform
is used for image compression, and it is indicated that a compression factor of 12 is

achieved on sonar images.
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Communication from sub-bottom positions to a surface vessel is reported in [24],

and this is an incoherent system using frequency shift keying (FSK) modulation.

1.1.2 Medium range, reverberation limited systems

One of the first systems [17] developed at Woods Hole Oceanographic Institution
(WHOI) is an incoherent system using 8-FSK to send information at 4 kbit/sec.
The system uses the fast Fourier transform (FFT) to decode the received signal and
a Hamming code to make the system more robust. In addition to the information
frequencies a continuous waveform (CW) is transmitted to track Doppler shifts.

FSK signaling has proven to be a robust technique in shallow water channels.
By iusing a large alphabet multiple FSK (MFSK) technique communication with 5
kbit/sec over a range of 5 km is reported in [38].

Another system in the same category [20] is used for communication with rate
5 kbit/sec using 64-FSK. The carrier frequency is 20-30 kHz, and it is also used
successfully for telemetry over such different scenarios as a 4 km shallow water hori-
zontal path, a 3 km vertical path and a highly reverberant 700 m very shallow water
path (depth 6-18 m). ‘

A coherent DPSK system based on the direct-sequence spread spectrum tech-
nique is reported in [36] where the range is 1 km, the water depth is 10 m, the data
rate is 600 bit/sec and the bandwidth used is 10 kHz.

1.1.3 Long range

We may use the definition of a long range underwater communication channel as
being one where sound propagates in ducts. Then it is clear that some of the medium
range channels may turn into long range channels, and this depends on the sound
speed profile. When the water temperature or salinity, largely determining the sound

speed, changes on a specific site the propagation of sound can easily go from largely
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boundary interacting ray paths to ducted ray paths, therefore some of the systems
listed in the previous section also belong in this section.

A system designed solely for long range communication between the mother vessel
and several remotely operated vehicles (ROV) is reported in [69]. The ROV’s were
moving while receiving data, and the maximum speed is 10 knots. This is a low
frequency system with carrier frequency 200 Hz and bandwidth 50 Hz. The system
uses a Golay code to increase the reliability, and the modulation scheme is 4-FSK.

Another system for very long range sound propagation (on the order of 1000
km) using m-sequences at a carrier frequency of 57 Hz and a bandwidth of 14 Hz is
reported in [70]. The main purpose of this system is a feasibility demonstration for
long'range sound propagation and environmental monitoring but the system could
also be viewed as a coherent communication system. The propagated signal is an
m-sequence [61].

The systems described in [98], [15] demonstrates information transmission over
a range of 50 km, where the bit rate is 212.5 bit/sec and the carrier is 1.7 kHz.
The modulation is phase shift keying (PSK), and the transmitter is a single element
whereas the receiver consists of one array at 150 m depth and one diversity combiner

spanning 100-300 m depth.

1.1.4 Simulation studies

A large body of simulation studies is reported in many different periodicals and
books. They cover all aspects of underwater acoustic communication systems such as
channel identification and tracking, coding, modulation techniques, spatial diversity
combining.

Simulations on acoustic channel modeling with emphasis on the communication
aspect is given in [28], [33], and this work addressed the stability of the channel
multipath and phase.

Channel identification algorithms have also received attention in the former So-
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viet Union, and time delay simulation is reported in [87]. This work is employing
bispectra assuming non-Gaussian statistics for signals and noise.

A mode filtering approach is reported in [41]. This is an alternative way of
resolving multipath, and the simulation uses vertical line arrays at the transmitter
in order to excite a single mode, and at the receiver to accept a single mode. The
Pekeris’ waveguide is used for this simulation.

The estimation of path time delay is extensively treated [32, 47, 66, 75, 16, 59,
88, 2, 60, 68, 42, 21, 52, 49], and in some of these studies tracking of the channel
is incorporated. An example of a typical approach used to study this problem is
given in [72], where the model is deterministic signal in Gaussian nose and the max-
imum aposteriori estimate of a parameter vector containing amplitudes and delays
is computed.

The multichannel receiver for both incoherent [18] and coherent [92] communica-
tion is reported to give significant gain, and this work involves both simulations and
demonstrations in shallow water environments. The problem of optimally combining
multiple channels is also simulated in [102].

Studies and bounds on error- probability for various receivers is the important
issue in reliability judgments, and bounds in the case of a decision feedback equalizer
is reported in [3]. The phenomenon of error propagation is one of the drawbacks for
this equalizer [74], [93].

A powerful and general way to deal with low signal to noise ratio (SNR) rever-
berant channels is various coding techniques, and this is also used in underwater
telemetry [19], [79]. Transmission signals made up of m-sequences are commonly
used because of their statistical properties, and the work in [61] combines coding
with the use of m—sequences where both convolutional and block codes are used for
error detection and correction.

Emphasis in the literature for underwater acoustic communication is on incoher-

ent reception, and an overview of the existing configurations before 1984 is in [6],
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but also coherent schemes are reported in [92], [91] which comprise both single- and

multi- channel results.

Channel tracléing

The adaptive equalizer is widely used to track the time-varying underwater channel,
and the combination of beamforming and adaptive equalization is reported in [84]
where the equalizer is updated with the LMS algorithm, and ray tracing is used to
extract significant paths.

The discussion of the properties of the adaptive algorithms used in channel track-
ing has received much attention [12], [26]. The two most commonly used are the
LMS and recursive least square (RLS) algorithm. The problem of equalization of
channels with spectral nulls is treated in [26], and in this reference an alternative
recursive algorithm reminiscent of the RLS is used. The improved result is verified
with simulations on a time-variant channel.

The adaptive equaiization for underwater acoustic telemetry is treated extensively
in [78], and here emphasis is on the various algorithms for implementing RLS on
decision feedback and maximumi likelihood equalizers together with the resulting

computational loads.

Summary Modeling of the acoustic propagation is important in underwater com-
munication, and ray theory is a good model at the frequencies of interest in this work.
Communication in the ocean is sorted according to short, medium and long range as
summarized in table 1.1. Emphasis both in the literature and in the implementation
of working systems is on incoherent communication, but coherent communication is
also in use. Adaptive systems are used since underwater communication channels

are time-variant, and two widely used algorithms are the LMS and the RLS.
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1.2 The problem of underwater communication

Preview In this section we discuss in general the main issues of concern in under-
water communication channels. We first mention the delay spread which is commonly
encountered in many types of communication channels including underwater com-
munication channels. The refraction of sound and the time variance of underwater
communication channels caused by ocean internal factors and source/receiver motion
are discussed, and one implication of this is Doppler spread. Another characteristic
of many underwater communication channels is a sparse impulse response, and we
discuss the importance of a receiver that is able to utilize this. An issue in a coher-
ent communication system is the need for synchronization and we outline how this is
accommodated. Underwater communication channels are in general doubly spread,
and we argue that the Doppler spread becomes increasingly important for lower bit
rates. This discussion motivates the importance of the constrained communication
problem that we work on in this thesis which is coherent communication over doubly
spread channels with more severe Doppler than delay spread, and it is outlined in
the next section.

The acoustic signal of underwater communication is in some cases significantly
modified by interaction with boundaries, in which case we have a shallow water
channel. In shallow water channels the interaction between the acoustic signal and
the boundaries (top and bottom) may give delay spread (time dispersion), and then
the received signal consists of several delayed and attenuated replicas of the trans-
Jmitted signal. Delay spread is encountered in many communication channels, e.g.,
telephone véi;es, satellite communication, cellular phones, indoor wireless commu-
nication. Consequently it has been extensively treated, but it remains an active
research area. The underwater communication channel is different from these chan-
nels in several aspects, and one important difference is that refraction of the ray

path_s__ is a first order effect that can seldom be neglected. Another difference is that
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in the case of surface interacting ray paths there is a time—variant rough reflector
present in the communication channel.

The fluctuations in the ocean have many sources, and they are roughly sorted
. into small scale and large scale phenomena. Factors such as currents, eddies and
tidal changes produce large scale fluctuations, and internal waves and turbulence
give small scale fluctuations [37]. The impact of different sources of fluctuation is
a function of acoustic wave frequency. In addition, at the frequencies in use for
communication, the time-varying water surface and the transmitter/receiver motion
are sources of time variability of the underwater communication channel. The time
variability makes the channel Doppler spread (frequency dispersive), and this is
observed through the simple experiment of transmitting a single frequency signal.
The received signal from this transmission is amplitude modulated [58], and the
received signal spectrum is broader than the transmitted signal spectrum.

The speed and robustness of convergence for any adaptive algorithm, such as
least mean squares (LMS) or recursive least squares (RLS), is a function of the
number of parameters one is trying to adapt. The number of parameters, or the
number of degrees of freedom, impacts the convergence and tracking properties of the
adaptive algorithm. By increasing the number of degrees of freedom the robustness
degrades, which is seen by the fact that the algorithm is unable to reach any form
for meaningful steady state. One important difference between LMS and RLS is
_ that the convergence speed of LMS depends on the spread of the eigenvalues of the
autocorrelation matrix of the received data. High spread yields slow convergence
for the LMS, whereas the RLS is not impacted by this. The LMS is described
in [103], [45], and the RLS is found in [45], [64]. The latter reference also has a
unified treatment of the algorithms. Regardless of the algorithm it is important to
maintain good tracking capabilities and this means not to waste degrees of freedom.

A general need for synchronization between the receiver and transmitter is always

present, and this is also necessary when performing underwater communication. The
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approach to achieve synchronization has been similar to the one taken in some of the
systems for cellular phones, and that is to send a short sequence of known symbols
(e.g., Barker sequence), a fixed time before a data packet is transmitted. The receiver
constantly performs a matchéd filter operation to the Barker sequence and uses a
threshold test to detect it and decide when a data packet is about to be received.

The underwater communication channel is characterized by its range and Doppler
spreading where range translates into delay. The main constraints of our communi-
cation problem are available bandwidth, rate of change of the channel and available
power. The tradeoff is then often between bit rate, reliability and range. To obtain
more reliable communication or communication over a longer range the bit rate may
be decreased. The effects of delay and Doppler spread are complementary in the
sense that as the bit rate on the communication channel increases, a given delay
spread spans more symbols, and this gives more intersymbol interference. When the
bit rate decreases the channel variation from one symbol to the next increases so
that a given Doppler spread requires better tracking bandwidth in the receiver.

The time interval between two arriving ray paths is often large compared to the
symbol duration of the transmitted sequence. Therefore the scattering function of
the channel may have clusters of energy widely separated in time, and this is known
as a sparse channel. Remembering the need to minimize the number of degrees of
freedom this type of channel implies a receiver which is sparse in the sense that it
‘must be able to combine non—contiguous pieces of the received signal.

The bit rates obtained to date in underwater communication channels are rela-
tively modest compared to e.g., satellite communication or cellular phone, and this
difference is likely to persist because of the difference in available bandwidth. As
pointed out earlier it is the Doppler spread relative to the bit rate that is the impor-
tant parameter when it comes to channel tracking. At the higher bit rates used in
the satellite or cellular phone communication channels the Doppler spread relative

to the bit rate is much less than in the underwater communication channel. There-
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fore the problem of communication in presence of Doppler spread has not been as
extensively addressed as delay spread in these scenarios.

When the signal is both delay and Doppler sprea;d, we have a doubly. spread
channel, and this is sometimes the case in underwater communication channels.
Doubly spread channels are thoroughly discussed in classical texts bn commun::a
tion [101], [82], [57], but relatively few receivers have been implemented where the
channel is assumed to be doubly spread. Rather, one result from the theory of dou-
bly spread channels is heavily used: A channel where the delay-Doppler product
is less than one is called underspread, and an underspread channel may be treated

as a singly spread channel under certain circumstances. The consequence of this

approach is always to_sacrifice bit rate to make the channel look singly spread.

Summary Underwater communication channels are time-variant and generally
doubly spread, and the Doppler spread is sometimes significant. The fluctuations in
the ocean calls for an adaptive communication system, and the sparseness of many
of the impulse responses makes it important to use a minimum number of degrees
of freedom. The lower bit rates emphasize the importance of compensating Doppler

spread.

1.2.1 A subset of communication channels

It is shown in subsequent chapters that underwater communication channels are
very different depending on propagation conditions. This is also reflected in the fact
that among the numerous communication systems implemented there is no prevalent
system architecture or modulation scheme. In this work we concentrate on a subset
of the observed communication channels. A common feature of the underwater
communication channel is that it is sparse, so the subset treated in this work includes
sparse channels. As is pointed out above the underwater communication channel has

lower obtainable bit rates than some other communication channels such as cellular

38



phone or indoor wireless. The consequence of this is that the Doppler spread is more
important, and this is further emphasized by the fact that a subset of underwater
communication channels exhibit Doppler spread significant relative to the bit rate.
Thus the problem discussed in this thesis is identification of physical scenarios with
doubly spread channels where the Doppler spread is more severe than the delay
spread. Moreover, we are also concerned with how receivers commonly encountered
in other communication channels behave in the presence of Doppler spread. We
derive and discuss possible solutions that work Better on the sparse doubly spread
_underwater communication channels that have more severe Doppler spread than

delay spread.

1.3 The approach

Preview In this section we further discuss the problem of communication over
doubly spread channels with emphasis on Doppler spread, and we suggest how this is
accommodated. We follow an approach that consists of several parts in order to solve
the problem of communication over a possibly doubly spread channel. The different
parts are channel identification, channel tracking and optimal linear decoding. The
acoustic signal is modeled as propagating over a number of rays, and each ray may
have a different Doppler shift depending on the ray direction relative to the scatterer
velocities. The emphasis is to derive a receiver that works satisfactorily with Doppler
spread comprised of different possibly slowly varying Doppler shifts on different ray
paths since not much work is reported in this area and it is increasingly important
to deal with this distortion as the bit rate decreases.

The first part is concerned with identifying the delay and Doppler spread struc-
ture of the channel, and this is carried out by sending a channel probe which is a

sequence of data symbols known to both the receiver and transmitter. Then the re-

ceiver uses this information to obtain a scattering function estimate, and the quality
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of this estimate depends on the signal to noise ratio and the duration in time and
frequency of the data sequence. An important part of this work is to use this part
of the receiver without even trying to communicate. If this channel identification
procedure is tried in different underwater communication channels it measures the
variability of the scattering functions over a wide variety of real ocean channels. This
in turn gives a measure of how much delay and Doppler spread one should expect
in a given scenario. The aim of the approach in this thesis is not to make a receiver
that works well on all channel scattering functions, but rather to look at the subset
of channels that are doubly spread with more significant Doppler spread than delay
spread. Part of this task is also to simulate the underwater communication chan-
nel to verify that the observed spreads can be obtained from reasonable physical
mechanisms that we know take place in the ocean.

Given that a reliable estimate of the scattering function of the channel is ob-
tained with the channel probe one would like to incorporate this information in
some optimal way for reconstructing the transmitted data séquence. The channel
is time-variant and may change during the data sequence transmission, therefore
it is necessary to track the channel during data reception. The proposed channel
tracker can exploit both the estimated channel structure through its state space
description, and can also be used to track changes in the channel by utilizing its
recursive way of computing estimates. Therefore, the next part of the receiver is a
channel tracker which has embedded in its model the delay-Doppler—spread func-
tion for channel characterization and it uses the received data, the transmitted data
and its internal model to recursively estimate the delay-Doppler—spread function.
The channel tracker always has the received data sequence available, and the first
part of the transmitted data i.e, the training set, is a sequence that is known to
the receiver. Therefore the channel tracker can make use of the channel input, the
channel output and the initially estimated scattering function to obtain initial con-

vergence and tracking of the underwater communication channel. Ea