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Abstract

The trend in wireless communications is towards utilization of multiple antenna systems.
While techniques such as beam-forming and spatial diversity have been implemented for
some time, the emergence of Multiple-Input Multiple-Output (MIMO) communications has
increased commercial interest and development in multiple-antenna technology. Given this
trend it has become increasingly important that we understand the propagation character-
istics of the environments where this new technology will be deployed. In particular the
development of low-cost, high-performance system architectures and protocols is largely de-
pendent on the accuracy of available channel models for approximating realized propagation
behavior.

The first contribution of this thesis is a methodology for the modeling of wireless prop-
agation in multiple antenna systems. Specifically we consider the problem of propagation
modeling from the perspective of the protocol designer and system engineer. By defining the
wireless channel as the complex narrow-band channel response h e C between two devices,
we characterize the important degrees of freedom associated with the channel by modeling
it as a function of its path-loss, multipath/frequency, time stability, spatial, and polariza-
tion characteristics. We then motivate this model by presenting a general set of design
decisions that depend on these parameters such as network density, channel allocation, and
channel-state information (CSI) update rate. Lastly we provide a parametrization of the
environment into measurable factors that can be used to predict channel behavior including
link-length, Line-Of-Sight (LOS), link topology (e.g. air-to-ground), building density, and
other physical parameters.

The second contribution of this thesis is the experimental analysis and development of
this modeling space. Specifically we have gathered a large database of real wireless chan-
nel data from a diverse set of propagation environments. A mobile channel-data collection
system was built for obtaining the required data which includes an eight-channel software
receiver and a collection of WiFi channel sounders. The software receiver synchronously
samples the 20-MHz band centered at 2.4 GHz from eight configurable antennas. Measure-



ments have been carried out for both air-to-ground and ground-to-ground links for distances
ranging from tens of meters to several kilometers throughout the city of Cambridge, MA.

Here we have developed a collection of models for predicting channel behavior, including
a model for estimating the path-loss coefficient a in street environments that utilizes two
physical parameters: P1 = percentage of building gaps averaged over each side of the street,
P2= percentage of the street length that has a building gap on at least one side of the
street. Results show a linear increase in a of 0.53 and 0.32 per 10% increase in P1 and
P2, respectively, with RMS errors of 0.47 and 0.27 a for a's between 2 and 5. Experiments
indicate a 10dB performance advantage in estimating path-loss with this multi-factor model
over the optimal linear estimator (upper-bound empirical model) for link lengths as short as
100 meters. In contrast, air-to-ground links have been shown to exhibit log-normal fading
with an average attenuation of a ; 2 and standard deviation of 8dB.

Additionally we provide exhaustive evidence that the small-scale fading behavior (fre-
quency domain) of both Non-Line-Of-Sight (NLOS) air-to-ground and ground-to-ground
links as short as tens of meters is Rayleigh distributed. More specifically, fading distribu-
tions across a diverse set of environments and link lengths have been shown to have Rician
K-factors smaller than 1, suggesting robust performance of the Rayleigh model. A model is
also presented that defines a stochastic distribution for the delay-spread of the channel as a
function of the link-length (do), multipath component (MPC) decay-rate (/3 = attenuation
per unit delay [1 dB' ), and MPC arrival-rate (q = MPCs per unit delay [-MPC]). Ex-10"log10 (m)] m
periments support the use of this model over a spectrum of link-lengths (50m-700m) and
indicate a dense arrival-rate (q) (on the order of 1 MPC) in ground-to-ground links. In this
range the frequency structure of the channel is insensitive to q, which reduces the modeling
complexity to a single unknown parameter, P. We provide estimators for 3 over a variety
of environment types that have been shown to closely replicate the fade width distribution
in these environments.

The observed time-coherence length (tc) of MPCs tend to be either less than 300ms
(high-frequency) or 5 seconds and longer (low-frequency), resulting in a Rician-like distri-
bution for fading in the time domain. We show that the time characteristics of the channel
are accurately modeled as the superposition of two independent circularly symmetric com-
plex gaussian random variables corresponding to the channel response due to a set of stable
and unstable MPCs. We observe the S-factor, defined as the ratio of average power in stable
to unstable MPCs (distinct from the Rician K-factor), which ranges between 0-30dB de-
pending on environment and link length, and can be estimated with an rms error of 3dB in
both ground-to-ground and air-to-ground link regimes. Experiments show improved perfor-
mance of this model over the Rician fading model which has been shown to underestimate
high fade events (tails) in the time domain, corresponding to cases where the stable MPCs
destructively combine to form a null.

Additionally, the Kronecker MIMO channel model is shown to predict channel capacity
(of a 7x7 system) with an rms error of 1.7 bt' (at 20dB SNR) over a diverse set of
observed outdoor environments. Experiments indicate a 3dB performance advantage in
this prediction when applied to environments that are not dominated by single-bounce
propagation paths (Single-bounce: 2.1 rms, Multi-bounce: 1 rms).

Thesis Supervisor: David H. Staelin
Title: Professor of Electrical Engineering
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Chapter 1

Introduction

In recent years it has been found that proper deployment of multiple antennas at both

the transmitter and receiver can increase the capacity of the wireless link [1]-[4]. Such

a system, referred to as Multiple-Input Multiple-Output (MIMO), takes advantage of

orthogonal spatial sub-channels formed in multipath environments by simultaneously

communicating over each sub-channel, a technique known as spatial multiplexing [6].

This technology coupled with diversity and beam-forming techniques has driven an

increased commercial interest in multiple-antenna systems. Given this trend it has

become increasingly important that we understand the propagation characteristics of

the environments where this new technology will be deployed. In particular the devel-

opment of low-cost, high-performance system architectures and protocols is largely

dependent on the accuracy of available channel models for approximating realized

propagation behavior.

The first contribution of this thesis is a methodology for the modeling of wireless

propagation in multiple antenna systems. By defining the wireless channel as the

complex narrow-band channel response h c C between two devices, we characterize

the important degrees of freedom associated with the channel by modeling it as a

function of its path-loss, multipath/frequency, time stability, spatial, and polarization

characteristics. Given this channel model we have devised a series of experiments

associated with each channel parameter that aims to explore its structure over a

diverse set of propagation environments. More specifically we will be looking at



outdoor propagation environments with link lengths on the order of tens of meters to

several kilometers. It is in this environmental regime where many networks utilizing

multiple-antenna technology will operate in the near future, e.g. 802.11 (WiFi) and

802.16 (WiMax).

In order to realize these experiments we have developed a Channel-Data Collection

System (CDCS). The CDCS includes an eight-channel receiving system, WiFi channel

sounders, antennas, system control software, database management utilities, a GPS

tracking system, and infrastructure for system mobility. The equipment operates over

a bandwidth of 20 MHz centered at 2.4 GHz. Additionally a collection of algorithms

has been developed for extracting and estimating the desired channel information

from the raw data collected by our system.

We begin this thesis in Chapter 2 by motivating the utilization of multiple-antenna

systems in wireless communication. Following this introduction we present our mod-

eling methodology in Chapter 3. The Channel-Data Collection System (CDCS) and

its associated performance analysis is presented in Chapter 4. Next in Chapter 5 we

present the channel extraction and estimation algorithms that we have built which

provide channel estimates from the raw data sets collected by our system. In Chap-

ter 6 we present our work associated with the path-loss characteristics of the wireless

channel. In particular we discuss the details of the experiments, models, and results

associated with this channel parameter. Similarly we discuss our work associated with

the frequency, stability, and spatial characteristics in Chapters 7, 8, and 9 respect-

fully. Lastly, in Chapter 10 we outline the conclusions of this research and provide

suggestions for future work.



Chapter 2

Multiple Antenna Systems

In this chapter we motivate the use of multiple antenna systems in wireless commu-

nications. Specifically we introduce Multiple-Input Multiple-Output (MIMO) tech-

nology which has increased interest in multi-antenna design. Additionally we discuss

the more traditional techniques of spatial diversity and beam-forming.

2.1 MIMO System Model

A Multiple-Input Multiple-Output (MIMO) wireless communication system by defi-

nition deploys multiple antenna elements at both ends of the link. The instantaneous

narrow-band channel for a MIMO system can be modeled as,

y = Hx + n

where y c CN and x c CM denote' the signals received at the N receive antennas and

the signals transmitted from the M transmit antennas respectfully. Here,

n Cn/(O, a2IN)

represents the system and channel noise2 3. The channel matrix, H E CNxM, represents

1CN : N-dimensional complex space
2CN(pt, A): Circular symmetric complex gaussian distribution, mean t, covariance matrix, A
31N: NxN Identity Matrix



the channel between each pair of transmit and receive antennas. This model can be

extended by allowing the channel matrix H to vary as a function of frequency and

time.

2.2 Channel Matrix Decomposition

2.2.1 Parallel Spatial Channels

Consider now the Singular Value Decomposition (SVD) of the channel matrix, H,

H = UEVH

where U E CN•N, V c CMXM are unitary rotation matrices, E RcgR M is a rectangular

diagonal matrix whose diagonal elements are all non-negative, and N,M are the num-

ber of receive and transmit antennas respectfully 4. We can make a change of basis

by defining:

^= UHy

n= VHX

S= UHn

The MIMO system model can then be expressed as:

y= Hx+n

= y = UEVHx + n

= UHy = EVH + UHn

=4 yi = ati , i+-Yi x ii n i2 for i =1,2,...,K

4VH: Conjugate Transpose of matrix V



where,

K = min(M, N)

and

al > .2 > ....... > 0K

are the K non-zero singular values of H. Here we see that the MIMO channel can be

broken into K orthogonal spatial sub-channels which we refer to as eigenmodes [6].

2.3 Spatial Multiplexing

Given the equivalence of the MIMO channel to K orthogonal spatial sub-channels

we can consider communicating over each of these eigenmodes simultaneously. The

Shannon Capacity of an instantaneous Single-Intput Single-Output (SISO) channel,

h, is

C = log2( + ) = log2(1 + SNR) (bits/s/Hz)

where P is the transmit power constraint of the system and a n the total power due

to channel noise. By orthogonality we can derive the capacity of the MIMO channel

as being equal to the sum over K SISO channels corresponding to the K eigenmodes

of the MIMO channel,

K 2 K

C= log2(1 + o ) = log2(1 + SN ) (bits/s/Hz)
i=1 n i=1

where P1 is the power allocated to the i th eigenmode such that the total power con-

straint (P) is met,
K

-P <_ P
i=1

and SNRi refers to the Signal-to-Noise ratio of the i th spatial sub-channel. Here we see

a potential benefit from the deployment of MIMO systems in the form of an increase

in channel capacity. Spatial Multiplexing then refers to the process of transmitting

independent data streams over these orthogonal sub-channels (eigenmodes) in order



to increase the data rate of the link.

2.3.1 Power Allocation

The problem of allocating power to orthogonal sub-channels (frequency, time, spa-

tial) is solved optimally with respect to total channel capacity using the waterfilling

allocation [6],
2

Pi = max(c - , 0)
ri

with c defined such that the total power constraint P is met.

High SNR vs Low SNR Regimes

In the low SNR limit, capacity is power limited and the water filling powers will

result in power allocation only to only the strongest eigenmode. In the other extreme

as SNR becomes large any difference between eigenmodes will be negligible and the

optimal waterfilling power allocation will be equal across modes [6].

Uninformed Transmitter (UT) vs Informed Transmitter (IT)

MIMO systems can be categorized based on the amount of channel information avail-

able at the transmitter. In one extreme the transmitter knows the channel matrix,

H, exactly in which case it can optimally allocate power to the eigenmodes according

to the waterfilling powers. In the other extreme no channel information is known at

the transmitter so that it is optimal to allocate equal power across antenna which is

equivalent to equal power distribution to each of the eigenmodes [7].

2.3.2 Equal Allocation Capacity

With respect to spatial multiplexing the high SNR regime is of most interest. As

described above it is in this regime that it is optimal to allocate power to multiple

spatial channels. The MIMO channel capacity in the case of equal power allocation



is then [6],

K P. U? P
C = og2(1 + ) = log2(IIN + •2 HHHI) (bits/s/Hz)

i= n n

2.4 Additional Benefits of Multiple-Antenna

Systems

Before spatial multiplexing was developed, multiple antenna systems were tradition-

ally utilized in other ways.

2.4.1 Diversity

In a rich multipath scattering environment the narrow-band channel can be modeled

as having a complex gaussian distribution. In this setting there exists a non-negligible

probability that the attenuation of the channel is prohibitively high, resulting in a

low channel capacity. Consider then deploying multiple antennas and spacing them

in such a way that the channels between each of them and the other link end can

be considered independent. Such a strategy increases the probability of having at

least one link with sufficient Signal-to-Noise ratio. In fact this probability increases

exponentially with N - M, where N and M are the numbers of antennas at the receiver

and transmitter, respectfully. Such behavior is referred to as spatial diversity. Given

this definition, diversity can be obtained with multiple antennas at one or both link

ends.

2.4.2 Beamforming

Beamforming is a method used in multiple antenna systems to focus energy in certain

angular directions at either the transmitter or receiver. This is carried out by properly

phasing the data streams at each antenna relative to one another. With this method

a relative power gain is achieved in certain directions whose maximum achievable

gain is proportional to N-M, i.e. the product of the number of receive and transmit



antennas. Beamforming is also achievable with multiple antennas at one or both link

ends.

2.4.3 Trade-offs

The optimal way to utilize multiple antennas in such a system depends on the propa-

gation environment [20]. The preferred strategy is dependent on the requirements of

the system. Each link end, transmitter and receiver, can be classified as being either

directive or diverse. A directive link end is one in which the dominant signal paths

arrive (or depart) from a small number of directions. Conversely, in a diverse link

end signals arrive (or depart) from a large number of directions. If the propagation

environment is directive at both link ends then beamforming is the preferred use of

the antennas. In this case there is no spatial diversity or multiplexing gain to be

exploited. In the case of one diverse and one directive link end diversity is often

the preferred mode of operation since diversity can be used at the diverse link end.

Lastly, in the case of diversity at both link ends, spatial multiplexing is the preferred

method of operation as a capacity gain is possible.



Chapter 3

Channel Model and Methodology

In this chapter we present a methodology for modeling wireless propagation for mul-

tiple antenna systems. Specifically we consider the problem from the perspective

of protocol designers and network/system engineers. The first component of the

methodology is a characterization of the important degrees of freedom associated

with the wireless channel, particularly those required to ensure intelligent engineer-

ing and design decisions. The second component of the methodology reduces these

channel parameters to a set of metrics that provide sufficient information to the en-

gineer. Specifically, we characterize the set of design decisions that depend on each

channel parameter and its associated metrics. The final component considers the

role of environmental information in modeling and prediction of these metrics. Given

that complete knowledge of the environment is practically never available, we con-

sider a parametrization of the environment that is high in information content and

potentially measurable.

3.1 Channel Parametrization

In this section we characterize the important degrees of freedom associated with

the wireless channel with respect to the design and engineering of multiple antenna

wireless systems. We start by defining the channel as the input-output relationship



of a wireless system which at the lowest level can be described as,

y(t, f) = x(t, f) -h(t, f, ST, SR, Ti R7R, T, 9OR) (3.1)

where the signal received y, is the transmitted signal x, scaled by the channel h, which

is a function of time t, frequency f, transmitter position sT, receiver position sR, direc-

tion of transmission departure 2T, direction of arrival at the receiver OR, transmitted

polarization OT, and received polarization OR. The relation in 3.1 is referred to in the

literature as the double-directional channel model [25] and it gives a complete descrip-

tion of channel propagation. In practice however, modeling channel behavior to this

level of detail is not feasible. Instead our approach is to model individually the power

attenuation, frequency, time, spatial, and polarization characteristics of the channel

in such a way that the behavior of these parameters applicable to system/protocol

design are efficiently captured. We now define these model parameters.

3.1.1 Power Attenuation/Large-Scale Fading

The first parameter of importance is the power attenuation of the channel. This

refers to the loss in power due to propagation between transmitter and receiver.

Fading of this type is generally broken into two categories, path-loss and shadow-

ing, corresponding to attenuation due to propagation length and scattering objects,

respectively.

3.1.2 Frequency/Multipath

The second channel parameter is the frequency structure of the channel. In multi-

path/scattering environments distinct propagation paths constructively and destruc-

tively interfere with one another at the receiver. This delay pattern in the time

domain results in a frequency dependent channel response.



3.1.3 Time/Stability

The time characteristics are the third channel parameter. As objects within the prop-

agation environment move, even with stable link-ends, the channel response changes.

This occurs as small movements of scatterers introduce small propagation delays of

the signal paths associated with those scatterers. At the receiver this results in the su-

perposition of propagation paths with different relative phases which generally results

in a distinct channel response.

3.1.4 Spatial

The fourth channel parameter is the spatial degrees of freedom. This refers to the

dependence of the channel on small spatial displacements (on the order of the carrier

wavelength) at both the transmitter and receiver. This structure is driven by the

joint angular spectrums at each link-end as small spatial movements result in angle-

dependent phase shifts of the arriving multipath components.

3.1.5 Polarization

The final parameter is the polarization structure of the channel. More specifically this

refers to the behavior of the channel in coupling the three orthogonal polarizations.

3.2 Design Decisions and Channel Metrics

We now motivate the importance of these channel parameters in protocol and system

design. In what follows we describe a general set of design decisions that depend on

each channel parameter and an associated set of metrics for efficiently quantifying

their behavior.



3.2.1 Power Attenuation

Design Decisions/Parameters

1. Wireless Node Density ( )

2. Transmit Power (dBm)

Metrics

1. Path-Loss Coefficient (a): Path-loss refers to the average signal power at-

tenuation as a function of the propagation path length between transmitter and

receiver. In free space the electric far field at the receiver due to a signal orig-

inating from the transmitter is inversely proportional to the distance between

them. The power then decays proportionally to the squared path distance, r,

in free space,
Pt

where P, and Pt are the signal power at the receiver and transmitter respectfully.

However, the propagation environment in practice contains objects that reflect,

scatter, or absorb the signal radiated from the transmitter. This often results

in a path-loss that is higher than that of free space attenuation,

Pt
Pr = C . -

Pr
a

C

where a > 2 and C is a constant environmental attenuation factor. A useful

metric then for quantifying this behavior is the path-loss coefficient a.

2. Shadowing-Level (as): While a gives a measure of the mean-attenuation as

a function of distance, the shadowing-level (as) is a measure of the deviation

from this mean,

as= E[(1h12 - C. - )2]

where Ihi2 is the squared amplitude of the channel.



3.2.2 Frequency/Multipath

Design Decisions/Parameters

1. Wideband system: Equalizer filter length (seconds)

2. OFDM system: Channel bandwidth (MHz)

3. MIMO system: Computational Complexity (SVD operations)

Metrics

1. Delay Spread (TDS): The difference in propagation path length (or equiva-

lently delay) between the shortest and longest propagation paths. More specif-

ically delay spread is calculated as a function of threshold C,

TDS(C) = max Idi - djI [m]
i,jeSc

where di is the propagation path length (meters) of the ith significant multipath

component (MPC) and,

1hi12 > C =- ZiSC

where Ih j2 is the squared amplitude of the ith MPC. This describes the delay

spread as being calculated over the set Sc of significant (in the power sense)

MPCs.

2. Coherence Bandwidth (Be): The frequency domain equivalent to delay

spread is the coherence bandwidth. The coherence bandwidth is defined as,

BC(C) = clight [Hz]
rd(C)

where clight ; 3 108  . Here we see that the coherence bandwidth is inversely

proportional to the delay spread and describes the de-correlation length in the

frequency domain. Channels in which the coherence bandwidth is larger than

that of the signal bandwidth are referred to as 'flat fading' channels. Otherwise



they are referred to as 'frequency selective' since the channel response is different

over the various frequencies being utilized in the communication band.

3. Small-Scale Fading Distribution: Specifically this refers to the expected

statistical distribution of the narrow-band channel h c C, fh(x). Widely utilized

distributions for modeling the behavior of -h- include the Rayleigh and Rician

distributions.

3.2.3 Time/Stability

Design Decisions/Parameters

1. Channel State Information (CSI) Update Rate (Estimations/Flops)

Metrics

1. Time Coherence Length (T,): The time coherence length of the channel is a

measure of how long the channel can be expected to be stable. We can measure

this as,

Tc(Vm, Vp, p) = t [sec]

s.t. t = max Prob(A n B) = p

where the events A and B are defined as,

1 Iho2
A= {W < jh < Vm}

B = {-Vp, (Zho - Zhi) • V,}

where h0 and hi are realizations of the same channel separated by t seconds

in time. Here the time-coherence length is defined as a function of a tolerance

Vm (magnitude) and V, (phase) in which the channel can change before being

considered different.



3.2.4 Spatial

Design Decisions

1. Antenna Array Topology/Spacing

2. Number of Antennas per node

Metrics

1. Channel Capacity: see section 2.3

2. Spatial Coherence Length (Sc): This is the same measure as the time co-

herence length but applied to spatial displacement.

3.2.5 Polarization

Design Decisions

1. Polarization-Mix of antenna elements

Metrics

1. Cross-Polar Discrimination (XPD): XPD is defined as the cross-polar dis-

crimination of the channel. This refers to the tendency of the channel to isolate

the orthogonal polarizations. By orthogonal polarizations we refer here to the

horizontal (average over two horizontal polarizations) and vertical polarization

basis. Formally then we can define XPD as,

PVHXPDVH -
Pvv

PHV
XPDHV- PH

PHH
where Pij (i,j E {H,V}) is the average power received by elements with po-

larization j from elements that transmit with polarization i. Note that there

are two XPD values specified for each direction the isolation/coupling takes



place. These parameters are not equal in general because the corresponding

paths are different. An XPD of zero then corresponds to a channel in which

the orthogonal polarizations are perfectly isolated. Conversely, an XPD of one

corresponds to a channel that couples equal energy to each polarization. The

XPD of the channel is a relevant parameter for MIMO systems. If both XPD

values are zero, i.e. perfect polarization isolation, then the two polarizations

(horizontal/vertical) can be treated as orthogonal spatial subchannels and be

used accordingly in a MIMO system. If the XPD is closer to unity then more

detailed information of the polarization structure is needed in order to access

its MIMO-relevant quality.

2. Cross-Polarization Correlation: A more precise description of the MIMO-

relevant polarization structure of the channel includes the correlation coefficient

between orthogonally polarized antenna elements. In cases where there is high

coupling between such channels the possibility remains that they may be un-

correlated. In such circumstances the orthogonal polarizations of the channel

can still provide spatial multiplexing.

3.3 Environmental Parametrization

The behavior of each channel parameter is dependent on the environment. If every-

thing about the environment was known, including the exact positions and dynamics

of every scatterer and link-end, then channel characteristics could be precisely calcu-

lated. The double-directional channel model (3.1) and various ray-tracing techniques

assume such complete knowledge of the channel environment. In practice however,

such a detailed description of the environment is generally impossible to acquire. In-

stead we consider reducing the environment space to a set of potentially measurable

environment parameters that are high in channel information content. We now briefly

describe some candidate link/environment parameters that meet these qualifications:

1. Link-Length: The link-length is formally defined as the distance between trans-



mitting and receiving nodes over a wireless link. In general we would expect

channel behavior to be sensitive to this parameter. For example as will be dis-

cussed in the following chapters we would expect power attenuation, multipath

richness, polarization coupling, channel instability, and spatial diversity to all

increase with increased link-length.

2. Link Type (Ground-to-Ground vs. Air-to-Ground links): Here we define link

type as the relative height between antennas at each end of the wireless link.

While this parameter is generally categorized as a continuous spectrum of height

differentials, we consider breaking link type into two regimes, namely: Ground-

to-Ground and Air-to-Ground links. The former corresponding to links in which

the antennas at each link end are mounted with nearly the same height (< tens

of wavelengths) and the latter being the case in which the antenna at one link

end is mounted well above the other. As we will see in the following chapters

the proper model and/or model parameters for describing path-loss, stability,

and multipath channel behavior is highly dependent on the type of link.

3. Line-Of-Sight (Non-Line-Of-Sight (NLOS) vs. Line-Of-Sight (LOS)): A wireless

link is considered LOS if the antennas at each link end are physically visible to

one another, otherwise it is considered NLOS. As we will see in the following

chapters the presence of LOS can often result in there being present a multipath

component that dominates the channel response. We will see in the following

chapters that if this is the case different models that account for this dominant

component will be necessary for accurately describing channel behavior.

4. Physical Parameters: As described above it is of interest to isolate physical

environmental parameters for inputs into channel models that are both eas-

ily measurable and provide insight into channel behavior. Here we list some

examples of such parameters that will be further explored in the subsequent

chapters:

(a) Building Density: In urban/suburban environments this serves as an ap-



proximation to the richness of the scattering environment. As we will

see channel behavior such as path-loss, multipath, and spatial structure is

correlated to this physical parameter.

(b) Traffic Rates: This serves as an approximation to the instability of the

scattering environment and can then be used as input into a channel sta-

bility model.



Chapter 4

Channel-Data Collection System

The Channel-Data Collection System (CDCS) is a set of instrumentation and soft-

ware that functions as a system for collecting large amounts of wireless channel data.

The CDCS presented here was developed specifically for the research contained in

this thesis. The system blocks that comprise the CDCS are an eight-channel soft-

ware receiver, channel sounder (WiFi transmitter), collection of antenna elements,

software packages (distributed across several devices - laptop, lab network, onboard

receiver PC) for system control and database management, a GPS tracking system,

and additionally infrastructure for system mobility. See Figure 4-1 for an overview of

the system components.

4.1 Software Receiver

The software receiver introduced in this thesis is designed to sample the 33-MHz band

centered at 2.422 GHz, which is allocated as channel 3 of the 802.11b wireless stan-

dard. The receiver synchronously samples this band at 67 MHz at eight configurable

antenna elements for 1-msec continuous bursts. Each burst of channel data, referred

to as a snapshot, is then downloaded to an on-board PC where it is stored until it can

transferred to the database for post-collection processing. The receiver can be bro-

ken into the following functional blocks: RF Front-End, Baseband Sampling/Control,

CPU-Control/Storage, Clock Generation/Distribution, and Power Supply. The re-



Figure 4-1: The Channel-Data Collection System

ceiver is housed in a 3'x3'xl' aluminum case. Figure 4-2 displays an image of the

software receiver with the case cover and antennas removed. Additionally Figure 4-3

presents the block diagram of the receiving system.

This device was co-developed and constructed by the author and Jack Holloway.

Jack's invaluable contributions to this engineering project include developing the

original architecture for the software receiver, designing/building the baseband sam-

ple/control boards, and a countless number of consulting hours with the author

throughout development.

4.1.1 RF Front-End

The RF front-end of each channel is comprised of an antenna lead, two low-noise

amplifiers, and a mixer housed in an RF shielding box. The mixer on each channel

is driven by the same local oscillator at a frequency of 2.406Ghz. See Figure 4-4 for

a -diagram of the RF front-end subsystem and Table 4.1 for the corresponding part



Figure 4-2: The eight channel software receiver: With case cover and antennas re-

moved

descriptions.

4.1.2 Baseband Sampling and Low-Level Control

Baseband sampling and the lowest level of receiver operation on each channel is

handled by custom built sampling/control boards. Each board is populated by a 30-

MHz low-pass anti-aliasing filter/amplifier, 12-bit analog-to-digital converter (ADC),

a 65-kSample FIFO buffer for temporary data storage, and Field-Programmable Gate

Array (FPGA) controller. The eight printed circuit boards (PCBs) are individually

housed in RF shielding boxes. See Figure 4-5 for a diagram of a single baseband

module.
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Figure 4-3: The Software Receiver

Analog Front-End

Before sampling, the signal supplied from the RF front-end is amplified to the appro-

priate level for interfacing with the ADCs. In addition a low-pass filter is applied to

prevent aliasing before sampling.

Analog to Digital Conversion

The ADCs (synchronous across eight receive channels) sample the incoming waveform

at a rate of 67MSps with 12-bit precision. The amplification in the analog front-end

filter is set so that the bottom one to two bits of the sampled waveform correspond

to the thermal noise floor of the receiver.
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Figure 4-4: The RF-Front End

Sample Buffers

After the signal is digitally sampled the resulting samples are stored in a temporary

FIFO buffer for storage until they can be downloaded to the PC. The buffer's ca-

pacity is 65k 12-bit samples, giving the receiver a total continuous sampling duration

(snapshot length) of approximately 1 msec.

Low-Level Control

FPGAs on the sampling boards implement the lowest level of control by defining a

finite state machine representing the board level operation of the receiver.

4.1.3 Finite State Machine

Instruction Word

Operation of the FPGAs is controlled from the on-board PC, described in the next

section, with an instruction set defined by the firmware loaded on the FPGAs. Each

instruction word from this set is 20 bits wide with the format displayed in Figure 4-6

I
I
I



Table 4.1: RF Front-End Part Descriptions
Part Specs
Mixer Clock Input: 2.406Ghz

Loss: 4.5dB
1dB Compression: +3dBm

Pre-Mix LNAs Gain: 26dB
Noise Figure: 0.6dB
Freq Range: 2-2.5Ghz

Post-Mix LNAs Gain: 20dB
Noise Figure: 2.9dB
Freq Range: 0.1:1000Mhz

The instruction word is divided into the following sub-words:

1. ID (bits 19-16): The top four bits of the instruction word are assigned to the

sub-word ID. The ID sub-word signifies which of the 8 receivers the instruction is

addressed to. These 4 bits can take on any of 8 valid values (0-7) corresponding

to the 8 receive channels. Note the extra bit was left for a possible future

expansion of the system to 16 channels.

2. INST (bits 15-12): The next four bits of the instruction word are assigned

to the sub-word INST. The INST sub-word signifies which of the instruction

actions, corresponding to a state of the FSM, are to be carried out. This sub-

word can take on any of 5 values corresponding to the 5 FSM states to be

discussed shortly.

3. DATA (bits 11-0): The final 12 bits of the instruction word are assigned to the

sub-word DATA. The DATA sub-word carries data from the baseband module

to the CPU. As will be discussed shortly this data can take the form of raw

channel samples or synchronization signals between the two devices.

FSM States

The controller finite state machine (FSM) is made up of 5 major states which describe

the sequential board-level operation of the receiver. Figure 4-7 displays the state

diagram.
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Figure 4-5: The Baseband Sampling-Control Subsystem

RESET (Instruction: 0000)

When the instruction 0000 is placed on the DIO bus, independent of the current

ID tag, all connected sampling boards enter the RESET stage. The purpose of the

RESET stage is to initialize all the relevant bus lines on all connected baseband

modules for the beginning of a sampling sequence. Following the RESET state only

the DETECT state may be entered as the next state of operation.

DETECT (Instruction: 1110)

Following the RESET state, receiver operation enters the DETECT state. The pur-

pose of the DETECT state is to verify that each receive channel is working properly

and ready for channel sampling. The receive channels are sequentially detected by

placing the instruction 1110 on the INST lines (see Figure 4-5) and the individual ID

tags on the ID DIO bus lines. As each receiver channel is detected the FPGA of the

I
I



4 bits 4bits

Figure 4-6: The Instruction Word

appropriate board places the message,

8bits 4bits

on the DATA sub-word of the bus. Here the last four bits, id, refer to the id number of

the receive channel being detected. This message allows the CPU controller to know

that the detection was successful. If this message is not received then this indicates

a hardware failure for that channel.

CEXE (Instruction: 1000)

Following the DETECT state the receiver is ready to collect a snapshot. After detec-

tion when the instruction 1000 is placed on the INST lines, regardless of the current

ID tag, all connected receive channels enter the CEXE state. Once in the CEXE

state the channel begins sampling the incoming baseband waveform on the next clock

pulse. The waveform is continuously sampled until the 65KSample FIFO buffer is

completely filled.

POLE (Instruction: 0011)

After the CEXE state has been entered the POLE state may be initiated. The

purpose of the POLE state is to request the status of the sampling process started

by the CEXE state. The receive channels are sequentially poled by placing the word

12 bits



Figure 4-7: The Finite State Machine

0011 on the INST lines and the appropriate ID tag on ID bus lines. Similar to the

DETECT state, the word,

111....11 id
8bits 4bits

will be placed on the DATA lines (see Figure 4-5) if the sampling has completed,

meaning a full set of 65K Samples has been stored in the FIFO. If this message is not

received then the CPU must continue to reissue a POLE request until it is received.

If the message isn't received within a reasonable amount of time (on the order of a

second) then this signifies improper functioning of that baseband module.

DOWNLOAD (Instruction: 0100)

After the POLE state is completed successfully the sampled channel data contained

in the FIFO buffers is ready to be downloaded to the PC. The data from each receiver

chain is sequentially downloaded by placing the word 0100 on the INST lines and the



appropriate ID tag on its respective lines. Once the transfer is initiated a new FIFO

output (sample) is placed on the data lines every DIO Bus clock pulse (17 Mhz).

After the data on all receivers is downloaded the receiver may re-enter the CEXE

state for sampling of more channel data or enter the RESET state for reconfiguring

the subset of channels used for the next snapshot.

4.1.4 CPU-Control/Storage

On-board the receiver is a compact 700-Mhz Pentium III PC. The PC's function is

to control receiver operation by issuing commands from the instruction set, defined

by the FPGA FSMs, to the baseband modules over the DIO bus. Additionally the

PC is responsible for all higher level control of the receiving system and for acting as

an intermediate storage facility for the channel data. See Figure 4-8 for a diagram of

this subsystem.

20 Data Lines

4 Control Lines

2 Clock Lines
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DIO Bus
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Figure 4-8: The CPU Control/Storage Unit and DIO Bus
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DAQ and DIO Bus

The PC communicates with the baseband modules via a NI-6534 Data Acquisition

Card (DAQ). The DAQ implements a protocol for communication over a 68-pin bus

that the sampling boards have been designed to interface with. The PC interface

then is realized by writing software that calls driver functions supplied by the DAQ.

The DAQ and baseband modules are physically connected by a 68-pin SCSI cable.

A 1-to-8 bus connecting DAQ to each individual PCB is realized by using one 1-to-8

SCSI cable and eight 1-to-1 SCSI cables.

CPU Controller Software

The DAQ driver used in this implementation is written in C and provides a set of

functions for interfacing the computer with the PCBs. The DAQ divides the 32 data

lines of the DIO bus into 4 divisions of 8 pins each labeled A-D. As seen in Figure

4-8 our system only requires the use of 20 of these data lines. The protocol is defined

so that each division may be individually assigned to at most one of two groups.

Each group is then assigned as being dedicated to either input or output operations.

Specifically the DAQ-defined Burst Protocol is used here, which is a synchronous

clocked protocol. Each group assignment is allocated three control lines, ACK, REQ,

CLK. Given that there are two groups, we see in Figure 4-8 there are a total of 4

control lines (ACK1, ACK2, REQ1, REQ2) and two clock lines (CLK1, CLK2). A

transfer operation takes place on the first positive CLK edge after the two devices

(here DAQ and a baseband module) have exchanged REQ and ACK signals.

The CLK signal can be driven by either an external or internally (DAQ) generated

clock with a maximum cycle frequency of 20 Mhz. For this application it was necessary

to use an external clock as discussed in Section 4.1.5. The clock cycle of the external

clock is 17 Mhz.

Given this interface, the CPU controller software operates by sequentially step-

ping through the FPGA-defined FSM. Starting at the RESET state the appropriate

messages are passed back and forth until the DOWNLOAD state is reached, at which



point the data is downloaded into the PC's memory and then written to the hard

disk onboard the CPU.

Operating System

Originally the architecture called for running linux but incompatibilities between the

available DAQ drivers resulted in using a stripped-down version of Windows 98 as

the operating system. Cygwin, a linux emulator which runs on top of Windows, has

been installed for scripting and communication purposes.

Storage

After the channel samples have been retrieved from the PCB FIFO buffers into the

PC's memory they are stored to hard disk in a binary format file for temporary

storage. A 200-GB hard disk has been installed in the PC for this purpose. With

each time snapshot (per receiver) taking 128KB of disk space, this allows room for over

220 snapshots, after accounting for OS/software space, which is more than sufficient.

4.1.5 Timing and Synchronization

The mixers, ADCs, and DIO Bus of the receiver are each driven by external clock

sources. In order to meet timing and synchronization constraints each device is driven

by the same source. The source operates at 2.406Ghz.

Mixer Source

With the source operating at the correct frequency (2.406Ghz) for the mixers, the

source signal is supplied directly to each of eight RF Front-Ends after being split with

a 1-to-8 power divider. With each channel running from the same LO the baseband

waveforms are phase and frequency locked across each channel.



Figure 4-9: Clock Distribution System

Sampling Clocks

The ADCs on the sampling boards are driven by the same LO as the mixers in order

to simplify sampling rate correction in the Channel Estimation Software. The source

is first fed to a frequency divider (factor 36) to obtain the 67-MHz clock source

required by the ADCs. Next the signal is fed to a 1-to-8 power divider providing

synchronization between each channel. In order to convert the sources to the 3.3Vpp

transistor-transistor logic (TTL) waveforms required by the ADCs, a 20-dB amplifier

and bias tees are required.

Digital Input-Output Clock

Communication between the PC's DAQ and sampling boards is carried out using the

DAQ-defined Burst Protocol. This is a clocked protocol which can be driven either by

an internally generated oscillator on the DAQ card or by an external source. In the



original architecture this communication was clocked using the internally generated

source.

In the debugging stages of system development, however, it was found that there

was a small probability (significant with respect to data accuracy) that the CEXE

state of the sampling FSM for two different receive channels would begin at times

offset by one sample clock cycle. In other words the snapshot of samples recorded by

two different channels would be offset by one sample. The physical length of the DIO

bus between PC and each receive channel varies over several inches. With this length

variation the INST pins become active at each of the receiver channels at slightly

different times. For instance for a five-cm disparity the difference in activation times

is 0.0o8 = 1.67.10-1os. With this timing variation there was a chance that a sampling

clock pulse would arrive at the boards during a point in time where one board had

active INST pins and the other did not. In this scenario then the first board would

start sampling one clock cycle before the second. With a sampling clock cycle of

67Mhz this probability was 1.67 - 10- 10s * 67 - 106 - 1% which is nontrivial.

The solution then was to drive the DIO with the same source as the sampling

clock. This way the two would be synchronized, eliminating this type of error. To

do this it was necessary to obtain a signal converter that took the low voltage sine

wave input of the LO and converted to the TTL signal required by the DIO bus.

Additionally the 67Mhz input had to be converted to a frequency lower than 20Mhz

to meet the specs of the DAQ and FPGA, specifically 17 Mhz in this case.

4.1.6 Power Supply

The receiver is designed to be powered by either an AC or DC power source. This

is achieved by supplying power to the system with an Uninterrupted Power Supply

(UPS). The UPS has two modes of operation. When plugged into a standard wall

outlet it supplies AC power and charges its backup battery source. When unplugged

the UPS converts the DC power supplied from the backup battery to AC for distri-

bution. Table 4.2 displays the power requirements of the various receiver subsystems

and Figure 4-10 the subsystem diagram.



Figure 4-10: Power Distribution System
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Table 4.2: Power Requirements
Source Voltage Average Amp Draw Total Power
RF Front-Ends 15V 0.06A 0.9W x 8 = 7.2 W
Baseband PCBs 9V 0.52A 4.7W x 8 = 37.6 W
Clock Source 15V 0.15A 2.25W

The power requirements of the receiver excluding the CPU is 50W. The PC

power supply is rated for consumption of at most 150W, but consumes less than this

in practice.

DC Power Distribution

The RF Front-Ends and PCBs require 15V and 9V respectfully. To meet these voltage

requirements the AC supplied by the UPS is first converted to 12V DC by a pair of

AC/DC converters. The DC output is then supplied to a power rail for further

distribution. In order to obtain the required voltage levels, a bank of 12V/15V and
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12V/9V power supplies are fed to the distribution rail for supplying the individual

subsystems.

Relay Controller

An additional layer separates the power supply bank from the various devices in the

form of a 16-device relay controller. The relay board is controlled from the PC over

a standard serial cable. This allows the PC to individually turn on and off each of

the eight RF Front Ends and sampling boards. When running in DC supply mode

power can then be conserved during periods of time that the receiver is not sampling

the environment. During a typical measurement campaign this results in a very large

power savings as much of the time is spent positioning the equipment. The power

control is integrated into the scripts that control experiment execution.

4.1.7 Cabling

The hundreds of 50-ohm coax cables used for signal and power distribution in the

receiver were each individually assembled for this project. The cable lengths were

standardized for each sub-channel of the system in order to keep any propagation

delays approximately equal for each.

4.1.8 Channel Filter

In the original architecture the first filter element on each channel was the anti-

aliasing low-pass filter preceding the ADCs. This leaves the possibility that the

amplifiers in the RF Front-End could be saturated by out-of-band interference that

would attenuate any signal in the pass-band. To track this a 30-Mhz band-pass filter

specifically designed for 802.11b channel 3 is placed at the antenna lead of one of the

receiver channels. This event can then be tracked in the post-processing software.

Such a circumstance has been observed to be negligible in practice.



4.2 Channel Sounder

The channel sounder transmits a known waveform in the propagation environment

local to the receiver for purposes of measuring the wireless channel between the two

devices. Specifically the channel sounder, used by the experiments presented in this

thesis, is a modified ROOFNET node. ROOFNET is an experimental 802.11b/g

mesh network developed at MIT CSAIL [28]. The channel sounder is configured to

continuously transmit an 802.11 lb packet with arbitrary payload and duration. Figure

4-11 displays a block diagram of the transmission system.

Figure 4-11: The Channel Sounder

4.2.1 802.11b

IEEE 802.11b (WiFi) is a member of the 802.11 suite of standards for Wireless Local

Area Networks (WLAN). The 802.11b standard is defined by a two-layer protocol

stack, consisting of the Medium Access Control (MAC) and Physical (PHY) Layers,

both of which had to be properly managed for integration into the CDCS architecture.



MAC Layer

The MAC Layer is responsible for controlling access to the wireless medium. In

particular a protocol known as Carrier Sense Multiple Access with Collision Avoidance

(CSMA/CA) is used for medium sharing. Additionally the MAC is in charge of

ensuring data is received reliably. This is handled through the addition of header

information to each data packet, including address, control, and cyclic redundancy

check bits. Additionally a system of Acknowledgement and Request packets are

required for ensuring data exchange. A final function of the MAC layer is to add

a level of security to the communication link. In 802.11b this comes in the form

of an optional encryption standard, Wired Equivalent Privacy (WEP). The payload

along with headers and redundancy check bits are packaged into what is referred to

as MAC sublayer Protocol Data Units (MPDU) and sent to the physical layer for

transmission. Figure 4-12 displays the layout of 802.11b packets.

- Duration ID (2 bytes)

Address 2 (6 bytes)

F Sequence Control (2 bytes) F Data (0-2312 bytes)

I CRC (4 bytes)Address 4 (6 bytes)
Address 3 (6 bytes)

Address 1 (6 bytes)
- Frame Control (2 bytes)

Figure 4-12: 802.11b Packet Structure

Physical Layer (PHY)

The physical layer of 802.11b supports data rates of 1Mbps, 2Mbps, 5.5Mbps, and

11Mbps along with three different PHYs: infrared, Direct Sequence Spread Spectrum

(DSSS), and frequency hopping. Here we will discuss the 11-Mbps DSSS Physical



layer of 802.11b, as it is the version used for constructing the channel probing wave-

form of the CDCS. The PHY can be broken up into two sub-layers, the Physical

Layer Convergence Procedure (PLCP) and the Physical Medium Dependent (PMD)

sub-layer. In the PLCP additional header information is added to the MPDU includ-

ing a synchronization pre-amble and bitmap field for the various signal level options.

After the PLCP Preamble and headers are added, the entire sequence of bits referred

to as the PLCP Protocol Data Unit (PPDU) is passed to the PMD sub-layer.

The first step of the PMD is to whiten the bit sequence that makes up the PPDU.

This is achieved by passing the PPDU through a scrambling filter defined by

W(z) = 1 + z- 4 + Z-7

That is, the ith bit of the new bit sequence is equal to the bit-wise OR of bits i, i-4,

and i-7 of the original bit sequence.

The next step of the PMD is to encode the bit sequence into a stream of constant

magnitude complex numbers that will be used to phase modulate the signal carrier.

This encoding is carried out by dividing the scrambled PPDU into segments of 8

contiguous bits and sequentially encoding the groups according to,

Co = ej (l 1+ 2 + 03
+ 0

4 )

C1 = ej (
-

1+ 03+04)

C2 = ej (41+ 02 + 0 4)

C3 = -ej( 1+04)

C4 = ej(0l1+2+03)

C5 = ej(01+ €3)

C6 =_ ej(11+2)

C7 = j(=')



Here the phase angles q1, 02, q 3, and04 are determined by dividing the 8 bits into 4

groups of 2 (one for each angle) and calculating them according to the mapping in

Table 4.3.

Table 4.3: 802.11b Phase Mapping
bits Phase Angle
00 0
01 22
10 Tr
11 3-2

In addition ¢1 is adjusted according to the value of 01 calculated from the previous

group of 8 bits,
= 1+

where 0' is the value of 01 calculated for the ith byte and 6, is the phase (from 4.3)

associated with the first two bits of the ith byte. Lastly all odd numbered groups of

eight bits are given an additional 1800 phase shift.

The PMD is additionally responsible for phase modulating the appropriate carrier

according this complex sequence. Before transmission the waveform is passed through

a filter that meets the 802.11b spectral mask.

1

Figure 4-13: 802.11b Spectral Mask

802.11b calls for the spectrum to be divided into 11 overlapping channels (North

America standard) each having a bandwidth of 22Mhz. Given the spectral mask



above there will be interference even across orthogonal channels. The channel used

in the experiments of this thesis is channel 3 centered at 2.422Ghz.

241 183

- 22MHz

Figure 4-14: 802.11b Channel Allocation

4.2.2 CPU and Waveform Generation

The channel sounder itself is a Netgear WGT634U Wireless Router. The router

contains a 200MHz Processor, 32MB RAM, and an Atheros AR5212 802.11b/g WiFi

radio. The router runs Linux 2.4.20. Adding the ROOFNET software to the router

allows the user to remotely login to the router over the mesh network that it deploys.

A script on-board the router makes use of the ROOFNET software to continuously

send 802.11b broadcast packets. Broadcast packets are ideal for this application as
they do not require any acknowledgment/request packets by the 802.11b protocol.
This script specifies the number of broadcast packets to be sent to the radio queue

and the bit sequence that makes up the payload of the packet.

4.2.3 RF Front-End

The Netgear router that makes up the channel sounder is shipped with a 2.2dBi
"rubber duck" antenna element that is directly soldered the the Atheros WiFi radio.
In order to increase the maximum link radius for the wireless experiments to follow,
a new more powerful RF Front-End was added to the router. First the rubber duck

H



antenna was removed along with the original Atheros WiFi radio. A new Atheros

radio was installed with U.fl connectors. A U.fl-to-SMA pigtail then was added to give

an external SMA lead for the RF Front-End. The RF Front-End itself consists of a

band-pass filter (802.11b Channel 3) and a 1-W amplifier with lead for a configurable

antenna. Transmit power in this band is limited to 30dbm (1W) for an isotropic

antenna. In addition the law allows for use of up to a 6dB gain in the antenna

element. All of our experiments were set up to fall within these limits. Table 4.4

outlines the specifications for the components of the RF front-end.

Table 4.4: Channel Sounder:RF Front-End Part Descriptions
Part Specs
Band Pass filter center: 2.422Ghz

attenuation: > 60dB +- 25Mhz
Amplifier frequency: 2.4Ghz

output power: 1W (30dBm)
input power: 0.1mW (-lOdBm)

4.2.4 Power Supply

The 1W amplifier and the router each require a 12V DC supply. For this purpose a

12V rechargeable battery supplying 5ah is used. It has been found to be sufficient to

supply the router and amplifier for greater than 5 hours.

4.3 Antennas

The antenna leads coming from the receiver are standard female coax connectors al-

lowing for each receive channel to be independently linked to an arbitrary antenna

element. The same holds for the channel sounder. We have chosen several antenna

types for use in the various experiments of this thesis. Table 4.5 outlines the specifi-

cations of the various antenna elements utilized in our experiments.



Table 4.5: Antenna Specifications
Part Gain Directional Polarization # Available
Hyperlink Dipole 8dBi no single 9
Rubber Duck 2.2dBi no single 8
Hyperlink Dish 20.5 dBi yes single 1
RadioWaves Dish 21.1 dBi yes dual 1

4.4 GPS Tracking System

For many of our experiments it is of interest to keep track of link lengths for studying

any relationships between link length and various other propagation parameters. To

do this we have put together a GPS tracking system that records the GPS coordinates

of the transmitter and receiver location for each snapshot of our data sets. The link

length for each snapshot can then be calculated later in software utilizing the GPS

coordinate data and eventually used in our analysis.

The GPS tracking system itself consists of a GPS receiver, laptop, and GPS

driver/utility software. The GPS receiver is powered from the USB port of the lap-

top. Data received from the laptop is continually passed to the laptop over a USB

cable. Third party GPS software then converts the raw GPS data into high resolution

latitude/longitude coordinates. The software is configured to only store coordinate

data when requested by the user. This way the user can specifically request storage

of a GPS coordinate for each individual snapshot location.

4.5 System Control

Transmitter and receiver operation is controlled remotely by a Dell Latitude D620

Laptop Computer. This helps minimize the impact of the individual collecting the

data on the channel environment.



Figure 4-15: System Communication and Control

4.5.1 Receiver Control

The PC on-board the receiver contains a Linksys 100Mbps ethernet card. The com-

munication link between receiver and controlling device is configured for two modes

of operation. In the first mode of operation the communication takes place over

the internet. This mode is used for downloading data from the receiver to the final

database. Additionally this mode is used for on-site (MIT) experiments where it

is useful for the controlling device (laptop) to be greater than 10 meters from the

receiver. In this mode the laptop is either tethered or not dependent on the local

availability of WiFi. The second mode of operation deploys the communication link

over a stand-alone LAN between laptop and receiver. This mode of operation allows

for mobile experiments and those sites where no internet is available. The receiver

PC is assigned a dual IP address, a static MIT network IP for mode I, and a LAN

IP for mode II.

Unlike the channel sounder which is in automated operation over the duration of



the field experiment, the receiver requires command input from the user for instruction

on when and how to sample the environment. A system of bash shell and perl scripts

has been implemented on both laptop and receiver PC to define and control this

communication. For a given control sequence the interface to the user has been

reduced to executing a single shell command. This shell command takes as input

argument a data set name and experiment number for referencing its appropriate

execution parameters in its template file. These parameters are then sent to the

receiver PC to commence the sampling sequence that they define.

Data Set Templates

Each sampling sequence issued by the user is indexed by data set name and experiment

number. The data set name is by date of collection with each individual sampling

sequence given a unique experiment number. The execution for the 15th sampling

sequence taken on January 29th from the laptop shell window is,

% go 1-29 15

where go is the alias given to the shell script wrapper. The data set name and

experiment number is then used to reference the line of the appropriate data set

template file where the experiment's sampling parameters are stored. The format of

this template file is as follows

N # rO rl r2 r3 r4 r5 r6 r7 # T # i

N # rO rl r2 r3 r4 r5 r6 r7 # T # i+1

N # rO rl r2 r3 r4 r5 r6 r7 # T # i+2

N # rO rl r2 r3 r4 r5 r6 r7 # T # i+3



where N is the number of time snapshots (complete ims bursts) per receiver chan-

nel, rjc{0, 1} is the bitmap for signifying which receiver chains to sample, T is the

number of milliseconds to pause between each time snapshot, and i denotes the ex-

periment number. A MATLAB script has been created to automatically generate

these template files with the appropriate parameters for each collection session.

4.5.2 Transmitter Control

The ROOFNET software [28] running on the channel sounder creates a wireless peer-

to-peer network allowing direct communication to take place between transmitter and

laptop over the wireless medium. With this in place the laptop user can remotely login

into the transmitter over this network and initiate the scripts for placing the trans-

mitter in experiment mode. This initiation is reduced to issuing one shell command

whose function is to adjust the transmitter's radio to the proper settings (11Mbps

data rate, 2.422Ghz center frequency, Network mode), disable unnecessary system

processes freeing most CPU cycles, and executing the channel probing script. This

includes disabling the peer-to-peer network to remove channel conflicts, which results

in loss of communication with the transmitter until the next power cycle (physical

detachment from power supply). Since each session of data collection is taken over

one power cycle, this expedites the time required in the field.

4.6 Real-Time Verification

An additional feature was added to the collection system to allow for Real-Time

Verification of the channel data during field measurements. This feature is helpful in

diagnosing battery exhaustion and other routine failures that might occur while in

the field and thus helping to avoid collecting bad data. The implementation comes

in the form of passing an additional parameter to the sampling execution script on

the laptop which tells the receiver whether or not to pass back a set of snapshots



to the laptop for inspection. If this extra parameter is set to active, a single time

snapshot from each of the receiver channels is sent back to the laptop, at which point

MATLAB scripts are in place to display the resulting data in both the time and

frequency domains for visual inspection by the user. Additionally the power received

is plotted for each receive channel so that the user can adjust the attenuation level on

the channel sounder for optimal placement within the dynamic range of the receiver.

4.7 Database Management

In addition to the sampling sequence parameters, the data set name and experiment

number are also sent to the receiver PC. Again each sampling sequence will contain N

time snapshots from at most 8 receiver channels, with each time snapshot containing

65k 2-byte samples. This data is organized on the hard disk of the receiver PC by

assigning each 128kB snapshot file a filename according to:

D-E-S-R

where D is the data set name (collection date), E the experiment number, S the

snapshot number, and R the receiver number. The snapshot files are stored in this

format until the end of the field experiment, at which point the entire collection of

data is downloaded to the database housed in the laboratory where the post processing

will take place. The downloading process consists of first placing all snapshot files

associated with each experiment number into a single archive file from which it is

then sent to a compression engine. A filesystem is then created on the network store

according to data set name and experiment number, and the compressed archives are

then downloaded to it. The location and file

network/1 - 29/1 - 29 - 5/1 - 29 - 5.tar.gz

then refers to the 5th such archive collected on January 29th. This organizing mech-

anism then interfaces with the post-processing software that follows.



4.8 Receiver System - Model and Performance

Here we present the receiver system model that relates system input to system output

along with their relevant time and frequency parameters. With this model we then

present a series of experiments that were carried out to measure system performance

and summarize the results.

4.8.1 System Model

Given the system description above, the data collected by the receiver system comes

in the form of a time series of snapshots, y, for each receiver channel being recorded.

Each snapshot (per channel), is comprised of 65K samples (FIFO capacity) sampled

at a rate of 67Mhz. In the frequency domain this corresponds to the 33Mhz band

centered at a 2.422Ghz. The receiver system model is displayed in Figure 4-16. Here

s(t) corresponds to the system input (antenna lead), n(t) represents all signal noise

due to the system, and y the output (snapshot) of the system.

Receiver

i I

s(t y

(65k Samples)I

Figure 4-16: Receiver System Model



4.8.2 Dynamic Range

The first metric of interest with respect to system performance is the dynamic range

of the system. By dynamic range we refer to the range of powers associated with

the input signal, s(t), for which the system response is linear. This range is bounded

above by the system saturation point, S. There is theoretically no lower bound on

this range, however, we will define a lower bound as the system noise floor.

An experiment was devised for measuring this range for each receiver channel.

The experiment proceeds by,

1. Connect the output of an RF signal generator to the input lead (where the

antenna is normally connected to the RF front-end) of each receive channel.

2. Use the signal generator to produce a narrow-band signal in the center of the

receivers pass-band (2.422Ghz) at a set of power levels that span the dynamic

range of the receiver.

3. For each power level record and store several snapshots.

4. Calculate the variance of the sampled waveforms at each input power. Having

done this we obtain a relationship between system input power and system

output power. With this we obtain several points along the system response

curve, see Figure 4-17.

Here we note that this curve is linear with non-linearity behavior at each end

point. The objective is to find the dynamic range of this linear region for each

receiver chain. Here we define the dynamic range as the range between the 1dB

compression point and the noise floor, which we define later in this section.

5. To accomplish this we first fit a line to the linear portion of the curve to ap-

proximate what the system response would be if it was entirely linear. Recall

the linear input-output system model,

y(t) = s(t) + n(t)
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Figure 4-17: An example response curve calculated during dynamic range calibration

With system input, s(t), and system noise, n(t), uncorrelated the input-output

power relation is,

Py= Ps + Pn

On a dB scale this relation can be approximated as,

pdB • pdB

whenever Ps >> Pn. This relation holds for values of P8 over the linear portion

of the response curve. Finding the linear approximation then can be done by

performing Ordinary Least Squares (OLS) regression using only the data points

on the linear portion of the curve,

I .

I I I · I i i i

Se



pdB = a + 3 pPdB + C

[a, ] = (STS)-1 STY

where,

PdB [linearmin]

PdB [linearmin + 1]

PdB [linearmax]

pdB [linearmin]

pdB [linearmin + 1]

pdB [linearmax]

where linearmin and linearmax are the indices of the first and last points of the

linear region of the data respectfully. 3 should be close to unity while a is the

unit conversion factor between input and output units. The calculated values

for each receive channel are in the Table 4.6.

Table 4.6: OLS Regression Estimates
Rx No. a A

0 143.49 .9907
1 143.68 .9908
2 142.71 .9903
3 143.01 .9902
4 145.25 .9916
5 143.57 .9905
6 142.27 .9901
7 143.34 .9917

Here we note that the regression estimates of the slope are a .99 for each channel



due to the finite data set over which the estimation is calculated.

6. The 1dB compression point is defined as the point on the response curve at

which the output power is attenuated by 1dB with respect to the linear ap-

proximation to the curve. Using the regression calculated above the 1dB com-

pression point is calculated for each receive chain. Table 4.7 displays the 1dB

compression points calculated for each channel.

Table 4.7: 1dB Compression Points, Noise Floors, and Dynamic Ranges (10Mhz)
Rx No. Compression Point Noise Floor (dBm/Hz) Dynamic Range
0 -37dBm -167.93 60.93dB
1 -37dBm -168.35 61.35dB
2 -36dBm -168.45 62.45dB
3 -36dBm -167.93 61.93dB
4 -38dBm -168.86 60.85dB
5 -36dBm -168.44 62.44dB
6 -36dBm -168.21 62.21dB
7 -36dBm -168.36 62.35dB

7. Thermal noise is the intrinsic system noise cause by the random movement of

electrons due to thermal agitation. To measure the thermal noise floor one can

again make use of the system response curve. The input power that increases

the output power by 3dB from its zero input response is a good estimate of the

power due to thermal noise. The thermal noise floor is then estimated for each

channel by locating this 3dB point on each channel's response curve. Table 4.7

lists the calculated noise floor for each receiver.

8. The dynamic range for each channel then is calculated as the range between

the estimated 1dB compression points and thermal noise floors. Note that the

thermal noise power scales with bandwidth. To give a representative dynamic

range then we make this calculation over 10Mhz which we will later define as the

bandwidth of our channel estimation software. The dynamic ranges calculated

for each channel are found in Table 4.7.
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Figure 4-18: A representative channel's calibration curve (channel 0)

4.8.3 System Noise - Power Spectral Density

We would like to be able to model the system noise (thermal) as being white (equal

power across frequency). However we must validate this assumption which we do

through the following experiment:

1. Each channel is first terminated with a 50 ohm matched load (at the antenna

terminal).

2. A number of time snapshots were recorded on each channel.

3. Calculate the PSD of each channel by averaging over the snapshots.

The resulting PSDs were found to be flat across frequency with the only variation

across frequency being on the order of 1dB. However this was a smooth variation due

to pass band ripple from the bandpass filters.



0
L.

Q)0
U)C.,,.o
0
z
a)

4-J.>
ia)
Wz

0 1 2 8 4 6 6 7 8 9 10

Frequency (Mhz)

Figure 4-19: Power Spectral Density of a representative channel terminated by a
matched load



Figure 4-19 displays the power spectral density for a representative channel when

terminated with a matched load. The experiment validates the white noise assump-

tion with respect to system noise.

4.8.4 Synchronization

Another important measure of receiver system performance is the level of synchro-

nization between the eight channels. For the multiple antenna experiments to follow

it is crucial that each channel remain synchronized with the others. With slight

differences in cable lengths from channel to channel there will not be exact phase

synchronization but this does not matter so long as the phase differences between

channels are approximately constant over time. To directly measure the differential

phase stability between channels a lab experiment was devised,

1. First a RF signal generator supplying a sinusoid in the middle of the pass band

(2.422Ghz) was split with a 1-to-8 power divider and fed to each of the eight

antenna leads.

2. This sinusoid was then sampled on each channel simultaneously over a long time

interval composed of many snapshots.

3. Next the data was processed to find the phase of the sampled sinusoid for each

channel as a function of time snapshot.

4. The phases over time were then compared between channels giving a differential

phase function between each channel and a reference channel (rxO). Figures 4-20

and 4-21 display the resulting figures for two channels.

Here we see that the channel synchronization is quite stable with jitter over this

test set on the order of hundredths of a radian.

4.8.5 Snapshot Rate

Additionally system performance is measured by how many snapshots can be recorded

per second. Recall that a snapshot involves filling the 65KSample FIFO buffer at a
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Figure 4-20: Differential Phase between rxO and rxl over 100 time snapshots

rate of 67MSps. This gives a continuous burst length of lmsec. Between snapshots

the data in the FIFOs must be downloaded to the PC sequentially over a 16MSps

bus. If the download time comprised the total time loss between snapshots then the

time resolution would be,

65 seconds seconds
N .0037 = .03

16- 1024 receiver 8 receivers

To measure the realized time resolution the following experiment was performed first

using one channel and then using all eight channels,

1. Take 100 time snapshots on the channels being considered.

2. Record in software the time elapsed in seconds since the first time snapshot.

3. Find the time resolution as the total time elapsed divided by the total number

snapshots. Below are the results.
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Figure 4-21: Differential Phase between rx0 and rx6 over 100 time snapshots

Given this procedure we found the snapshot rates to be 25 napshots and 3 snapshots
Sec Sec

when utilizing 1 and 8 receive channels respectively. Here we see that the time

resolution is ten times worse than what would be expected from the data download

loss. This shows that the software execution time and writing the data from memory

to disk dominates the snapshot rate.
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Chapter 5

Channel Extraction and

Estimation

The Channel Extractor is a collection of algorithms implemented in MATLAB that

are used to estimate the complex channel information, representing the link between

transmitter and receiver, from the raw channel data collected by the system (CDCS)

described in the previous chapter. It was developed specifically for this purpose.

The channel estimates provided by the channel extractor are used as the base mea-

surement for the multiple antenna propagation analysis and experiments to follow.

The software can be broken into the following functional blocks: Matched-Filter Con-

struction, Front-End Processing, Detection, Time-Frequency Correction, and Channel

Estimation.

5.1 Channel Estimation Model and Problem Def-

inition

The wireless channel can be generally described as a time-varying linear system rep-

resenting the superposition of time-varying propagation paths between transmitter

and receiver,

y(t) = h(t, 7) * x(t) + n(t)



Here y(t), x(t), and n(t) represent the output, input, and noise of the channel respec-

tively. The channel impulse response, h(t,7), varies slowly with 7. The instantaneous

channel, h(t), can be expressed as a sum of P propagation paths,

P

h(t) = aicJ6(t - di)
i=1

where ai and di are the attenuation and delay of the it h path. Here we model the

channel as having additive white gaussian noise,

n(t) ~ C.N (0, an)

if no prior information is available with respect to this parameter.

r am-,

i n(t)
---------------

Wireless
Channel

Figure 5-1: Wireless Channel between a single pair of antennas (SISO) as time-varying
linear system

The problem of channel estimation then can be defined as estimating the unknown
channel h(t,7), given the white-noise-corrupted channel output y(t) and channel prob-
ing waveform x(t). However, in order to carry out channel estimation using the data
collected by our system (CDCS) we must expand this model to reflect all relevant
system behavior.



5.1.1 System Extraction Model

The data set collected by the system (CDCS) is composed of a time series of snapshots.

Each snapshot (per antenna), y, is a vector of N=65K samples recorded at the system

sampling rate of 67Mhz representing the noise corrupted signal received at the receiver

over a Ims continuous window of time. The snapshot y can be expressed as,

y=s+n

with y,s,n c CN , and

n ~ Cf(0, -IN)

Here s represents all contributions to the snapshot, y, due to signal received from

the transmitter and n represents both channel and system noise. In order to carry

out channel estimation from a snapshot, y, we must relate the channel h(t,r) to the

sampled signal at the receiver, s.

First recall from Section 4.2 that the transmitter operates by continuously broad-

casting packets whose payload is the channel probing waveform, x(t). These trans-

missions are not coherent with the receiver snapshot window. This results in random

timing alignment for each snapshot y and the channel-filtered packet, h(t,T)*x(t),

that it contains. For now assume that the length of x(t) and h(t,T) is Msec and Lsec

respectfully where B=67Mhz is the system sampling rate, and M/L are the sample

lengths of x(t)/h(t). See Section 5.8.3 for the actual values of M and L used in our

system. Additionally for this analysis we will assume that the signal arrival window

(length -M- sec) is less than the snapshot window (length E sec) and the random

alignment is such that the entire arrival window is contained in the snapshot. The

significance of these two assumptions will be explored later in this chapter.

We will consider the channel, h(t,r), to be constant over the duration of a snapshot

(lmsec) leaving the channel as h(t). That said, the contribution of the channel probing

signal x(t) to the snapshot y before sampling is:
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Figure 5-2: The Snapshot

s(t) = h(t) * x(t - T) for t[T, + ] (5.1)

0 otherwise

Here [7, 7 + M+L] represents the sub-interval of the snapshot that contains signal

contribution from the transmitter. Note any contribution from packet headers has

been ignored here but will be discussed later. The parameter 7 represents the ran-

dom timing alignment between the window of signal arrival (legnth = L+M) and the

snapshot (length g).

Recalling Section 5.1, the channel impulse response h(t) can be modeled as an

impulse train corresponding to the individual signal paths between transmitter and

receiver,

P L
h(t) = ZOi. 6(t - di) te[0, ] (5.2)

i- 1

where ai, di represent the amplitude and delay of the ith of P paths. We can substitute

Signal Arrival Window {x(t)* h(t)}
F

4-

IIII IIII III II



5.2 into 5.1 to obtain,

s(t) = -i x(t - -- di)

0

for tc[T, 7 + L

otherwise

Applying the sampling theorem to x(t) we have,

M-1

E xm- sinc(B
m=0

S(t - 7) - m)

x
B

Substituting 5.4 into 5.3 we obtain,

s(t) = ai m -sinc(B - (t - 7 - di) - m)
s(t) ai1 m0 whv

0 nN-1

After sampling s(t) at {t = n I'-' we have,

Sn =8( )B
Sm=o xm E a -sinc[n - m - B(7 + -di)]

for te[r, T + -L]

otherwise

for nE[F-l, Fj1 + L + M - 2]

otherwise

(5.5)
In section 5.1 we defined the channel vector, h e CL, as the discrete-time-domain

representation of the channel impulse response, h(t). The 1th tap is defined as:

P

{hit}L 1 = a i. sinc[l - B di]
i= 1

With this definition we can simplify equation 5.5 to,

sn E Xm= Xm hn-m- jL

0

for nc[[4], [B1 + L + M - 2]

otherwise

(5.3)

x(t - -) =

where,

(5.4)

(5.6)



where,
P

{ = -sinc[l -B (d + - [] B]
i=1

Here note that h and h differ only by the delay term r - [ ] • B. This is due to the

random alignment between the signal arrival window and the samples of the snapshot.

This delay is arbitrary in defining the discrete-time channel impulse response, h,

but must be accounted for when comparing channel estimates taken across different

snapshots, an issue discussed in the analysis to follow. Equation 5.6 can be then

expressed as,
}.rii+L+M-1{snn= •l = x * h

Thus the snapshot, y, is equal to the sampled probing waveform, x, convolved with

the discrete-time channel impulse response h with a random sample offset of [M] (plus

noise). The channel estimation problem can now be defined as that of estimating the

discrete-time channel impulse response, h E CL, given the noisy snapshot, y e CN, and

sampled channel probing waveform x e CM.

5.2 Matched Filter Construction

In the problem formulation above we have assumed that the sampled channel probing

waveform, x, is known to the estimator. Recalling section 4.2, the waveform, x, is the

payload of an 801.11b packet generated by a script on board the channel sounder.

The bit sequence that comprises the payload is configurable to the user.

Two methods for obtaining the probing signal, x were explored. The first was to

use the known bit sequence to simulate the construction of the waveform in software.

The disadvantage of this method is that each WiFi implementation has subtle dif-

ferences in the way that it constructs packets making it difficult to exactly replicate

the waveform produced by the WiFi radio in our sounder. Given that the estimation

performance is heavily dependent on the accuracy of this construction an alternative

method was pursued.

The alternative method is to directly sample the the transmitted waveform at



the receiver over a wired channel. In this case the system impulse response from

transmitter output to receiver output is approximately a single impulse. That said

the waveform sampled at the receiver will be approximately equal to a scaled version

of the probing waveform. This method then allows us a way to directly measure the

probing waveform.

known bit
sequence

C2p + n
t

scaled noisy
packet

Figure 5-3: Measuring the Channel Probing Waveform

5.2.1 Packet Structure

From section 4.2.1, the 802.11b packet, p(t), has the following structure,

.front for 0 < t < hiPheader 1

p(t) = x(t - hi) for hi < t < h2

padeer else

This states that there is a header at the front (pfro ) and back (pther) of the

packet with the channel probing waveform, x(t), as its payload. With the two header

components changing from packet to packet they will be unknown in general and can

be considered as noise. It is then necessary that we exclude these two sections of the

packet when constructing the matched filters. To do this it is necessary to estimate

hi and h2, the position of the payload within the packet.



5.2.2 The Number 128

Recall from Section 4.2.1 that the entire (including header bits) bit sequence in

802.11b is passed to a scrambler described by the equation,

W(z) = 1 + z - 4 + Z- 7

where the + operator represents the bit-wise OR operation. Here we see that the

ith bit of scrambled sequence is determined by bits i, i-4, and i-7 of the original

sequence. With this in mind, the scrambled bit payload is completely determined

by the original bit payload and the 7-bits that precede it in the original complete

bit sequence (including headers bits). With the original payload known to the user,

the last 7 bits of the front header determine the waveform that will be transmitted.

Experimentally it was found that these 7 header bits are equally likely to take on any

of the 27 = 128 possible 7-bit words. Since these 7 bits are not configurable to the

user this means that the channel sounding waveform for any particular transmission

are selected with equal probability from a set of 128 possible waveforms. This adds an

extra level of complexity to the channel estimation algorithm as it is now necessary

to decode which of 128 waveforms was sent.

5.2.3 Packet Size

As discussed in section 5.1.1, the packet size is constrained to be less than the length

of the snapshot window. Further, in section 5.4 a snapshot will be defined as being

acceptable for channel estimation only if it contains a complete signal arrival window.

That said, there is a tradeoff between shortening the packet length whereby the

probability of meeting this constraint increases and lengthening it which leads to a

longer training sequence and hence improved estimation performance.



5.2.4 Construction Algorithm

Given this background the problem of matched filter construction involves obtaining

all 128 channel probing waveforms from a series of T snapshots, {y1} 1, taken of

the wired channel described above. To implement this construction the following

algorithm was built,

{yI 1T Payload Equiv Class Reduction- .128Locater Sorter Normalize Xi118

Figure 5-4: Matched Filter Construction Algorithm

Payload Location (good SNR)

The first step of the construction algorithm is to locate the payload, x, within each

snapshot yi window. Recalling the previous section, the channel sounder and receiver

are non-coherent in that the transmitter continuously transmits one of 128 waveforms

(plus random headers) while the receiver independently records snapshots. We must

then find the position of the waveform in the snapshot window and then use this

knowledge to remove all excess samples including headers. To accomplish this the

snapshot is scanned starting from the first sample for a silent period defined as an

interval of samples when no packet is being received. The beginning of a packet then

is found as the end of this silent period. With a packet located in the snapshot we

use our knowledge of the header sizes to strip out only those samples corresponding

to the payload x. The payload x, from snapshot Yi is then passed on to the next stage

of the construction algorithm.

Equivalence Class Sorting

After the channel probing waveforms have been stripped from the snapshots they

must be sorted into equivalence classes, i.e. each snapshot's waveform is placed in

exactly one class. Each equivalence class represents one of the possible 128 probing

waveforms. The sorter operates by,



1. Start with one class whose only member is the waveform from the first snapshot.

2. Cross-correlate the waveform from the current snapshot with one member from

each existing class to determine whether its class has been found yet.

3. If its class has been found then add it as a new member to its corresponding

class and return to step 2 for the next snapshot.

4. If its class has not been found yet then create a new class whose only member is

the waveform from the current snapshot. Return to step 2 for the next snapshot.

The algorithm should end in there being exactly 128 equivalence classes each with at

least one member waveform. This was found to be the case.

Reduction and Normalization

The last stage of the construction algorithm reduces these classes into the set of

matched filters, {xiji=l, by selecting one member waveform from each class. Lastly

the matched filters are normalized to be zero-mean and unit-variance.

5.2.5 Matched Filter Error

It must be noted that this method of obtaining the 128 matched filters is not exact.

Having sampled these waveforms with the CDCS, system noise is added unavoidably

to the library of matched filters. In order to minimize this source of error the trans-

mission power was set such that the waveforms are transmitted at the upper end of

the dynamic range of the receiving system. This gives an optimal Signal-to-Noise

ratio for the resulting matched filters. In practice this source of error is small and is

discussed further in the performance analysis section at the end of the chapter.

5.3 Front-End Processing

Some digital front-end signal processing is carried out on both the raw snapshots, y,

and matched filters, x before they are passed on to the various extraction algorithm



blocks. The processing is used to remove out-of-band noise from the raw data, which

increases the accuracy of the time domain processing that follows. Additionally we

obtain the complex analytic representation of the signal through this processing to

facilitate the frequency correction component of the algorithm.

Band-Pass DC Low-Pass

X X

ej 2 Trft

Figure 5-5: Front-End Processing Block

Band-Pass Filter

From Section 4.2.1, the 802.11b spectral mask is such that the power transmitted at

± 11Mhz from the center of the band is attenuated by at least 30dB. Additionally

the LO frequency of our receiver is 2.406 Ghz, the channel sounding band (802.11b

channel 3) is centered at 2.422Ghz, and the receiver sampling rate at 67Mhz. Given

this information the baseband frequency region containing signal useful for channel

estimation is [5Mhz, 27Mhz]. The first step of the Front-End Processor is to digitally

band-pass filter the snapshot to this frequency band. This removes any out-of-band

noise for the time-domain processing. Figure 5-6 displays the gain (in frequency

domain) of the band-pass filter.

DC Modulation

Next we obtain the analytic representation of the data. To do this we first modulate

the data with a complex exponential with frequency such that the right half of the

signal spectrum is re-centered at zero frequency. See Figure 5-7 for the corresponding

spectrum.
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Figure 5-6: Gain of band-pass filter

Low-Pass Filter

The last step is to low-pass filter the data, leaving the analytic signal. See Figure 5-8

for the corresponding spectrum.

5.4 Detection Block

Every snapshot, y, obtained at the receiver must be classified as either being useful for

channel estimation or not. To be considered useful for channel estimation the snapshot

window must overlap with the arrival of a packet from the channel sounder. This is

not guaranteed given the asynchronous relationship between receiver and channel

sounder. To reduce computation time, decrease the implementation complexity, and

provide consistent performance, the snapshot is considered good only if it contains

an entire signal arrival window. This classification boundary increases the number

of unsuitable snapshots but at an acceptable cost given the high probability (; 0.8)

of containing an entire arrival window. The function of the Detection Block is to

make this classification. In order to do this more information is needed regarding the

channel filtered waveform contained in the snapshot, including its waveform number

(128 possible) and frequency information. The classification of a sample snapshot as
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useful for estimation or not will be denoted by the outcomes 7"o and ,1 respectfully.

5.4.1 Oscillator Drift

Consider a waveform, x(t), transmitted at the carrier frequency,

xC(t) = x(t) -cos (27 f T - t + OT)

where fT and OT are the oscillator frequency and phase at the transmitter respectfully.

At the receiver this waveform is mixed down to a baseband frequency and low pass

filtered to obtain,

XIF(t) = x(t) -cos (2 1r(fT - fR) . t + (OT - OR))

where fR and OR are the oscillator frequency and phase at the receiver respectfully.

Ideally oscillator frequency at both ends of the link is constant over time. How-

ever in real systems temperature variation and power supply fluctuation cause the

oscillator frequency to change. This drifting process can be modeled as,

XIF(t) = x(t) - cos (27 fIF(t) " t + (OT - OR))

v
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fF(t) = f T (t) _ fR(t)

where the baseband frequency, fiF(t), of the waveform is now a function of time.

Specifically this function can be considered to be unknown in general and modeled

stochastically as a random walk. Given this formulation we can expect there to be a

frequency offset between the matched filters and snapshot as they are obtained under

different conditions and time. We will find that this offset must be estimated for both

Detection and final Channel Estimation.

5.4.2 Detection Model

Consider a snapshot y. This snapshot maps to a unique member of the following set,

y -+ s { (T, F, W), }

where

T= [1, 2,3, ...., N - M - L + 1]

F = [Fmin, Fmax]

W = {Wl, w2 3, , W1281

a

f 'j



This description formalizes the classification of y as being either suitable for channel

estimation (-t0), in which case it maps to a point sy = (r,p,w) in the space (T,F,W),

or unsuitable (ft1) for which y maps to the null element q. Here T represents the set

of all possible alignments between snapshot and signal arrival window such that the

snapshot contains the entire arrival window. Note that the maximum such value is

N-M-L+11. F is the set of all possible baseband frequencies for the channel filtered

probing waveform, x, contained in y where Fmin and F,ax represent the limits of

combined oscillator drift at transmitter and receiver. Lastly W represents the 128-

element set of distinct channel sounding waveforms.

5.4.3 Detection Algorithm

In order to realize this classification of the snapshots an algorithm was developed that

iteratively searches for a point ' = (rd,pd,w) that sufficiently approximates the true

position s, = (7,p,w) of each snapshot in the detection model space. Additionally

the algorithm outlines stopping conditions for which the search is aborted resulting

in the waveform being classified as unsuitable for estimation, ', = q. An iteration of

the algorithm completely searches the finite dimensional time-waveform subspace of

the detection model space corresponding to a particular frequency. The algorithm is

outlined below,

1. Down-Sample: The first step in the detection algorithm is to down-sample

both the snapshot, y, and the set of 128 matched filters, X (factor of 3). Recall

after Front-End Processing both are bandlimited to 11 Mhz while sampled at a

rate of 67 Mhz, making them oversampled by a factor of 3. As will be discussed

shortly the detection block is the most computationally expensive block of the

entire extraction algorithm. This data reduction leads to a large savings in the

overall computation of the algorithm. In the final estimation blocks, however,

we will not want to make this reduction for several reasons, including aliasing

noise and loss of time resolution. However in this stage we are concerned with
1The signal arrival window and snapshot are of length (samples) M+L and N respectively. Num-

ber of integer sample phases between two vectors of size A and B, B < A, is A - B + 1.
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Figure 5-9: The Detection Algorithm

classifying the snapshot and such error sources are negligible in comparison to

the computational savings.

2. Matched Filter Length Reduction: The next step is to reduce the length

of the 128 correlators, X , from a length of M to a length of M < M.

(a) Operation Count Reduction: The first reason behind reducing the correla-

tor lengths is to reduce the number of complex addition and multiplication

operations required for the large number of correlations to follow.

(b) Frequency Resolution: The second reason is that decreasing the length

(time domain) of the correlators (X) also decreases their resolution in the

frequency domain. Recalling that the baseband frequencies of the snapshot

will be in general offset from that of the correlators implies that the higher

the resolution in the frequency domain, the smaller in real frequency this

offset needs to be in order to meet a correlation threshold. Consider two
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Figure 5-10: Matched Filter Length Reduction

sampled signals a and b of length N such that,

b = a 0 {ej21rfoffet. }N-1

where foff,,t indicates the bin offset in their baseband frequencies, "bin"

refers to the sample period of the Discrete Fourier Transform (DFT), which

is fample where fsample is the sample frequency of the waveforms. Then their

cross-correlation is defined as:

N-1 N-1

E a* bk = E ak Nj21-foffeet*

k=O k=O

If we further model a ECN as a zero-mean, unit-variance discrete stochastic

process, which is an accurate representation of the probing waveform, we

obtain



N-1 N-1

E[Z a -bk] = E[Z laki2 N ijT'foffet~]
k=O k=O

N-1

= E[ arl• 2 e 2, -foffet

k=O

N-1

= ej-2'r-fof f N-

k=O

The magnitude of which is:

N-1 N-1
IE[Z a*. bk]l = I e27r,•f't"'iI

k=O k=O

sin (Ir - foffset)

sin (r-foffeet

= N sinc(foff,,t)

where:

sin(7.) for n 0
sinc(n) = for n (5.7)

1 for n =0

Thus the correlation between the two signals dampens as a function of

baseband frequency offset in DFT bin space. Here we see then that for

a constant real frequency offset, the lower the frequency resolution, the

higher the correlation will be between the two signals. This then reduces

the resolution needed in the frequency search to follow. The reduction in

resolution greatly reduces the computation required in the search.

3. Data Segmenting: The following step is to segment the snapshot, y, into

sections that have the same length as the shortened correlators, X. This is

simply to save on computation time. As will be explained, the computation

bottleneck of the Correlator involves taking the FFT and inverse FFT of the

snapshot and matched filters. The FFT is an O(N -log N) operation where N
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is the sample size of the data. Then,

T
N N
NT .log(N) < N -log(N)

i= 1

N
SN - log( ) < N - log(N)T

for T > 1, where T is the number of segments. The set of data burst segments

then is denoted as f = { ~}T1.

• ""." "... U..u.

y (length N)

Figure 5-11: Data Segmenting

4. Correlator: With 128 matched filters and the snapshot broken into T segments

a total of 128 -T correlations must be performed for each frequency iteration of

the algorithm. A correlation here is defined as a convolution (matched filtering)

of a shortened template waveform, CX = {5,i} with a data burst segment

&y = 
w dtb tg

where z is the output of the correlator. Convolution is an O(n2) operation. So

alternatively the operation is performed in the frequency domain as,

z = a-1{a{A} •D{B}}
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where: where,

A = [•1, I2, ...., M, 0, 0, ...0]

B = [i, M-1, .... 1, 0, 0, ...0]

where the number of zeros padded to the end of A and B is calculated as the

smallest number greater than or equal to MQ-1 that makes the total length of

A and B a power of two. The MQ-1 minimum is for conversion of the discrete

circular convolution to a linear convolution. The power-of-two constraint maxi-

mizes the efficiency of the FFT algorithm. Here the computation can be broken

down into 3 FFT/IFFT operations with O(N - log N) computation and an

element-wise vector multiplication of O(N) computations, resulting in an over-

all operation count of O(N -log N). This is an improvement from the O(N 2)

operations required here for the time domain convolution.

5. Frequency Search: As mentioned above, at each iteration i of the detection

algorithm a particular frequency, pi, is assumed for the channel-filtered data

contained in the snapshot being processed. For this frequency the entire space

of possible waveform numbers and time alignments are searched. It is compu-

tationally important to search the frequency space efficiently as each iteration

requires a large number of correlations. The heuristic used here is to first start

at a frequency offset, a seed (Po), that is fed to the detection block. This seed is

chosen either according to a priori information on the distribution of the offset

or at the very least chosen in the center of the frequency domain, F. The true

frequency, p, lies in a one-dimensional space corresponding to F= [Fmin, Fma].

If subsequent iterations are necessary then this space is searched by moving

away from the seed frequency in both directions. The two frequencies checked

at iteration k are denoted as:

p+ = Po + kJ

Pk = Po - kJ

102



With this search strategy all that remains is the choice of a step size (6) for the

search.

Recalling Equation 5.7, the correlation between two identical sampled signals

offset in frequency is a decreasing function of DFT bin offset. The step size

then must be chosen in units of DFT bin size such that the correlation for that

bin size is acceptably high so as to not step past the real offset. A tradeoff

follows though, as choosing smaller step sizes requires more iterations per run,

resulting in many more computations. The optimal choice balances both of

these concerns and takes into account the system constraints. We found a step

size of 0.4 DFT bins works well.

6. Stopping Conditions: There are two possible outcomes of the detection al-

gorithm. In the first, 'H0, an approximation ', = (rd, pd, w) to the actual point

s, = (7, p, w) corresponding to the snapshot y is found, resulting in it being

passed on to the next block of the channel extractor. The second outcome is

that it is mapped to the null element q (outcome 71l) and discarded. The last

component of the algorithm then is to define the rules that determine when con-

ditions have been met resulting in an outcome -We{7to, i1l} and the termination

of the detection block.

(a) Positive Detection Condition (Ho0)

i. Sub-Problem Formulation

Each iteration of the algorithm can be considered as a collection of

128 -Tmax, (Tmax = N - L - M + 1), sub-detection problems corre-

sponding to the correlator outputs for each point in the discrete time-

waveform space for the current frequency estimate, Pk. Each of these

sub-problems can be defined as,

&i for zi > C

71 otherwise
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where zi is the correlation statistic from the ith subproblem, 'Hi is the

outcome of the ith subproblem, and C is a constant threshold that is

fixed according to the requirements of the system. The ith (where i

indexes the delay domain) statistic can be expressed as,

~H

where w and w' are the waveform numbers of the template and data re-

spectfully. Additionally (7, p) represent the offset between the channel-

filtered waveform contained in y and the corresponding template in

time-frequency space. The possibility space can be broken into two

cases namely,

ii. Case I Distribution (w # w')

Here the statistic, z, can be expressed as,

~HZ = YH, ,p, w)

~H ~H

= x w s+X • n

where •H, s, and n are uncorrelated and,

E[i] = E[s] = E[n] = 0

E[ 112] = 1

E[sl2] = a2

E[In 2] =

Here s refers to the contributions of all incoming multipaths of the

probing sequence. Using the law of large numbers (LLN) and inde-
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pendence of signal and noise we obtain,

~z M (CAn(O, 2) + CAF(O, a))

I z ~ CN( I( (U + 0))+

as the distribution for the statistic in Case I. The variance of this distri-

bution is actually an upper bound as each multipath component may

be partially or completely absent from this time window of samples.

iii. Case II Distribution (w = w'):

Here the statistic z can be expressed as:

=Z =s+x *

where ;, s, and n have the same marginal distributions as Case I and

h 12 represents the power of the multipath contribution at r=0. Here s

represents all the multipath contributions from taps other than 7 =0,

which for the purposes of this analysis can be approximated as being

orthogonal to J as the probing sequence is approximately white.

Again using the LLN and independence we can re-express this as:

z M M - (h -sinc(p) + C/(0, IU2) + CA(0, a ))

= z CN(M .- h - sinc(p), ]I - (a, + 2)) (5.8)

Here again this is an upper bound on the variance of the statistic.

iv. Stopping Rule

Now recall that we will have 128 -Tmax of these statistics per algorithm

iteration corresponding to a particular frequency offset, p, between

matched filter and snapshot. The function of the positive stopping
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condition is to define a rule on these statistics whereby the algorithm

terminates in the outcome H0 . Using the sub-problem detection for-

mulation outlined above, each statistic zi is classified according to the

detection rule. There are two outcomes to the stopping rule

A. Continue

If all 128 Tma,,, statistics are classed as belonging to I'1 then the

positive stopping condition is not met and the algorithm continues

on to the next stage of execution.

B. Stop

If at least one of the 128 - Tmax statistics are classed as belonging

to 'o then the positive stopping condition is met.

v. Choosing the Detection Threshold (C)

The last component to completely defining the positive stopping con-

dition is to choose the detection threshold, C. This choice should be

dependent on the statistic distributions derived above (see equation

5.8) and the system performance criteria. With the statistic distri-

butions already derived we must then define what the system pref-

erences are. Within this framework there are two kinds of detection

error namely,

A. Miss (False Negative)

B. False Alarm (False Positive)

In this system having some misses is acceptable. For every experiment

configuration several time snapshots will be taken so that retaining

even only 50 percent of the dataset is acceptable as this burden is

merely a factor-of-2 computation and storage loss. False Alarms how-

ever are not tolerable as the detection stage needs to reliably filter

the dataset according to its utility in channel estimation. If even a

small percentage of snapshots are false alarms then this can have a

large effect on the data analysis to follow. That said, the Maximum
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Likelihood detection rule for minimizing the total probability of error

is,

1o
H t L

for L(zi) > 1

otherwise

SC/(n(M h - sinc(pmax), M ( Qa- + 8 )) zi
CN(O, M . (U2 + U2))zi,

where Pmax refers to the upper bound frequency offset between tem-

plate and data at the minimal offset point of the search. This is equal

to half the search step. This can be reduced to,

(z--Mih.sinc(pmax))
2  2

Here we see that,

L(z,) > 1

(zi--Mh-sinc(pmax))
2  

2

=4 e 2-z c(+,2M ) +2s.(a8 + z) > 1

-(z - Mi . h . sinc(pmax)) 2 + 2ý > 0

= 2. ziM -" h -sinc(Pmax) - (M - h - sinc(Pmax)) 2 > 0

1
Szi > -M. h sinc(pmax)

2

The threshold then for the ML detection rule is

1
C = -• • h sinc(pmax)

2

This is simply the mid-point between the means of the two distribu-

tions corresponding to the two possible cases.

Here we would in theory actually choose a larger threshold given the

system constraint that requires low probability of false alarm. However
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the realized correlation length M is large enough so that the error of

misclassification is already acceptably low that a simple ML detection

rule suffices.

(b) Negative Detection Condition (N 1):

Similarly a stopping rule must be defined for abandoning the search for

the point sy, corresponding to the current snapshot y, resulting in the out-

come (N 1). The idea here is that once the range of plausible frequencies,

B= [Bmin, Bmax], has been searched it is likely that y does not contain a

complete arrival window and hence should be discarded. A definition then

is required for what constitutes the range of plausible frequencies. Recall

that the drift between oscillators and hence frequency offset between tem-

plate and data burst can be modeled as a random walk. More specifically

this can be expressed as,

Pn = Pn-1 + En

where,

En N)V(01 o,2

or 2 tn - tn-l

Here Pn-1 corresponds to the most recent frequency offset estimate. This

models the current frequency offset, Pn, as being equal to the most recently

estimated offset plus a gaussian noise term whose variance is proportional

to the elapsed time since the transmission of the current data burst and

last one to be detected. Given this model we can divide the problem into

two cases,

i. Case I (tn - tn-1 < 7F): In the first case the time since the last

frequency estimate is small so that the current frequency offset is likely

contained in a small interval centered around the last offset.

ii. Case II (tn - tn_ 1 >> 7): Here a large amount of time has elapsed
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since the last frequency estimate so that the current frequency offset

can be expected to be anywhere over the interval [Fmin, F•a] corre-

sponding to the set of realizable frequency offsets.

The following heuristic is then used to choose the initial frequency guess

at the beginning of the estimation algorithm,{ Pn-1 for Case I
Po =

Fmax-Fm2 n Case II2

Similarly the interval of plausible frequencies is defined as,

B = [p,_n -,_n-1+ ] for Case I

[Fmin, Fax] Case II

The negative stopping condition is invoked when this set of frequencies has

been searched.

5.5 Time-Frequency Correction Block

After the detection block those snapshots, y, that meet criteria H7o are passed to

the Time-Frequency Correction Block (TFCB) for further processing. Recall, the

detection block provides a point ;, = (rd,pd,w) that approximates the true point s,

= (r,p,w) corresponding to the snapshot in the unknown time-frequency-waveform

space. This space has now been reduced to two degrees of freedom, namely time and

frequency, given that the detection stage provides the waveform number exactly (with

high probability). The objective of the TFCB then is to improve the time-frequency

estimate, (rf, pf), using the information provided by the detection block, (rd,pd).

5.5.1 Time-Frequency Model

Recalling the extraction model of section 5.1.1, the snapshot, y, can be expressed as,
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y=s+n

where,

mhn=om m-j for nE[[Ej, [j] + L + M - 2]
Sn =

0 otherwise

in the case of perfect frequency alignment. If we restrict the snapshot to the window

[r[j, ri + L + M - 2], we have:

y= [r1, +L+M- 2] = x * h + n
B B

Adding to this model the offset in frequency, p, between snapshot and matched filter,

we obtain:
M+L-1

E (x * h)k . eP +
k=O

Given this model the goal of the TFCB is to estimate T = [jl and p.

5.5.2 Maximum Likelihood Formulation

Consider then the conditional distribution,

fy, (y lhi, z, p) ~ C.A(hi - ~P, + ~ I )

where,

Yi = [y[i], y[i + 1],...., y[i + M - 1]] iE[d,d + L - 1]

M

Zp = ZXk " e2 " p

k=O

Here, y: refers to the length-M interval of the snapshot starting at sample i, and hi,

refers to the discrete-time channel tap at that sample. Additionally xp refers to the

matched filter contained in the snapshot offset by p in frequency. Lastly a., a2 are

the powers associated with the total signal and noise respectfully. The maximum

likelihood estimator of p given Yi, hi, and x is:
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PML = arg max f, (y lhi, , )P
= arg max 1 -(y-hi.xp)H ".(IM(a+))- "(yi-hizxp)

p (2. )- .(aa o + at)h2

Noting that / is contained only in the exponent and that the normal distribution

monotonically increases with decreasing exponent absolute value, we have:

PML = arg min(yi - hi. xp) H . (IM(c 2 + a2)) - 1' (yi - hi x)
P

= arg min(yi - hi. xp) H'. (Yi - xhi )

= argmin[yryi - 2yHhi -xP + Ihi 2 xý'xf]
P

Noting that the first term does not depend on / and the last term is a constant, we

have:

PML = arg min -2yhi -xpP
Note that this objective function is still constrained to be real as the two terms that

were dropped are real and the overall cost function is real.

PML = arg max yH. hixiP

= argmax[(hixp)H hixp + (s + n) hixp]

= arg max[Ih2i"2XH x z + hi -(s + n) -xp]P P
Here note that by the CLT the last term will be approximately gaussian distributed

leading to,
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PML = argmax(Mlhil2 sinclp - ,( + -f(O, Mlhi 2 (au + asan))

Given that sinc(x) is uniquely maximized at x=O, we see that the first term is maxi-

mized for p = p. The second term simply adds noise to the objective function. The

SNR of the ML estimator then can be approximated as:

M 21hi 4
SNRML = Mihi12(a • + asan)

M|hi12
a2 + aaon

which results in:

Jp|2(U2 + Usan)PML = P + A(O, +M= p+hi12

Here we see that the ML estimator of the frequency offset, p, is unbiased. Now in

this derivation we have implicitly assumed that the tap hi is known to the estimator.

This will not be the case as the channel itself is the unknown parameter of interest

for the overall estimation algorithm. Consider instead maximizing over the statistic

obtained by correlating Yi with x, instead of hi"x,

H=argmaxyi . X

The effect of not knowing the channel coefficient is simply a phase rotation of the

statistic being maximized. The realized frequency estimator, p' can then be defined

as,

P= arg max z( )

where,

z(f) = max(•(yH . xfi), .3•(y[H x.))

This says find the frequency offset that maximizes the real part of the statistic and

additionally find the different frequency offset that maximizes the imaginary part of
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the statistic. Then assign the frequency estimate as the one whose statistic is largest.

In the worst case the unknown channel tap, hi, adds a phase shift such that the signal

in the statistic has equal energy in both the Real and Imaginary space. In this worst

case the SNR of the estimator is half of the ML estimator, leaving:

2 jp 2 2 + ason=p+Af(0,2 2
p = p + .N '(01 M s 2

as the frequency offset estimator distribution.

5.5.3 Defining the Channel Reference Point

Up to this point we have defined the timing of the signal arrival window within the

snapshot in such a way that 7 = ['I is the sample of the snapshot that contains the

start of the signal arrival window. The exact reference point for defining the position

of the signal arrival window within the snapshot is arbitrary. Referencing according

to the beginning of the signal arrival window is not the best as this is difficult to

determine with any accuracy. Instead we define the channel reference point (T) as

the snapshot sample that corresponds to the tap, hi, with the largest magnitude.

Namely,

H7 = argmax y. Xlpdpl

Note that the inner product here is between the snapshot and the matched filter, x,

offset in frequency by Ipd - pl. This offset does not affect the maximization as each

element, 1, is attenuated by the same factor of sinc(Ipd - pl). This does decrease the

SNR of the statistics being maximized over but at an acceptable level given the level

of accuracy provided by the detection block, pd.

5.5.4 Correction Algorithm

Given the above formulation the correction algorithm estimates 7 and p as (Tf, pf)

by,
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Figure 5-12: The Time-Frequency Correction Algorithm

1. Time Correction: The first step of the correction algorithm is to estimate the

alignment, 7 between snapshot and arrival window as,

7 f = arg max y -. Xlpdpl

An interval of the snapshot, y', then is passed on to the next block of the

algorithm according to this alignment estimate.

2. Frequency Correction: The final step of the correction algorithm is to im-

prove the frequency estimate, pd, by applying the ML estimator derived above.

Recall the ML estimator,

PML = (arg max Mlhii2 sinclp - PI) + C.(0, MIhi12 (a 2 + asa,))

The ML estimate is found by maximizing over fi the objective function,

c( ) = sincIp - Pl + 3(/P)
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where (ý() is a noise term dependent on the choice of 3. This function is concave

over the interval [-1 1] (at a resolution on the order of the SNR). The frequency

correction algorithm then is composed of two stages. In the first stage an initial

estimate Po s.t. (p - Po)e [-1 1] is found. In the second stage a numerical convex

optimization algorithm is applied to finish the optimization. The algorithm is,

(a) Initial Point Finder: The frequency estimate (pd) from the detection

block, the search step size (6), and detection threshold (C) are used to

calculate an interval, F, such that p e F with probability 1.

The objective function, c(1), is over-sampled by a factor of 2 on the interval

F at ({, }T=

A new parameter estimate is calculated as Po = maxi c(fii) E [-1 1] with

probability 1.

(b) Convex Optimization: Apply the convex optimization algorithm with

starting point Po to finish the estimate.

5.6 Channel Estimator

The Channel Estimation block uses the information provided by the detection and

correction blocks to complete the estimation of the unknown discrete-time channel

vector, h.

5.6.1 Channel Estimation Model - Frequency Domain

Here we now assume that the timing, frequency, and waveform information are known

exactly and that the snapshot, y, has been corrected accordingly. The discrete-time

channel model now is,

y= hx+n

where y E CM+L- 1, x e CM, h c CL Similarly we can consider this model in the frequency
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domain as,

a(y) = (h * x + n)

- = Y = HDX + N

where, J(.) is the discrete fourier transform (DFT). We can now equivalently define

the channel estimation problem as that of estimating the channel frequency response

H, given Y and X.

5.6.2 Model Adjustment - Packet Headers

The Channel Data Collection System (CDCS) forces a slightly different model than

above. The probing sequence, x, is a standard 802.11b packet which includes an

unknown header on the front and back of the waveform,

p = [hfront x hbackl

where, hfrot, hback are the unknown fixed-length header components of the packet,

p. The headers here can be treated as noise so we would like to minimize their

effect on the channel estimation. To do this the timing information obtained from

the detection/correction blocks is used to limit the estimation over a time interval

that does not contain the main contributions of these headers. In this framework the

channel model becomes:

y = Ah + n

where,

XL XL-1 XL-2 ... X1

A XL1 XL XL-1 ... X2

XL+Mii-1 XL+-2 XL+1-3 ... X /

with y, n6CM and heCL. Here M==M - L +1 is the adjusted correlator length due to

decreasing the time window to remove all header contributions. Equivalently we can
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convert this model to the frequency domain by noting that y is a linear combination

of noise and the columns of A, we obtain:

.a(y) = a(A)h + a(n)

= Y = fA - h+N

where fA denotes the column-wise DFT of A,

XL XL-1 XL-2 ... X1

fA XL+1 XL XL-1 ... X2

X\L+-1 XL+- 2 XL+•- 3 ... XM I

5.6.3 Least-Squares Estimator (OLS)

Given the above model the least squares estimator of the discrete channel impulse

response is,

hoLs = ((fA)HfA)- 1 (fA)HY

The noise, N, can be apprpximated as having a gaussian distribution in both the time

and frequency domain. That said, the OLS estimator, hoLs, is the minimum variance

estimator of h in this model.

5.6.4 Frequency Resolution

The resolution of the channel estimate in the frequency domain is limited by ; where

B is the bandwidth of the system and L the length of the estimate of the channel

vector, h. There is a tradeoff between the resolution of the estimate and its accuracy.

The higher the resolution the higher the variance in the estimation. The need for

resolution though is determined by the propagation characteristics of the channel

environment being measured. So long as the resolution of the estimator is smaller
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than the coherence bandwidth of the channel, the channel over a frequency window

with that resolution can be approximated as being flat (constant). The method used

then here is to reduce the frequency resolution by an integer factor K such that BL K

is larger than the coherence bandwidth of the channel being measured.

5.6.5 Sub-Problem Formulation

Let K denote the integer factor of resolution reduction in the frequency domain.

Consider then the estimation model over a frequency window of length K starting at

sample i in the frequency domain,

YK = f A . hi + NiK

SYi '• XL+i-1 XL+i-2 ... X i  h'

Yi+I XL+i XL+i-1 ... Xi+l h?

Yi+K-1 XL+i+K-2 XL+i+K-3 ... Xi+K-1 h

Ni

+

SNi+K-1

Here hi denotes the discrete-time channel impulse response over this limited band-

width. If we assume that K is sufficiently small that the channel is flat over this

bandwidth we can reduce this to:

YiK = X K . Hi + N

where , X K , NKECK and HieC' corresponds to the channel frequency response of

this narrow bandwidth. The least-squares (OLS) estimator of the ith frequency tap,
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Hi, is then,

.OLS = ((XEt)mHXt)-'(XlK)HYK

5.6.6 Channel Estimation Algorithm

Y
pf
Tf

Ah

Figure 5-13: The Channel Estimation Block

With the above formulation the channel estimation algorithm then operates by,

1. Correction: First the snapshot, y, is corrected using the time-frequency esti-

mates provided by the correction block (rf, pf) to obtain V.

2. Frequency Correction: The corrected snapshot, y, and appropriate matched

filter x,, are converted to their frequency-domain counterparts Y and X.

3. Estimator Resolution: The snapshot and matched filter are partitioned into

narrow-band segments according to the desired frequency resolution for the

estimator.

119

I
I
I
i

I
I
I
I
I
I
I



4. Estimator Resolution: The channel frequency response, H=--, is estimated

by applying the least-squares estimator derived above to each narrow-band par-

tition.

5.7 Iterative Estimation Algorithm

We now combine all of these components into a complete algorithm that, given a set

of raw channel data, {Yk}k=1 (T= number of snapshots), extracts the channels hk

corresponding to those snapshots Yk that meet the sufficiency criteria. Note that the

snapshots from each receiver channel are processed together as the timing, frequency,

and waveform information of each channel is related. The extraction algorithm pro-

ceeds by,

Figure 5-14: Full Extraction-Estimation Algorithm

1. Initial Preprocessing (Performed Once)
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Table 5.1: Estimator Symbol Definitions
Parameter
Yk
X

Pk

Bk
Tk

_Tk

PkI7
Pk

Whk
hk

Definition
snapshot (kth of T)
128 Matched Filters
Front-End processed snapshot
Front-End processed matched filters
Initial Frequency Estimate
Frequency Search Window (kth)
True Timing Offset
Detection Block Timing Estimate
TFCB Timing Estimate
True Frequency Offset
Detection Block Frequency Estimate
TFCB Frequency Estimate
True Waveform Number
channel estimate (kth)

(a) The 128 matched filters, X, are constructed

(b) The default initial frequency estimate, p', is chosen.

2. The initial frequency estimate (p'k) and search window (Bk) for the current

snapshot, Yk, is chosen according to the Frequency Initialization Block.

3. The current snapshot yk and set of 128 matched filters X are processed by the

Front-End Processor to obtain Yk, X(.

4. Given the matched filter set X, the Detection Block filters the current snapshot

(Qk) according to,

(a) 7o: The snapshot(yk), Detection Block frequency offset estimate (pd),

detection block timing estimate (T7d), and waveform number estimate (wk)

are passed to the time-frequency correction block.

(b) "1u: The snapshot (Yk) is discarded and the algorithm returns to step 2 of

iteration k+1.

5. Given the matched filters and information provided by the Detection Block,
the final frequency (pl) and timing (rk) estimates are computed by the Time-
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Frequency Correction Block. These estimates along with the current snapshot

(Yk) and correct matched filter (x,) (w= waveform number) are passed to the

Channel Estimation Block. Additionally the final frequency offset estimate (pk)

is passed to the Frequency Initialization Block for use in subsequent iterations.

6. The Channel Estimation Block estimates the channel (hk) corresponding to the

current snapshot. This estimate along with the final frequency offset estimate

(pf) are stored to disk. The algorithm then returns to step 2 for iteration k+1.

5.8 Channel Extraction Performance Analysis

In this section we define and measure the performance of the channel extraction

algorithm. First an upper bound on performance is obtained corresponding to ideal

system conditions. Next an experiment is presented for measuring the performance

of the algorithm, the results of which are then compared to the upper bound. Lastly

the difference between realized and ideal performance is analyzed.

5.8.1 Performance Upper Bound

The collection system and extraction algorithm are considered to display ideal be-

havior if at the channel estimation block of the algorithm, the model,

Y = fA -h + N

holds exactly, where,

N CA/'(0, U)

For this to be the case the following must be true,

1. The system is perfectly linear over the pass-band.

2. The channel and system noise can be modeled as additive white gaussian noise.
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3. The correction algorithm estimates perfectly the waveform number, time align-

ment offset, and frequency offset.

Recalling the sub-problem formulation, the ith frequency tap of the channel is esti-

mated as,

HlOLS = (XHX)- 1 (X)HY

where2 X, YeCK and K is the frequency resolution reduction factor. Note the sub-

scripts have been dropped from before. This results in:

H aOLS = (XHX)-1 (XHX) . H, + (XHX)-lXHN

= Hi + (XHX)-IXHN

Here we see that HfOLS is a linear combination of i.i.d. gaussian distributed random

variables and thus also is gaussian distributed. All that remains then to fully describe

the estimator distribution is to find the mean and variance,

E[H° Ls] = E[Hj] + E[(XHX)-lXHN]

= H, + (XHX)-XHE[N]

=Hi

Var[H Ls ] = Var[Hi + (XHX)-IXHN]

= Var[Hi] + Var[(XHX)- 'XHN]

-o 1Var[X;N ]

OLS: Ordinary Least-Squares
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which for X normalized is,
2

K

The distribution of the estimator is then,

2
jOLS N CN(HN )

The signal-to-noise ratio of which is,

SNRestimator = H 2  - K . SNRdata
N

This is then an upper bound on the accuracy of the estimator. The upper-bound

follows from the additional possibility of frequency correction error.

5.8.2 Measuring Performance

In order to compare the performance of the algorithm to this upper bound an exper-

iment has been devised. The experiment proceeds by,

1. As with the matched filter construction, directly connect the transmitter to

each receiver channel via coax cable and an 8-to-1 power divider forming a

wired channel.

2. Collect T (; 100) snapshots at each of a discrete set of transmit power levels

that span the dynamic range of the system.

3. Process this data set with the channel extraction algorithm obtaining the asso-

ciated channel estimates.

4. Correct the channel estimates associated with each power level. That is, correct

for the random linear phase difference (due to sub-sample mis-alignment and

tx/rx incoherency) between each snapshot of a given power level.

5. Calculate the variance of the channel estimates for each power level.
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6. Calculate the SNR of the estimates for each power level as the the mean power

of the estimates divided by the variance calculated in the previous step.

7. Display the SNR of the power level estimates as a function the SNR of the

snapshots at that power level and compare to the theoretical upper bound.

10 20 30

Snapshot
s se

SNR (dB)

Figure 5-15: Channel Extraction Performance

5.8.3 Error Analysis

Figure 5-15 displays 3 the results of this experiment and Table 5.2 lists the relevant

system and estimator parameters. In Table 5.2 we see that the estimator resolution

reduction factor (K) is 10, giving an upper bound performance of SNRsnapshot +

10dB.

From this analysis we see two sources of divergence between the benchmark OLS

performance and that of our extraction algorithm. The first source of divergence dom-
3Extraction algorithm performance extrapolated from the results of the experiment defined in

Section 5.8.2
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Table 5.2: Channel Estimation System Parameters
Parameter Value
Estimator Bandwidth 10Mhz
System Frequency Resolution 3.3KHz
Resolution Reduction Factor (K) 10
Estimator Resolution 33.3 KHz
Estimator Delay Window 9km
Estimator Delay Resolution 30m

inates for low-SNR snapshots (< 32dB SNR) and the second for high-SNR snapshots

(> 32dB SNR). In the low-SNR snapshot regime our estimation algorithm performs

about 3-4dB worse that OLS. This can be attributed to the fact that the matched

filters used in our algorithm were measured and thus contain system thermal noise.

This essentially reduces the SNR of our data by a factor of 2 (3dB), which helps to

explain this behavior. In order to reduce this source of error we could have averaged

the matched filters over many snapshot measurements. However this would have re-

quired phase, time, and frequency alignment before they could be coherently added.

The noise in this process along with other system noise factors made reducing the

noise by a few dB not worth the cost.

In the high-SNR snapshot regime our estimation algorithm is limited to approxi-

mately 40dB performance. This source of error most likely can be attributed to the

limited accuracy in our time and frequency error correction. Additionally given the

non-ideal behavior of the oscillators in our system, intra-snapshot frequency jitter

limits our performance. That said, the performance of our algorithm is more than

sufficient for the purposes of this research.
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Chapter 6

Power Attenuation

6.1 Background

Understanding realized path-loss behavior is critical for deploying wireless networks

so that tradeoffs can be calculated for such system parameters as transmission power

and node spacing. Modeling of path-loss characteristics usually comes in one of three

forms, namely: deterministic, stochastic, or empirical models. Deterministic modeling

assumes that a large amount of information about the propagation environment is

known so that electromagnetic propagation laws can be used to deterministically

calculate the power attenuation. The most widely used of these models is in the

ray tracing regime [29], [30], [31]. The opposite extreme to deterministic modeling

is that of stochastic models. Here we assume that the affect of the environment on

the propagation path has a random structure. An example is the log-normal fading

model, which models the power attenuation as having a log-normal distribution [8].

Lastly empirical models attempt to model path-loss as following a series of equations

based on real channel measurements. The most widely used of which include the

Stanford University Interim (SUI) [33], Hata [14] [15], and COST-231 models [34]

The above empirical models either include correction factors for operating fre-

quency or state that their applicability is limited to a specific set of frequencies.

Here we are specifically interested in studying the relationship between path-loss and

link-length. Our analysis in this regime is independent of operation frequency and
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can be combined with any frequency dependence correction model for such specific

needs. That said, the ra attenuation model is widely assumed in the literature [9] and

presented as the fundamental model for path-loss as a function of distance in many

popular texts on wireless communication [6], [8]. In the empirical models above an

average value for a is assumed that, depending on the model, may vary as a function

of environment type and antenna heights.

Here we want to first ask under what channel conditions, e.g. link lengths, envi-

ronments, is the r' attenuation model an accurate representation of reality? Instead

of just assuming an ra relationship and utilizing a parameter value for a that meets

some criteria (e.g. least-squares fit) we want to study what the limitations are of the

model and how to best apply it to match real channel behavior.

Additionally, in contrast to empirical models which assume a fixed path-loss coef-

ficient for a given environment type, we want to study the stationarity of the model.

The attenuation model is parameterized by a single parameter, a. Model stationarity

is then defined as the stability of the path-loss coefficient a over localized propagation

environments.

Under non-stationary conditions where a does vary under similar environment

types we would like to ask what are the key physical characteristics of the environment

that affect a? Given this characterization, can we predict a by observing these

physical attributes? Are there simple physical models that predict a? This will help

us to understand if we can relax the amount of information required in ray-tracing

methods while retaining much of their predictive power. Additionally we look at

the applicability of stochastic based models where such predictive capability is not

available.

Lastly we divide our link study into two operating regimes, namely: ground-

to-ground and air-to-ground. We claim that the majority of wireless applications

fall clearly into one of these two categories and given the difference in the physical

propagation mechanisms between the two, as explained in the next sections, it is best

to study each separately.
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6.2 Measurement Campaign and Setup

To facilitate our study we designed the following measurement campaign and system

setup for collecting the appropriate wireless channel data.

1. Transmitter

(a) Antenna Element: One 8dBi dipole

(b) Antenna Polarization: Vertical

Figure 6-1: The mobile transmitter setup for Ground-To-Ground propagation exper-
iments: Signal generation electronics housed in car interior; Roof-Mounted antenna

(c) Mounting: Electronics housed in Saturn ION, with antenna mounted

several feet above the roof of the vehicle. See Figure 6-1

2. Receiver

(a) Antenna Elements: Eight 8dBi dipoles

(b) Antenna Polarizations: Vertical (All 8)
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2A (10 in.)
3dBi
v: Vertical

Figure 6-2: Receiver mounted to van - Front view and GPS receiver

(c) Antenna Array: Each element spaced by more than several wavelengths

so as to obtain independent channel measurements. See Figure 6-3

(d) Mounting: System installed in van with receiver mounted to the roof of

the van. See Figures 6-2, 6-4, and 6-5.

3. Measurement Procedure: Car housing transmitter parked and left station-

ary. Van housing receiver takes measurements around environment local to the

transmitter. Van is stationary for each channel snapshot measurement.

4. Environments: MIT Campus and parts of Cambridge between MIT and Har-

vard. See Figure 6-6.

6.3 Performance and Stability of the r' Model

Our first research objective was to test the performance and stability of the r~ path-

loss model. In this study we found that the path-loss coefficient, a, can change

dramatically between environments even in cases where they are physically adjacent
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Each antenna spaced by more
than 2 wavelengths

(1 wavelength = 5 inches)

*)

*i
N:

2 16 in

Figure 6-3: Receiving Array Topology

to one another. Figure 6-7 illustrates this non-stationary behavior of a by displaying

a scatter plot of power received (dBm) versus link length (on a dB scale relative to

one meter) over a typical residential neighborhood.

This data was collected over a radius of several city blocks. The transmitter

remained in the same (single) location for the duration of the experiment while the

receiver traversed the neighboring streets local to the transmitter location. Here

we see a large variance in the relationship between received power and distance as

different sections of the neighborhood are reached. This suggests that assuming a

specific value for a for a particular environment and set of antenna heights, as is

done in the popular empirical models, can lead to large miscalculations. For link

lengths of this size (< 1km) this is not surprising as the attenuation is dominated

by a few objects in the environment. In such an environment it is common for the

number of objects between transmitter and receiver to vary significantly as a function

of direction, leading to such fading behavior.

Given this result it is of interest to consider instead path-loss over smaller station-

ary regions individually. Here by stationary region we are referring to a subregion of

the environment where the path-loss is relatively constant. With this approach we

can then compare the path-loss coefficient, a, between stationary regions and develop
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Figure 6-4: Receiver mounted to van - Rear view

physical models for path-loss based on the variation in physical characteristics among

regions.

Here we have taken such an approach. The first step is to define a stationary

region. In urban areas a single street with homogeneous physical features along its

length is a typical environment. To explore the relationship between path-loss and the

physical characteristics of such environments, several streets in the MIT and greater

Cambridge area were chosen as measurement locations. At each site the transmitter

was parked around a corner so that any energy entering the street was forced to

do so indirectly by reflecting or scattering from objects in the environment. Given

this setup the van housing the receiver was driven down each street with channel

snapshots taken at regular intervals. Figures 6-8, 6-9, and 6-10 display measurements

taken at three representative street locations.

These figures display the power received as a function of distance (on a dB scale).

As displayed in each figure, the path-loss coefficient for each environment was esti-

mated as the least squares linear regression fit to each scatter plot. The calculated
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Figure 6-5: Receiver control from van interior.

a's in the environments measured were in the range of 2 to 5. Here we see that the

ra model is quite good for sub-kilometer link lengths when the region is physically

homogeneous. However, when used outside of this context the model will likely be

quite inaccurate as seen in Figure 6-7.

6.4 Predicting a from the Environment

In Section 6.3 we showed that the r' model performs well when restricted to physically

homogeneous sub-regions of the environment. Given this it would be beneficial if we

could predict a for a particular sub-region based on a partial description of its physical

characteristics. If prediction is possible then we can use this as a basis for path-loss

models.

To test the predictive utility of environmental parameters we return to our data set

collected along streets in Cambridge and MIT. Physically the streets can be thought

of as behaving as a lossy waveguide for the multipath components (MPCs) between

transmitter and receiver. As the receiver moves down the street the signals must
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Figure 6-6: Measurement Environments

reflect and scatter off the buildings lining the street in order to reach the receiver. A

natural physical parameter for predicting path-loss then would be one that captures

the quality of this waveguide. Here we consider two metrics that are based on the

amount of gaps along the street. Specifically we define the following function for

points x along the street,

0 if both sides of street at point x contain buildings

Gap(x) = 1 if exactly one side of the street at point x contains a building

2 if neither side contains a building

where the depth of a building (distance from street to front building surface) must

be close (on the order of 10 meters) to the average building depth for that street

to be considered in the above calculation, i.e. if a building sits far back from the

street relative to the other buildings along the street then it is considered as being a

gap. Figures 6-11 and 6-12 display satellite imagery of two example streets and their

corresponding evaluations of Gap(x). The two metrics we consider are,
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Figure 6-9: Path-Loss over single street Figure 6-10: Path-Loss over single street

P 1 = Average gap percentage along each side of street

1 fend

=1 e Gap(x)dx2|start - end| z=ltart
P2 = Percentage of points along the street with gap on at least one side of the street

1 end1 I(Gap(x) > O)dx
Istart - endl Jx=start

I(Gap(x)>)= 1 if Gap(x) > 0
0 else

To test the utility of these two metrics in estimating the path-loss coefficient a we

have constructed scatter plots, see Figures 6-13 and 6-14, of a versus each utilizing
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Figure 6-11: Gap Calculation: Example Street 1

the a estimates obtained from each street.

Indeed in Figures 6-13 and 6-14 we observe a linear relationship between the path

loss coefficient a and each gap-based metric. Specifically we find linear estimators,

&1 and a 2, that predict a with rms errors of 0.47 and 0.27 respectfully,

a1 = 5.3. P1 + 1.5

62 = 3.2 -P2 + 1.5

If we estimate a utilizing both P1 and P2 the rms error is reduced to 0.22,

6 3 = 5.1 -P2 - 3.7 - P1 + 1.6

Here we note that the estimator based on P2 tends to perform better. Specifically
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Figure 6-12: Gap Calculation: Example Street 2

this should be the case in streets where there is disproportionate number of gaps on

a single side the street. In the extreme case where there are buildings lining only

one side of the street and there are no gaps, the metric P1 will be only 0.5 but the

attenuation will be high. The metric P1 does have utility, as seen in the reduced rms

error of the joint estimator, given that in streets where gaps on each side of the street

are independent P2 may overestimate the gap effect. In an extreme case if each side

contains a gap if and only if the other does not the metric P2 will be 0 however 50

percent of the street will be lined with buildings.

6.4.1 Environmental Constant

A more complete model for power attenuation includes a constant factor C, often

referred to as the environmental constant,

P Pt
Pr = C(•-)
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where Pr refers to the average power received at a distance of r given a transmit power

of Pt. This factor accounts for fixed power losses due to specific qualities pertaining to

the environment. In practice its value can vary widely depending on the environment.

In the context of our street propagation environments we can attribute this factor C

to the fixed loss associated with propagating around a corner. We can approximate

this factor as,

C = Pt - 2̂ [dB]

where Pt is the field strength at 1 meter from the transmitter and 62 is the regression

intercept of power received on link-length (1),

Pr = &- 10 loglo(l) + 6 2

Utilizing the approximation of Pt = 30dBm for our system we found C to have mean

27dBm and standard deviation 19dBm. A better approximation takes into account

the fact that the propagation before the corner is Line-Of-Sight (LOS) for these
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measurements and corrects for this by estimating C as,

S= Pt - 2 + ( - 2)- Lc [dB]

where L, is the distance (dB over 1 meter) between the transmitter and the furthest

point down the street that still contains LOS with the transmitter. Here a correction

is added that approximates the attenuation over this first portion of the link as having

an alpha of 2. Using this new estimator for C we found a mean of 43 dBm and standard

deviation of 5.6dBm. Here note that the corner losses are much more consistent with

one another using this new estimator as any deviations due to individual a's and

distance to corners (L,) have been removed. It is also of note that two streets within

this calculation had corner losses approximately 10dB higher than the average for

the rest of the data set (removing them brings the mean to 40dBm and standard

deviation to 2dBm). An interesting feature that stands out with these two streets is

that they are the only streets in which the buildings near the corner are constructed

primarily with wood (residential houses). In contrast the other streets had buildings

made mostly of brick and concrete block. This suggests that a further study on corner
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losses looking at features such as building material and building geometry may yield

a multi-factor model that improves the prediction accuracy for corner loss.

6.4.2 Polarization

As a final remark we now briefly discuss some preliminary results from the polarization

experiments we have conducted. In these experiments we returned to the street

environments studied previously and again considered the NLOS around-the-corner

channel. Three street locations were included and the channels between different

polarization combinations at transmitter and receiver were measured. Both vertical

and horizontal polarizations were observed, where the horizontal polarization was

orthogonal to the street traversed by the receiver. At the transmitter both vertical

and horizontal polarizations were measured, where the horizontal polarization was

mounted such that energy was directed optimally for entering the street containing

the receiver. The first observation of note is that each channel (h-to-h, v-to-v, h-to-v,

v-to-h) had approximately the same power (within 5dB of each other) at a point along

the street immediately after the corner. We can interpret this as meaning that the

horizontal and vertical channels couple quickly while propagating around the corner.

Additionally the stronger of the two channels (h-to-h vs. v-to-v) at this street point

varied with each being approximately 5dB stronger in one street and about the same

in the third. In addition the a's were calculated for each channel and were found

to vary across polarization by as much as 1 over a single street. However, again

the more strongly attenuated channel was found to change from street to street. In

short, by adding more streets to the data set we may be able to build models utilizing

environmental features to predict this behavior.
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6.5 Path-Loss Model: Ground-To-Ground Propa-

gation

Here we present a path-loss model for ground-to-ground communication over short

link lengths (sub-kilometer) based on the measurements and propagation results pre-

sented in Sections 6.3 and 6.4.

Model Assumptions

1. Stationary Regions: The first assumption of the model is that the propaga-

tion environment over which the communication is taking place can be broken

into stationary regions. We define a stationary region as a region of the en-

vironment in which signal power attenuates at approximately a constant rate

with respect to distance, i.e. a constant a. Physically this refers to a region

of the environment that is homogeneous with respect to those environmental

characteristics that dominate power attenuation. This behavior was observed

in street environments.

2. Boundary Loss: The second assumption of the model is that there is a fixed

power loss incurred by moving from one stationary region to an adjacent sta-

tionary region that is dependent on the physical nature of the boundary.

3. Dominate Paths: The final assumption is that power received over short link

lengths (sub-kilometer) is dominated by a small number (typically 1 or 2) of

physical paths between transmitter and receiver, each of which may comprise

of numerous multipath components (MPCs). The justification for which is that

over short ground links the signal must traverse over only a small number of

stationary regions in order to propagate from transmitter to receiver. Given

this, any physical path that requires traversing an additional stationary region

or boundary is quickly much weaker than those paths that traverse a minimal

number of such features. Such behavior was observed in our street experi-

ments. In these experiments physical propagation paths included traversing
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several "corners", meaning that the signal had to propagate around several cor-

ners in order to reach the receiver. Each of which is considered as crossing a

boundary between one stationary region to another. When comparing power

received between links of the same length but with varying number of corners

we consistently found that those links with the higher number of corners tens

of dB weaker.

Link Attenuation Calculation: Street Model Example

We now illustrate how to calculate the power attenuation over an arbitrary commu-

nication link utilizing our model. In particular we will illustrate this point by taking

the example of the street environment.

1. Determine Dominant Physical Paths: The first step in utilizing our model

is to identify those physical paths in the environment that will dominate the

power received at the receiver. Recalling our previous discussion, it will be

common in short link lengths for the number of such paths to be limited to

one or two. In particular for street environments we found these to be the

paths between transmitter and receiver that require maneuvering the smallest

number of corners. Figure 6-15 displays an example of a communication link

in a representative street environment. Here the transmitter and receiver are

separated by approximately five blocks which for sub-kilometer links is at the

upper-end with respect to block separation. Here we see that a single one-corner

physical path dominates the communication link given that all alternative paths

require the propagation around at least two additional corners. This single

physical path though is in general composed of many individual MPCs created

by the scattering environment.

2. Stationary Region Partitioning: The second step is to break the dominant

physical propagation paths into stationary regions. Recall that in general a

stationary region is defined as a region a long the propagation path in which

the path-loss is relatively constant. In the case of a street environment we
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Figure 6-15: Identifying the dominant physical paths

observed that the streets themselves are good candidates for stationary regions.

Returning to our example street scenario in Figure 6-16 we see that the dominate

physical path can be broken into three distinct stationary sections. Here we see

that individual streets correspond to distinct stationary regions as supported by

our empirical results. Additionally in this case we illustrate how a single street

may be broken into several stationary sections as the propagation environment,

here building density, varies along the street.

3. Stability region path-loss estimation The third step is to estimate the

path-loss coefficient, a, associated with each stability region. Recalling our

measurement analysis in Section 6.4 we found that simple physical models can

be used to predict a with good accuracy. In particular for street environments

we found that a single environmental parameter, building density along the

street, can be used to carry out this estimation. Specifically this came in the

form of a linear predictor mapping building density to path-loss. Specifically,

a3 = 5.1. P2 - 3.7- P1 + 1.6

where P1 and P2 are gap-based metrics defined in Section 6.4.
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Figure 6-16: Partitioning dominate paths into stationary regions

4. Boundary loss calculation: The fourth step is to estimate the losses accrued

from propagation across stationary region boundaries. The most promising

strategy for accomplishing this is to categorize the boundaries according to

their physical structure. Returning to the example of the street environment

we can classify such boundaries as being either corners or street transitions

where the latter refers to a point a long the street where the building density

changes. In Figure 6-16 we see that the boundary between regions 1 and 2 falls

in the corner category whereas the boundary between regions 2 and 3 is a street

transition. For a street transition we can reasonably assume that no additional

power loss is incurred as the propagation mechanisms remain the same. In the

case of corner boundaries we can use several different methods to estimate the

power loss. We can deterministically estimate the loss by geometric/ray tracing

methods or actually take measurements to find the average loss incurred per

corner. As stated in Section 6.4.1 we observed an average loss of approximately

43dB with standard deviation 5.3dB.

5. Calculating Aggregate Loss: Finally we can calculate the power received

Pr (average), at the opposite link end as the superposition of average power
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obtained from the dominant physical propagation paths,

K

Pr= Pi
i=l

where Pi is the average power received from the ith of K dominant physical

propagation paths. Note that this relationship is additive given the linearity of

the mean operator and the fact that we are considering here the average power

received. The average received power due to each propagation path then can

be calculated as,

R R-1

log(P,) = log(Pt) - (Z log(d' )) - ( bj,j+,)
j=1 j=1

The first term in this formulation, Pt, refers to the power at the transmitter.

The second term is a summation of the power attenuation over the R stationary

regions of the propagation path. The power attenuation due to jth region is

approximated as the propagation distance across that region, dj, taken to the

aj power. Here aj is the path-loss coefficient corresponding to the jth stationary

region of the propagation path. The final term represents the summation over

the fixed power losses due to crossing the R-1 boundaries between adjacent

stationary regions. Here bj,j+l represents the power loss (dBm) incurred from

crossing the boundary between the jth and j + 1s t stationary region. Again

these boundary losses can vary from 0 to tens of dB depending of the physics

of the boundary, as illustrated in the previous example.

6.5.1 Performance

We now consider the performance of this model as compared to traditional empirical

models within the framework of street environments. To do this we have developed a

simulation that utilizes a set of assumptions that is consistent with our measurements.

Specifically we assume the following distributions for the path-loss coefficient (a) and
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corner loss (b)l,

U~ (2,5)

b -, N(43,5.6) [dBm]

In addition we assume the distribution of our a estimator to be,

& = a + N(0,0.22)

For a single-corner link of length d (dB over 1 meter) we then estimate the path-loss

(PL) as,

PLrmode = & d + b [dBm]

where,

b = E[b] = 43

As discussed in Section 6.1, empirical path-loss models come in the form of linear

predictors that have been trained on various macro environment types, e.g. rural vs.

suburban vs urban. For the street environment considered here, the empirical model

would utilize a single a that had been derived for its corresponding macro environment

type. We then consider comparing our model to the optimal linear predictor,

PLempirical = a* -d + b*

where for this simulation (a*, b*) = (3.5, 43). Figure 6-17 displays thee results of this

simulation. Here we see a 10dB advantage (rms error) in predicting path-loss for our

model when compared to the optimal linear estimator over link lengths as short as

100 meters.
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Figure 6-17: Performance Comparison between Path-Loss model and optimal linear
(empirical) model

6.6 Air-To-Ground Links

An Air-To-Ground link is defined as a communication link in which one link end is

situated at a much higher elevation than the other, with links being both Line-Of-

Sight (LOS) and NLOS. This typically comes in the form of one link end at ground

level and the other mounted to a tower that rises well above the other objects in the

environment. This type of system topology can be found in cell phone and other base

station centered networks where mobility is necessary for at most one link end. Here

we study separately this class of links, as the physical propagation is quite different

than that of ground-to-ground links. Specifically the scattering environment local to

the ground node tends to dominate the channel as opposed to the entire scattering

environment between transmitter and receiver in the ground-to-ground case.

6.6.1 Measurement Campaign

In order to better understand the realized behavior of such propagation environments

we carried out the following measurement campaign.
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1. Transmitter

(a) Antenna Element: One 8dBi dipole

(b) Antenna Polarization: Vertical

Figure 6-18: View from atop Green Building.

(c) Mounting: The transmitter system was mounted on the roof of the Green

Building at MIT campus. The Green Building is the tallest building in

Cambridge, with a height of approximately 300 feet. See Figures 6-18 and

6-19.

2. Receiver

(a) Antenna Elements: Eight 8dBi dipoles

(b) Antenna Polarizations: Vertical

(c) Antenna Array: Each element spaced by more than several wavelengths

so as to obtain independent channel measurements.

(d) Mounting: System installed in van with receiver mounted to the roof of

the van.
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Figure 6-19: Transmitter electronics housing on top of Green Building

3. Measurement Setup: The van housing the receiver was driven over a large

portion of Cambridge with snapshots taken over a diverse set of physical loca-

tions. See Figure 6-20.

4. Environments: Cambridge, MA

6.6.2 Experiments and Analysis

Here again we want to study the relationship between link length and power atten-

uation. In order to do this we carried out the measurement campaign described in

Section 6.6.1 which resulted in the collection of a large and diverse set of air-to-ground

channel measurements. Figure 6-20 displays an overhead view of the measured links

where the fixed transmitter location atop the Green building is marked by a red T.

Each marker corresponds to a single receiver position over which the channel between

transmitter and receiver was measured across eight independent receiver channels.

Here we can see the diversity of physical scenarios measured as many different neigh-

borhoods were included in the data set. Given this collection of channel data we

investigated the link-length, power attenuation relationship. Figure 6-21 displays a
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Figure 6-20: The Green Building measurements: Each measurement location is
marked by a blue marker.

scatter plot of link-length in dB (relative to 1 meter) versus power received (dBm)

for each channel measurement from the data set. Here we observe that the power

received tends to decrease for longer link lengths. In order to measure this relation-

ship we have performed a linear regression representing the best linear relationship

between the two parameters. The resulting best fit line is displayed in Figure 6-21 in

red and was found to have a slope of 1.9 which means that power received decreases

approximately proportional to the link length squared on average. By inspection we

can see that there are non-trivial deviations from this best-fit line suggesting that

there exist additional factors beyond link length that play an important role in de-

termining path-loss for these link types. Specifically we found the standard deviation

from the best-fit line to be 8.3 dBm which is significant with respect to link capacity.

This phenomenon is additionally observable from the GPS image in Figure 6-20. Here

each receiver position is color-coded according to the average power received across
each receive channel. By inspection we see that the power attenuation is directionally

biased giving rise to these deviations from the mean.
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Figure 6-21: Air-To-Ground links: Relationship between link length and power re-
ceived

6.6.3 Path-Loss Model: Air-To-Ground Propagation

We now consider the physics of air-to-ground links, its relationship to our empirical

results, and show how this forms the basis for a path-loss model for air-to-ground

communications. For an air-to-ground system we claim that a particular propagation

path between transmitter and receiver can be generally broken into two segments. As

illustrated in Figure 6-22, the physical propagation path for air-to-ground links is di-

vided into two sections corresponding to the segments above and below the scattering

line of the environment. The scattering line is defined as the height of the scatterers

local to the ground end of the link. In our measurement environment this was domi-

nated by local building heights and a few trees. The first segment of the propagation

path is not obstructed by scatterers and involves Line-Of-Sight (LOS) propagation.

The propagation path then enters the second segment as it crosses the scattering line

local to the receiver. Here scatters form a potentially rich multipath environment

for the final leg of the propagation. Note that local scatters will with high probabil-

ity dominate the channel as most energy will generally be reflected back up towards
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Figure 6-22: Air-To-Ground Links: Two segment model

the sky. Any residual energy scattered parallel to the ground will experience high

attenuation, as observed in the ground-to-ground analysis.

We now compare our experimental results with this physical model of air-to-

ground propagation. Recall our experimental result that power attenuation was on

average proportional to the link length squared. In addition we found that in practice

a particular channel can deviate from this relationship by a nontrivial amount, tens

of dBm. Now consider the tower propagation model introduced above. The first

segment of the propagation path (LOS) will in general dominate the length of the

link. This is due to the dominance of the local scattering environment on the channel.

With this in mind we can break the attenuation of a particular signal path into two

categories corresponding to the two path segments. The first path segment is not

obstructed by scatterers so that its attenuation can be predicted accurately using the

LOS alpha-distance attenuation model, where for LOS alpha can be approximated as

2. With the length of the second path segment being small relative to the first, the

attenuation due to propagation along the second segment will be dominated by its
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scattering environment. Formally we can express the relationship between the power

received Pr, and transmitted power Pt as,

log(Pr) = log(Pt) - 2 - log d - N

where d is the propagation length of the first segment and N is the attenuation due to

scatterers in the second segment. In this formulation N is the only nondeterministic

parameter. We can rewrite this formulation to obtain,

log(Pr) = log(Pt) - E[N] - 2 - log(d) - (N - E[N])

= C - 2 - log(d) - N

where the parameter N is zero-mean and is referred to as the excess loss. In Figure

6-21 the excess loss of a particular channel can be observed as the deviation from

the regression line of best fit. By inspection we can see that the excess loss N is

uncorrelated with the link length d. Our experimental observations then agree with

this model formulation as the calculated regression slope of 1.9 closely matches the

slope of 2 predicted by the model.

6.6.4 Excess Loss Model

We now analyze the behavior of the excess loss parameter of the air-to-ground atten-

uation model experimentally validated above. Figure 6-23 displays a histogram of the

excess loss parameter taken from our tower data set. Recall that the excess loss is cal-

culated for each data point according to its deviation from the best fit regression line.

Here we observe a gaussian like distribution for this parameter. Physically excess loss

within the context of our tower model is derived from the scattering mechanisms along

the second section of the propagation path. One can consider the excess attenuation

of a particular signal path then as being due to multiple independent interactions with

various objects along the path. The central limit theorem then predicts a gaussian

distribution for the log of the power attenuation which is supported by our empirical
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Figure 6-23: Excess Loss of Air-to-Ground Links

result. Given this match of theory and observation, the use of a gaussian distribution

for the excess loss parameter, 1N, of our tower attenuation model is well supported.

The last component to fully describing this model then is choosing a proper value for

the variance of this gaussian distribution. In our measurements we found the standard

deviation of the excess loss to be 8.3 dB which serves as a good value for urban and

residential environments. However one would expect this value to be much smaller

in less densely populated areas where trees and LOS propagation are relatively more

dominant.

Lastly we mention the log-normal fading model [8], which is a description for

the shadowing characteristics of wireless communication. Here the same physical

arguments as utilized above are argued to predict a log-normal distribution for the

power received in such a communication regime. In a ground-to-ground regime the

dominant propagation paths are typically influenced by more scattering objects over

longer path lengths so that one would expect the fading characteristics to converge

more quickly to a gaussian distribution. However our observation in air-to-ground

regimes, where fewer local objects are dominant, that fading behavior converges to a
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gaussian-like distribution helps validate the log-normal shadowing model.
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Chapter 7

Frequency/ Mult ipath

Characteristics

7.1 Background

Understanding the small-scale fading behavior of the wireless channel is an impor-

tant component to system design. In particular in Orthogonal Frequency Division

Multiplexing (OFDM) systems it is a direct indicator of the appropriate bandwidth

allocation for each sub-channel. In the context of MIMO it determines the spatial

coding rate in the frequency domain and is an indicator of the computational com-

plexity of such systems. Having good models then for this channel behavior is again

crucial for optimal signal and system design.

Modeling of channel multipath structure typically comes in one of two forms,

namely: stochastic or deterministic. Similar to path-loss, multipath deterministic

modeling is carried out by utilizing ray-tracing techniques [30], [32] where a large

amount of information about the propagation environment is required. In the stochas-

tic domain however, small-scale fading is most often modeled as either Rayleigh or

Rician [8], [6]. Here it is assumed that the magnitude of the channel over a narrow

bandwidth, having been normalized for large-scale fading/shadowing, has a Rayleigh

or Rician distribution. More specifically it is assumed to be Rayleigh for Non-Line-

Of-Sight (NLOS) links and Rician in the LOS case. Even with the ubiquity of these
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models there is relatively little empirical work that validates their use. Both [10] and

[11] each reported NLOS channel data as approximately fitting the Rayleigh distri-

bution in their indoor experiments. However we are not aware of any work that has

taken a comprehensive look at the accuracy of the Rayleigh fading model in outdoor

environments.
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In addition to the fading distribution induced by multipath environments the

coherence bandwidth and equivalently delay-spread of the channel quantifies the level

of multipath in the channel. Having a model that predicts these parameters based on

a partial environmental/link description, as opposed to the full description required

by ray tracing techniques, would allow us to efficiently predict the channel multipath.

References [12] and [13] reported some linear correlation between link-length and these

channel parameters for indoor environments. Here we test for correlation between

multipath and link-length in both outdoor link regimes. Additionally we test for

any other environmental parameters that maybe be used in predicting the multipath

behavior of the channel.
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7.2 Small-Scale Fading Distribution

In this section we explore experimentally the fading distribution induced by multipath

environments. Here we specifically concentrate on fading in the frequency domain.

The most common model for predicting this behavior is the Rayleigh fading model.

In this model it is assumed that the instantaneous narrowband channel, h, has a

zero-mean circular symmetric complex gaussian distribution,

h ~ CA(0, a2)

Physically this model is derived from the notion that in rich multipath environments

the channel, h, is comprised of the superposition of many independent propagation

paths. The gaussian distribution then follows from the central limit theorem. Conse-

quently the channel amplitude and phase are modeled as having Rayleigh and uniform

distributions respectfully,

IhI -~ 2 exp •a, hI > 0

1
Lh -, 0 < Lh < 27r

2r

In the case of a single dominant multipath component (MPC) the channel is more

accurately modeled as having non-zero mean,

h - CKI(ho, a 2)

where hoEC denotes the channel response of the dominant MPC. In this case the

channel fading takes on a Rician distribution. The Rayleigh distribution is then a

special case of the Rician for ho = 0.

Here we compare the empirical fading distributions of our channel data over a

variety of environments to the Rayleigh and Rician models. To do this we utilize the

data sets collected in Section 6 from both link operating regimes. The first set of envi-

ronments were in the ground-to-ground regime and included typical urban/suburban
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environments such as city streets, parking lots, alleys, and residential neighborhoods.

Each of the snapshots included only NLOS channel conditions matching the assump-

tions of the Rayleigh model.

In order to test the performance of these fading models each snapshot had to be

normalized in such a way as to remove the affect of large-scale fading, i.e. path-loss due

to link-length and shadowing. In order to do this each set of snapshots (across receiver

channel and frequency) corresponding to a single transmitter/receiver location were

individually normalized removing any large-scale affects,

hr,t,f,n
hr,tFn =- h,

T F N 2

t=1 f=1 n=1

where each channel snapshot realization h,t, f,n has been normalized by the average

power across T (; 10) snapshots, F (300) frequencies, and N (8) receive antennas.

For each data set we measure the performance of both fading models as the difference

between observed and predicted fading distributions,

Error (E) Ife(x) - fr(x, K)12 . f() dx

where fe(x) and f,(x, K) denote the empirical and rician (K=0 for rayleigh) distribu-

tions respectfully. The rician distribution however is a function of the ratio between

the fixed and random component (K-factor, see Section 8.3), making it necessary to

estimate this parameter when carrying out distribution analysis. To estimate the

K-factor implied by the data we utilize a standard moment-based estimator [36],

-2p2 + 14 /Z2 * 2/ 2K 2± R T 2
22

P12 - J14

r=1 t=1
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r=1 t=l

Table 7.1 displays the results of this analysis applied to nine different environments.

Similarly Table 7.2 contains the results applied to the aggregate set of ground-to-

ground data stratified into 4 sets of link lengths. Additionally the empirical fading

distributions of 6 examples from this set of data are displayed figures 7-2, 7-3, and,

7-4 along with their Rayleigh and Rician counterparts.

Table 7.1: Rayleigh and Rician Fading Model Performance: By Environment
Environment Type
Alley
Campus Street
Alley
Campus Street
Air-to-Ground
Parking Lot
Residential
Residential
Residential

10 loglo(Erican)
-31
-33
-33
-39
-30
-35
-33
-32
-33

10 loglo(Erayleigh)
-28
-31
-24
-29
-20
-35
-34
-31
-28

Table 7.2: Rayleigh and Rician Fading Model Performance: By Link Length
Link Length K 10 logo(Erician) 10 log10 o(Erayleigh)
50-100m 0.5 -33 -31
100-200m 0.2 -36 -38
200-400m 0.1 -34 -34

400m 0.1 -37 -36

By inspection of these tables and figures we see that the Rayleigh and Rician

distributions are quite accurate in modeling the realized small-scale fading behavior

of the channel. While the Rician distribution is in general slightly more accurate than

the Rayleigh, the difference is not large enough to warrant the added complexity of

the Rician model. Specifically the estimated K-factors (see tables) are all small (<

1) which suggests that the Rayleigh fading model is a good model for outdoor NLOS

channels and link lengths as short as tens of meters. The data set that diverges most
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Figure 7-2: Small-Scale fading distribution across four example environments.

from this fading model is the set comprised of air-to-ground links. The K-factor of this

set (K=I), while still fairly small, is most likely due to the presence of Line-Of-Sight

links mixed into this data set.

7.3 Predicting Multipath Structure

Recalling the path-loss experiments of Chapter 6, we were able to justify experimen-

tally simple environmental models as tools for accurately predicting a utilizing only

a few environmental parameters. That said, it would also be beneficial to be able

to do the same for the multipath structure of the channel. Specifically we would

like to reduce the complexity of this structure into a model that captures the im-

portant features, e.g. fade duration and coherence bandwidth, yet depends on a
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Figure 7-3: Small-scale fading distribution:
Short links

Figure 7-4: Small-scale fading distribution:
Long links

small number of parameters that are easily measured. Figure 7-5 displays a scatter

plot of 5dB coherence bandwidth (averaged across each snapshot) versus link length.

Here we observe that as link-length increases, the coherence bandwidth correspond-

ingly decreases on average. Figure 7-6 displays the same calculations taken over the

air-to-ground channel data. In 7-6 we see no such systematic relationship between

link-length and multipath structure. This suggests that there are additional environ-

mental factors that drive this behavior. These observations support the theory that

systematic relationships exist between multipath structure and the environment and

motivate the model which we now introduce.

7.4 Multipath Model: Description

Here we introduce a model for multipath structure and derive a distribution for the

delay-spread (and equivalently coherence bandwidth) of the channel. Recall that in a

rich scattering environment a superposition of multipath components (MPCs) arrive

at the receiver forming a channel response. The delay-spread of the channel is then

defined (as a function of a threshold C) as the difference in propagation path lengths

between the first MPC to arrive and the last with power of at least (1/C) times the
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Figure 7-5: Coherence Bandwidth vs. Link Length: Ground-to-Ground Links

power of the first. Formally let us define the following arrival process,

1 if 3 a MPC with propagation length do + x, s.t. Ihx 2 > -h 12,x > 0

0 else

where Ihx 2 is the squared amplitude of the MPC that arrives with propagation path

length do + x meters, if it exists, and do is the propagation path-length of the first

MPC to arrive. An arrival of the process X(x) then corresponds to the arrival of

a multipath component that is strong enough to be considered in the delay-spread

calculation. If we assume that the arrivals of MPCs at non-overlapping intervals of

time can be reasonably modeled as independent, we can model X(x) as a poisson

process. Now consider the rate of this process, A. For every MPC that arrives at the

receiver it is only considered an arrival of X(x) if it meets the power threshold. This

leads to:

A=q-Pc
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Figure 7-6: Coherence Bandwidth vs. Link Length: Air-to-Ground Links

where q (MPCs/m) is the arrival rate of MPCs and Pc denotes the probability of a

MPC meeting the power threshold. To complete the distribution of X(x) we find Pc

by:
Ihol2

Pc = Pc(x) = Prob(h C)

P. (do)-" . Y=Prob( (do) do+ 2
P.-(do) a-.(+ . )Y( do Y

where P is the transmit power, a is the path-loss coefficient of the environment, / is

the decay rate of the MPCs as a function of propagation length relative to the link-

length, and Y1,Y2 are two independent exponentially distributed random variables

with rate 1. Here 0 is a measure of the power penalty paid by MPCs for having

propagation lengths longer than the link-length. In general we would expect 0 to

be larger than a given that MPCs with longer delays tend to interact more with

scatterers along the propagation path. The exponential distribution follows from the

165

0
0

ckg
0

i I i a I



assumption that the amplitude of MPCs is Rayleigh distributed. It follows that:

Pc(x) = P(- <Y2
C ( d ))d + x

C. ( d,C do+

do + 1
where the last expression follows from the exponential distribution of Y1 and Y2.

Given this expression for Pc(x) we arrive at:

-. ( do_ + 1x) dox

MPCs
m

as the arrival rate of the non-homogeneous poisson process X(x). The CDF of the

delay spread TDS then follows as:

P(TDS 5 x) = P(X(x) has no arrivals after do + x)

= P(N(x) = 0)

where N(x) is the number of arrivals of X(x) after x meters. With X(x) distributed

as a poisson process, N(x) is poisson distributed with,

AN(X) = A(x) . dx

so that,

P(7DS < x) = exp - IN(x)

giving the following distribution for the delay-spread:

frDs (x) = -a'(x) - exp- a(x)

= A(x) -exp- f XA(x).dx
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Given that A(x) is a function of C, 0, q, do, and x, the distribution for TDS is best

solved numerically for general values of P. In the case of 3 = 2, an analytical expres-

sion exists for the distribution as,

C- d . q v•c.dq.(arctan d-o+-)
f0DS (Z, = ,XpWfs(X) - d.• + (do + x) 2

The above expression was derived by utilizing the Mathematica software package to

solve the integral of Equation 7.4. However as we will see in the next section 3 is

typically much larger than 2. Additionally we note that the distribution is insensitive

to q when the arrival-rate is dense, e.g. for changes in q when q is on the order of

1 M or larger. If this is the case, which we have observed empirically in ground-

to-ground data, then the complexity of the model reduces to the single parameter

7.5 Multipath Model: Performance

Given this multipath model we now test its performance by comparing it to our

channel data. Recall that our model is parameterized by link-length (do), MPC

arrival-rate (q), and decay-rate (0). Given that the link-lengths are known, we test

performance by finding values of q and 3 that provide the best match between model

and data, quantify any differences between the two over several multipath metrics,

and then validate that these parameter values are physically plausible.

The first metric that we consider is that of Fade Width (FW), which is a measure

of the bandwidth of fades. Specifically we define FW at a frequency x, such that

Fade(x) e [L,U], as:

FW(x) = zmax - xmin

Xmax = min y
y>OjFade(x+y) = U

Xmin = max y
yOjFade(x+y) = L

where the fading level, Fade(x) [dB] (see Section 7.2), is the power received at fre-
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quency x relative to the mean attenuation for that link and [L,U] is the interval over

which the fade is defined. Specifically we consider three fading intervals: Unfaded

[-5dB, oo], Faded [-15dB, -5dB], and Deeply-Faded [-oo, -15dB].

As a first measure of model performance we have stratified our ground-to-ground

data set into overlapping subsets according to link-length,

sicSL <- liE[L - 20, L + 20], L=50,70,90,....,650

where snapshot i (si) belongs to subset SL if its link-length (4l) is within 20 meters

of L. For each subset SL we then calculate the average FW according to,

B

FWL = SL Z FW(si(j)) (7.1)
i:s8ESL j=1

by averaging over the fading widths at each frequency (B=300) of each snapshot in

SL. Similarly a set of channel snapshots (SL) was generated according to the model

(see Section 7.4) over a variety of values for the model parameters 3 and q for link

lengths centered at each value of L. The average fade width was similarly calculated

for each subset of model-generated data SL according to 7.1 to see which, if any, value

of model parameters resulted in a match between observation and model. Figure 7-7

displays the results of this experiment. Here note that the fade width decreases for

more strongly faded channels. Further we see that there is a value of 0 that results in

a close match between data and model across all fading levels with respect to average

width,

/3 = 4.3 + 0.005 -do

Here we see that the decay-rate (0) tends to increase with increasing link-length

providing an estimator for 3 in this environment with an empirical rms error of

730KHz. A physical explanation of this behavior is that the paths of first-arrival

will presumably utilize few scattering surfaces to propagate down the street, e.g.

diffraction around corner, single bounce from scatterer at head of street, while the

trailing paths will utilize the building surfaces lining the street many times over. As
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Figure 7-7: Multipath Model Performance: Average Fade Width in street links

we move down the street then the ratio of scatterer interaction between the MPCs of

first arrival and the rest tends to decrease, resulting in a higher-decay factor further

down the street.

While the results of Figure 7-7 support the validity of the model, a more complete

test considers the complete distribution of fade width as opposed to only the mean.

Our data set is not large enough to obtain distribution convergence for every set of

link lengths. However we can visually inspect the empirical distributions for those

subsets SL with the largest number of samples and compare them to the distributions

predicted by the model. Figures 7-8- 7-10 display the distributions for two link lengths

(short: 70m, long: 390m) across all three fading levels. In the figures the model

distributions have been estimated by interpolating the histogram formed from the

simulated model-driven data. Here we observe similar distribution shapes between

model and data, adding further support to the validity of the model.

We now consider the same calculation over a different type of environment. Figure

9-4 contains a gps image of a ground-to-ground environment (campus parking lot)

that contains a richer collection of scattering surfaces than the typical street environ-
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ment. Again we consider the multipath distribution, but within this rich scattering

environment at a single link length of 50 meters. Figures 7-14 and 7-15 display the

resulting histogram and corresponding model distribution with parameter values that

give the best match.

In the model we have fixed do at 50 meters and q at 1 MPCs to match the dense

arrival rate found for the 50m street data. Here we see that the histograms in Fig-

ures 7-14 and 7-8 are quite different even though they both have approximately the

same link lengths. The decay-rate (0) predicted for this environment is 2.3 which

is approximately one half of the rate of 4.7 found for the street environment of that

link length. Physically this is intuitive as this alternative environment allows single-

bounce trailing MPCs, thus reducing their expected attenuation relative to the MPC

of first-arrival.
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Chapter 8

Time/Stability Characteristics

8.1 Background and Theory

As objects within the propagation environment move, including the link-ends them-

selves, the channel response changes. This occurs as small movements of scatterers in-

troduce small propagation delays of the signal paths associated with those scatterers.

At the receiver this results in the superposition of propagation paths with different

relative phases which can result in a very different channel profile as a function of

frequency. Channel dynamics due to the movement of the link nodes themselves are

identical to the spatial characteristics of the channel which we study in Section 9.

Here we focus on channel instability due to changes in the environment for spatially

fixed link-ends.

From a system design perspective we are interested in time stability characteristics

as this behavior indicates how often we will have to refresh our estimate of the channel

for various communication protocols. Typically time characteristics are measured

according to a time coherence parameter which indicates the maximum length of

time the channel can be expected to remain stable. Channel estimate refresh rates

are then set according to this parameter in order to ensure their accuracy.
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8.2 Experiments and Analysis

Here we study the stability characteristics of the wireless channel by analyzing the

multiple-antenna data sets described in Chapter 6. Our data sets are organized as

a set of channel snapshots associated with each physical realization of transmitter

and receiver locations. Each snapshot is a 33kHz resolution estimate of a single

10MHz band measured coherently at eight antenna elements. Recalling Section 4.8.5,

the time between snapshots is approximately 300ms when sampling eight antennas

due to the time required to download snapshot buffers to the hard disk of the cpu.

In our measurement campaign we recorded 15 snapshots (a 5-second window) per

measurement location in order to study the stability of the channel. Figures 8-1

and 8-2 display examples from the data set for durations of 2.5 and 3.5 seconds

respectfully. Note that each set of snapshots is taken within 5 seconds, however

some of those snapshots do not contain packets necessary for channel estimation. See

Section 4 for more details on the nature of the collection system.

The first metric that we apply to our channel data to measure stability is the

probability that the power received over a particular channel remains stable to within

+/- XdB after at least 300ms of time has passed, which we will denote as,

P(Stability > X dB) = Prob(-XdB < 12 < XdB)
- htI2

where ho denotes the instantaneous narrow-band frequency response at the reference

time and t > 300ms. Specifically we calculate this by considering a single snapshot per

link and determining the percentage of the remaining snapshots that have a squared

amplitude within that window (+/- XdB relative to the baseline snapshot). This is

calculated over each of the 300 frequency taps (10Mhz band/33Khz resolution), 8

antennas, and L links (hundreds) to arrive at an overall result. Figure 8-3 displays

the resulting metric applied to a set of data taken from a campus parking lot (ground-

to-ground link lengths ranging from 50 to 200 meters).

Here we see that the probability of power received remaining stable to within 3dB

is approximately 90%. This suggests that the channel response remains fairly stable
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Figure 8-1: Time Evolution of the Channel: Snapshots taken from ground-to-ground

links on the order of 100 meters

even up to 5 seconds, which is quite long. However inspection of Figures 8-1 and

8-2 do not completely support a stable channel model. Specifically the channel at

frequencies with high fading (nulls) appear to be quite unstable as compared to those

with low fading. These observations suggest that there may be a strong dependency

between stability and the fading level. To test this theory we repeated the experiment

but stratified the result based on the level of small-scale fading. Recall from Section

7.2 the fading level f is quantified as the amount of power received relative to the

large-scale attenuation for that link:

f (h,,,, Ihi,j,k,m1
2

Pave

L R F T Ihr,ft2

= E =E EEEL h R, FT -T
1=1 r=1 f=1 t=1

where f(h) denotes the fading level for a particular channel realization and Pave is the
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Figure 8-2: Time Evolution of the Channel: Snapshots taken from ground-to-ground
links on the order of 100 meters

average power received over the R receivers (8), F frequencies (300), T snapshots (15),

and L link realizations at that link-length. We then compute our stability metric as a

function of fading level. Figure 8-4 displays the results of this analysis. The x-axis of

Figure 8-4 displays the fading level of the channel (relative to Pave). Here we observe

a clear relationship between stability and the level of fading. Specifically highly faded

channels (nulls) are quite unstable whereas channels with power close to the mean

(0 dB in the figure) or better experience high stability. Physically we can support

this result by considering the behavior of individual multipath components (MPCs).

Obtaining a null requires precise phasing between each of the MPCs arriving at the

receiver. Small delays in the arrival of these signal paths due to small movements

of scatterers in the environment result in relative phase perturbations between the

signal paths at each frequency.

To illustrate this point we have conducted a simulation highlighting this behav-

ior. In the simulation a narrow-band channel is constructed as the superposition of 10
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multipath components each of which is generated according to a circular symmetric

complex gaussian distribution. An additional channel is then constructed by perturb-

ing the phase of each of the original multipath components by a random phase offset

that is uniformly distributed over some tolerance, e.g. -. This simulates how the

overall channel response will change when relative delays between multipath com-

ponents are introduced by small dynamics in the environment. A large number of

simulation runs were then carried out (tens of thousands) so that a statistical distri-

bution of the stability characteristics could be constructed. Figure 8-5 displays the

results of the simulation. The phase error denotes the maximum phase offset (as a

percentage of 27r) that each MPC can take on due to delays caused by changes in

the environment. Here we see that the simulation results match our claim that faded

channels are much more sensitive to small environment-induced delays than their less

faded counterparts.

We have till now computed our stability statistics in such a way that each offset

between snapshots, whether it be 300 ms or 5 seconds, has been treated the same.

However it is additionally of interest to observe how these statistics change as a func-

tion of elapsed time. That said we have repeated the above analysis and calculated
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the statistical distributions separately for each possible snapshot offset (integer mul-

tiples of 300ms up to 5s). The results of this analysis are displayed in Figure 8-6.

Here we see that the change in the stability characteristics are relatively small as we

move from offsets of 300ms to offsets of nearly several seconds. This suggests that

high frequency (smaller than 300ms) environment dynamics dominate the stability

characteristics of the channel.

While we have analyzed the stability characteristics of the channel magnitude it is

additionally of interest to understand the associated behavior of the channel's phase.

In protocols where multiple frequency tones are utilized coherently, e.g. OFDM, it is

necessary to refresh the complete channel estimates, including phase, at a rate faster

than the stability time of the channel to ensure effective communication. Given this

motivation we have repeated the above analysis for the phase components of our

data sets. Specifically for each set of snapshots the phase is computed as the phase

relative to the strongest channel across frequency as this is presumably the most

stable reference point which to work from. Figure 8-7 displays the results of this

analysis.

Here we use the same metric as before, the probability of being stable with respect
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Figure 8-5: Channel Stability (Simulation): Stability vs. MPC phase error

to a threshold level. In this case the threshold is computed as a percentage (of 2r)

of change in the phase of the channel. Analogous to the results before the phase

stability increase with respect to decreased channel fading. However the phase of the

strong channels seems to be relatively less stable than their associated magnitudes.

Physically this can be justified by the notion that small phase offsets of the individual

multipath components are more likely to push the phase away from its previous state

than destructively combine to form nulls.

8.3 Channel Stability Model

In this section we consider the problem of modeling the time characteristics of wireless

channels based on our observations in the previous section. In the above analysis

we found that the channel is sensitive to time offsets of 300ms and that the level of

sensitivity was dependent on the fading level of the channel. In addition we found that

these stability characteristics were insensitive to additional time offsets, even as long

as 5 seconds. These observations suggest that the time characteristics of the channel

are such that it changes due to high-frequency (faster than 300ms) environmental
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dynamics but that this process is mean reverting making the channel insensitive to

longer durations.

We can support these statistical observations by means of a physical explanation.

In a completely static environment, all scattering objects that relay multipath compo-

nents (MPCs) from transmitter to receiver are completely stationary. Given this the

relative phasing between MPCs is constant and the channel response is constant over

time. However high frequency changes in the channel response correspond to high

frequency dynamics of the scattering objects in the environment. Specifically the scat-

tering objects encountered in our measurement campaigns have been predominantly

either buildings, trees, or vehicles. That said, high-frequency dynamics experienced

by these types of objects are usually caused by either the movement of trees from

the wind or vehicular traffic. Given this dynamic framework we can consider the set

of multipath components comprising the channel response to be categorized into two

regimes, namely those that are sensitive to the high-frequency environment dynamics

(tree/wind, moving vehicles, denoted set S) and those that are not (building domi-

nated, etc, denoted set U). The narrow-band channel response can then be modeled

as,
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ht = EPjt + EPjt
jeS jeU

where pj,teC denotes the complex channel response of the jth multipath component

(MPC) at time t. Here the MPCs, pj,teS, are considered to be stable over long

time lengths (in our observations at least 5 seconds). Physically we can consider

this set as those MPCs that utilize only stable core components of the scattering

environment such as buildings and immobile vehicles to propagate across the link. The

stability characteristics of these components are such that they are slowly varying,

anywhere from several seconds, minutes, to hours. The slow variation can be caused

by thermal/humidity factors or the movement of once stationary objects (parked

cars). Alternatively the MPCs, pj,teU, are such that they are unstable over very

shore time horizons (in our measurements sub 300ms). These are paths that scatter

off of trees and traverse streets with heavy traffic. The variation of paths in this

regime can be quite large in both magnitude and phase as traffic blocks/unblocks

propagation and trees move on the order of wavelengths due to wind.

Given this framework, if the scattering environment is such that the channel re-
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sponse ht is not dominated by a small number of MPCs then we can model the

response due to each subset of MPCs (S and U) as being independently gaussian

distributed (Rayleigh fading). This assumption is supported by our analysis in 7.2.

Specifically we can model this behavior as,

ht = Xs + X&

Xs ~ CAN(, as)

x ~ CAN(0, au)

where Xs and Xb denote the contributions to the channel response from the stable

and unstable MPCs respectfully. Note that XU is a function of time and can be

considered to be independent over time durations of several milliseconds. The stability
2

of the link then is determined by the ratio 0. The higher this ratio, the more stable

the channel will be on average. Note though however that even for very large values
a
2

of 4 a particular link realization is not guaranteed to be stable as the response due

to the stable paths may be highly faded.
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For a particular realization of the stable MPCs (Xs = K expj.) this model

reduces to the popular Rician fading model,

ht = K expj.O +X rK + 1 +

Xt CA (, )K+1

where the parameter K is referred to as the Rician K-Factor and quantifies the stabil-

ity of the link as the ratio of the squared magnitude of the fixed component (realization

of stable MPCs) and variance of a random component (unstable MPCs). A complete

description for our fading model in the time domain is,

ht = Xs + X

SXs ~ CN(, o,S+1
1

X& ' CN(O, 1S+1
where S, which we refer to as the S-factor, is the ratio between the average power in

the stable to unstable MPCs:
2

S= ___

In our channel measurements (as will be shown in the next section) we have observed

a non-gaussian structure (fat tails) to the fading behavior in the time domain. Physi-

cally we can justify this observation as there being a non-negligible probability of the

stable components falling in a fade.

8.3.1 Model Performance

We now test the performance of this model by comparing it to the characteristics

observed in our measurements. The model parameter S is generally non-stationary so

we stratify the data according to two degrees of freedom over which this parameter

can vary, namely: environment and link length. For each subset of the data set we
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calculate the performance of the model in predicting the realized fading characteristics

(time domain). The time-domain fading distribution of each data set is calculated

from,
hr,t

t=1

where each channel snapshot realization hr,t has been normalized by the average power

across T (. 10) snapshots, and the total number of realizations R is proportional to

the number of antennas (8), frequencies (300), and links (L) for that set. The S-factor

is then found numerically by finding the value of S that minimizes the distribution-

weighted difference between the empirical (fe(x)) and model (fr(x, S)) distributions:

Error (E) = j Ife(x)- fr(x, S) 2 . f(X) dx

Figures 8-9, 8-10, 8-11, and 8-12 display example distributions from two measurement

environments at two link lengths each. Additionally Figure 8-13 displays the perfor-

mance of the Rician fading model as applied to one of these example environments.

Note that the fading level hr,t is denoted as x in these figures.

Alley Alley
100 meter link 300 meter link

x

'S.I
.0,X
03

0 2x
n

C iA0

aota

P p

S=13.4

LA
Fading Level (x) Fading Level (x)

Figure 8-9: Model Performance: Time- Figure 8-10: Model Performance: Time-
domain fading domain fading

In these figures we see a dependence of S on both environment and link length. Ad-
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Figure 8-11: Model Performance: Time- Figure 8-12: Model Performance: Time-
domain fading domain fading

ditionally we see a close distributional match between measurements and our model.

Here we note that the empirical distributions are distinct from the Rician fading dis-

tribution as they contain fatter tails. This shape arises from the possibility that the

stable MPCs may fall in a null which is not accounted for in the standard Rician

model where the fixed component is deterministic.

We have shown the model is accurate when S is known, but as seen in Figures 8-9

and 8-12, the shape of the fading distribution is highly dependent on the parameter

S. Given this, obtaining an estimator for S will be crucial in applying the model

in practice. In ground-to-ground links we would intuitively expect the S-factor to

decrease with increased link-length given that longer links have a higher probability

of interacting with moving scatterers. To test this theory we have displayed a scatter

plot of the calculated S-factors as a function of link-length in Figure 8-14 across all

street data. Here we see a log-linear relationship between S-factor and link length

providing us with an estimator:

S = -131oglo(do) + 44 [dB]

that has an empirical rms error of 3.3dB. To test if such an estimator is available

for air-to-ground links we have displayed the same scatter plot for those links in
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Figure 8-13: Rician Model Performance (Time-domain fading): Tendency to under-
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Figure 8-15. Here we see little relationship (least-square slope = -0.08) between the

S-factor and link-length. This can be physically justified by the fact that the majority

of the link length (first segment in our air-to-ground path-loss model) is above the

scattering line of the environment which in general does not contain any moving

scatterers. Channel instability then in these links is caused by moving scatters in

the local environment of the ground link making the stability characteristics largely

independent of link-length. However note that the range of S-factors observed in

this link regime was smaller and had an empirical mean and standard deviation

of 12.7dB and 3dB respectively. We also mention the dependency of S-factor on

the environment. Table 8.1 displays the average S-factors measured over 9 different

environments. Here we note the lower S-factors present in areas of the MIT campus

(parking lots, busy streets) where there is a higher amount of traffic as compared to

environments measured in residential areas of greater Cambridge. This shows that

the environment under consideration should also factor into the estimate of S, namely

bias to the right side of the distribution for low traffic areas and vice versa in the

alternative case.
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Figure 8-14: Street Environments: Estimating S from link length

8.3.2 Note on the Stability level of Unstable Paths

We found that the unstable MPCs of the channel changed faster than the processing

rate of our system (300ms). In outdoor environments we would expect the highest

velocities to be at most 100 miles per hour, e.g. moving vehicles and wind induced

movements. With the channel having a sensitivity level on the order of half a wave-

length of the carrier frequency we would expect the highest frequency dynamics to

be influential at rates as fast as,

0.062m 0.062m
S - 1.4ms << 300ms

100m.p.h. 44.7m/s

This is consistent with our findings. Such changes are generally too fast for most

communication systems to track in any event.
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Figure 8-15: Air-To-Ground Links: Independence between S and link length

Table 8.1: Average S-factor over different environment types
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No. Type S
1 Campus Street (Main) 11.2
2 Campus Street (Vassar) 20.3
3 Air-to-Ground 22.8
4 Parking Lot (Stata) 20.1
5 Parking Lot (Main Lot) 42.7
6 Alley 100.8
7 Residential 106.0
8 Residential 89.4
9 Residential 84.2



Chapter 9

Spatial Structure

9.1 Theory

As discussed in Chapter 2, MIMO systems take advantage of orthogonal spatial sub-

channels formed in multipath environments to increase channel capacity. For a given

system and corresponding array topology, the potential utility of spatial multiplexing

is completely dependent on the spatial structure of the channel environment. Several

models have been proposed in the literature that attempt to capture the important

spatial characteristics of the MIMO channel into a simplified representation.

9.1.1 Analytical Models

Analytical MIMO channel models have been proposed as a practical alternative to

the double-directional model. These analytical models take the approach of directly

modeling the channel matrix H, often statistically, instead of modeling the details of

the underlying propagation mechanisms. The underlying assumption in this class of

models is that the propagation environment is Rayleigh fading. If this is the case

then the statistical behavior of the channel matrix, H, is completely described by its

second order statistics, i.e. the covariance matrix R of its entries.

1. Independent and Identically Distributed (IID) Model: The most sim-

plistic analytic channel model is IID model. Here it is assumed that all entries
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of the NxM channel matrix, H, are independent and identically distributed with

a circularly symmetric complex gaussian distribution, i.e. R is the identity ma-

trix. In practice this model can overestimate spatial multiplexing gain when

there exists correlation among channel matrix entries, which is often the case.

2. Kronecker Model: Assuming that the entries of the NxM channel matrix, H,

have a complex Gaussian distribution (Rayleigh fading), the distribution of the

channel matrix is completely specified by its second order statistics, i.e. the

covariance matrix, R, of its channel entries, where:

vec{H} = R. -vec{G}

Here vec{} refers to the column stacking operator (stacks columns of a matrix

into a single column vector, e.g. NxM -> NMx1), and G is an NxM iid complex

gaussian matrix. Given that there are N-M channel entries, the correspond-

ing covariance matrix, R, is of size (N-M) x (N-M). With the generally large

size of the covariance matrix, R, the Kronecker model attempts to reduce this

complexity by simplifying the structure of R. More specifically, the Kronecker

model assumes (ignoring scale) that the covariance matrix is in the form,

R= RT ® RR

where 0 denotes the Kronecker product 1 and RT, RR are the one-sided covari-

ance matrices at the transmitter and receiver respectfully defined as:

RT = E[(HHH)T]

RR = E[HHH ]

1

aiB ... almB
a21B ... a2mB

anB ... anmBf
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Here we see that the Kronecker model assumes that any correlation among

channel matrix entries can be separated into the product of the correlation con-

tributions at the receiver and transmitter [20], which is in general not physically

justifiable [17].

9.2 Background and Research Objectives

As outlined in section 9.1 there is a variety of methods for modeling the spatial struc-

ture of the wireless channel. At one extreme the Double-Directional channel model

assumes complete knowledge of the channel as a function of direction at both link

ends, delay, and polarization. Given that this level of description is in general imprac-

tical to obtain, we are focused in our research on analytical MIMO channel models.

In particular we consider the Kronecker model [20] which is the most heavily utilized

analytical model that includes spatial correlation (i.e. outside the IID domain) and

is additionally included as part of the model suite for the multiple-antenna WiFi

extension 802.11n.

Several papers [18], [19], [20] have claimed to validate this model by presenting

empirical results that support its ability to predict various channel metrics. However

the applicability of these results has been questioned in [17] for reasons including

the limited size of the arrays (2x2 in some cases) used in the measurements and

the lack of correlation in the measured channels. [35] provides measurement results

corresponding to larger array sizes and more highly correlated channels. In their

indoor experiments they found a tendency of the Kronecker model to underestimate

channel capacity. In [17] the authors present both the necessary mathematical and

propagation conditions that must hold in order for the Kronecker model to be valid.

The two necessary mathematical conditions are:

1. Mathematical Condition I: The magnitude of the correlation coefficient be-

tween any two receive (transmit) antennas is independent of the transmit (re-

ceive) antenna. i.e. E[h*khjk]= rij for any pair of receive antennas {i,j} and

transmit antenna k.
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2. Mathematical Condition II: The correlation coefficient between two chan-

nel matrix entries corresponding to distinct transmit and receive antennas is

equal to the product of their corresponding transmit and receive correlation

coefficients. i.e. E[h*khjm] = r!. tkm where i $ j # k # m

Here the authors point out that these mathematical conditions are not sufficient in

guaranteeing the validity of the Kronecker model for any array configuration in the

environment under consideration. In order for the environment to be considered, as

referred in [17], Kronecker-structured it must be that the following necessary and

sufficient propagation conditions hold,

1. Propagation Condition I: The receive (transmit) array must be composed

of elements with identical radiation patterns and orientations. Additionally the

spacing of these elements must be small, several wavelengths.

2. Propagation Condition II: The Angle-Of-Arrival (AOA) and Angle-Of-Departure

(AOD) spectrums are independent. i.e. the angle of departure (transmitter)

gives no information as to the angle of arrival (receiver) and vice versa.

Each propagation condition above implies its corresponding mathematical condition.

Given the lack of thorough performance analysis of the Kronecker model in the litera-

ture [17], our objective in this domain is to provide such analysis. In particular we are

interested in better understanding the ability of the model to predict the structure

of the channel over a variety of outdoor environments. In addition we would like to

look at the relationship between predictive performance and environment structure

and compare this result to the propagation validity conditions outlined above.

9.3 Measurement Campaign and Setup

1. Transmitter

(a) Antenna Element: One 8dBi dipole

(b) Antenna Polarization: Vertical
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Figure 9-1: The Channel Sounder mounted to a coat rack

(c) Mounting: Electronics and antenna mounted to 7-ft wooden coat rack.

Coat rack placed into wooden jig for simulating 7 transmit antenna loca-

tions. See Figures 9-1 and 9-2.

2. Receiver

(a) Antenna Elements: Seven 2-dBi dipoles, One 8-dBi dipole

(b) Antenna Polarizations: Vertical

(c) Antenna Array: Arranged in a linear, half wavelength spaced array

with a single reference antenna spaced tens of wavelengths from the other

elements. See Figure 9-3.

(d) Mounting: System installed in van with receiver mounted to the roof of

the van.
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Figure 9-2: Simulation of array at the transmit end.

3. Measurement Setup: For each measurement scenario the van housing the

receiver is parked and left stationary. For each scenario several full MIMO

channel measurements are taken. A full MIMO channel measurement consists

of seven transmitter locations along a jig that simulates a half-wavelength linear

array. Several full MIMO measurements are taken in order to gather enough

statistics for estimating the Kronecker Model parameter space.

4. Environments: Outdoor MIT Campus and residential neighborhoods in Cam-

bridge.

9.4 Analysis and Results

The purpose of this experiment is to directly measure the performance of the Kro-

necker model in approximating the true MIMO channel. Here we will define perfor-

mance as the accuracy of the model in predicting the spatial multiplexing structure

of the channel. This analysis can be broken into the following steps: channel ma-

trix construction, Rayleigh validation, stability validation, parameter estimation, and
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Figure 9-3: Receiver Array for Kronecker Performance Analysis Experiments.

performance analysis.

9.4.1 Channel Matrix Construction

The first step of the analysis is to obtain the channel matrices for each channel

configuration from the data set. A channel configuration is defined as a particular

link scenario, i.e. transmitter and receiver positions. For each configuration we have

numTaps - numPositions channel matrix realizations. Here numTaps refers to the

number of frequency taps in the channel estimation (here 300 @ 33-Khz resolution)

and numPositions is the number of full MIMO channel measurements (distinguished

by spatial offset) taken (here 7-10). For each configuration then we obtain thousands

of channel matrix realizations. However, given that the coherence bandwidth is on

average much larger than the frequency resolution of the estimator, there will be on

the order of hundreds of independent channel matrix realizations per configuration.
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9.4.2 Rayleigh Validation

The Kronecker channel model is only applicable to Rayleigh fading channels. Given

this we want to restrict our performance analysis to this domain. In the same man-

ner as Section 7.2, we compare the histogram of the channel estimates from each

configuration to the Rayleigh distribution to validate that we are operating in the

Rayleigh domain. Here we specifically restricted our measurements to Non-Line-Of-

Sight (NLOS) links to help ensure that we were operating in the Rayleigh regime.

9.4.3 Stability Validation

Each full MIMO channel measurement involves measuring the channel between the

receive array and 7 transmitter positions that simulate a 7-element transmit array.

It is necessary that the channel be stable over the duration of this measurement

(on the order of a minute) in order to ensure the accuracy of the MIMO data. To

maximize stability all measurements were taken at night to minimize activity in the

environment. In order to filter out non-stationary data several snapshots were taken

for each measurement.

9.4.4 Parameter Estimation

In order to measure the performance of the Kronecker model we must first estimate its

parameter space. The parameters of the model are the one-sided correlation matrices

among antenna elements, i.e. the transmit and receive correlation matrices.

System Model

Recall that the receiver and channel sounder of the CDCS are not synchronized so

that different time snapshots will be offset from one another by a random phase term.

This term corresponds to the random phase offset between receiver and transmitter

oscillators at the time of the snapshot. In addition given the structure of the channel

estimator there is a timing offset between channel estimates at different time snap-

shots. In the frequency domain this corresponds to a linear phase offset, so that the
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overall phase offset between channel matrices will be a function of frequency. Given

this we can model the narrowband channel matrix measurement as,

fi= H D

where,

and qi represents the random phase

O 0

02 0

0 03

S• 0

term at the ith

Estimator Definitions

An estimator for the one-sided receiver correlation matrix (K,.) can be defined as,

T1 TKrz=T M H
i=1

where fli is the ith of T channel matrix measurements. Given the virtual nature

of the transmit array, a reference antenna is necessary in estimating the one-sided

transmitter correlation matrix. The estimator is defined as,

KtX = sqrt(f)

T
1 E HH Hi

f T-N
i=1

Here HF is defined as the ith channel matrix adjusted by the reference antenna (multi-

plied by complex conjugate of reference), which we will now show provides an unbiased

and consistent estimator.
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Properties of Estimators

Both estimators can be shown to be unbiased and consistent.

1 T

i=l

where /i represents the ith of T total measurements of the MIMO channel. We can

expand this as,

i--=K = T.M HiDiDtHI

T
i=1

The (n, m)th element of this estimator is,

T
1

(Krx)n,m = T- M r, . rm
i=1

where ri,n corresponds to the nth row (nth receive antenna) of the ith channel matrix

realization. The underlying assumption is that the distribution is constant across

channel realization so that the estimator should have the following distribution,

E[r, -• rH, ] Var[ri,n rH

(K )n,m C ( M ' T

C
= CK((Krx)n,m, T)

where C is a constant. Here we see that this estimator of the receiver covariance

matrix is unbiased and consistent. Similarly we have for the transmit covariance

matrix,
T

1
Ku = T.N ZkHH

i=1
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We can expand this as,

-1 T
SKt, = N DH HH HzDz

Here the random phase component affects the estimator. Instead consider using the

first receive antenna as a reference and define,

r2

T3

rN

r 1

Tl

with H1, H2 E C(N- 1)xM. Now define,

H = H20 H

= (H2 - D) O (H - D*)

= H2OH;

Now consider the statistic,

The (n, m)h elemen of his saisic is,

The (n, m)*h element of this statistic is,

T

fn,m TN ii=N
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T

T-N t~Lfn " i,m " (tim)H " t l,n

i=1

where ti,, corresponds to the nth column (nth transmit antenna) of the ith referenced

channel matrix realization, Hi. Similarly t ,n corresponds to the channel between the

nth transmit antenna and first receive antenna (nth reference channel) of the ith chan-

nel matrix realization. In our system we place the reference antenna sufficiently far (

> several wavelengths) away such that its channel can be considered approximately

independent on average from the others leaving,

f E[t t m  E[ Var[ti,n tfm] " Var[ ti 12]

C
- f - CNV(((Ktx)n,m) 2

Then the statistic VJ converges to (Ktx)n,m with increasing sample size T.

9.4.5 Performance Analysis

Given the parameter space estimates for each link configuration we can use the Kro-

necker model to generate a set of T channel matrices {H K }T_
1 predicted for each link

by the model equation,
H 1 1A)

Hý = K_' Gi(K-t, )

where Gi is an N by M matrix whose entries have an IID complex gaussian distribu-

tion. In order to carry out performance analysis on the Kronecker model we then need

to come up with an appropriate metric for comparing the realized channel matrices,

{Hi}T= , to those predicted by the Kronecker model, {H}=IT1.

We measure the accuracy of the Kronecker model in predicting the spatial mul-

tiplexing structure of the channel with average mutual information (b/s/Hz) as our

metric. More specifically we calculate the average mutual information predicted by

the Kronecker model and compare it to that of the corresponding measured channels.

The true average (across tone and spatial realization) realized mutual information is
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calculated as,
Cv=T SNR H

Cave log2(detII+ N HjHi
i=l

where N is the size of the array (here 7), and Hi is the ith of T measured channel ma-

trix realizations. The same formulation is used to calculate the Kronecker predicted

mutual information by replacing the channel matrices {(Hi}i 1, with {Hf}T=1 .

Additionally the goal of this study is to observe how this performance analysis

varies as a function of channel environment. Recalling Section 9.2, an environment is

kronecker-structured if and only if the two propagation conditions introduced in [17]

are met. The first propagation condition holds in our measurements as the antenna

elements were of the same manufacturing line and orientated identically with half

wavelength spacing. The performance of the model should then be related to how

well the environment meets the second propagation condition, namely independence

of AOA and AOD spectrums.

In order to test this we have bisected our measurement campaign into two environ-

mental regimes. The first regime consists of around-the-corner propagation scenarios

similar to that from Chapter 6 that are dominated by single-bounce propagation

paths. The second regime includes longer link-length scenarios within residential

neighborhoods. Here the transmitter and receiver locations were on opposite sides of

a residential street block so that propagating paths were forced to traverse between

houses and trees in order to complete the link. Figures 9-4 and 9-5 display represen-

tative measurement locations from environment regimes 1 and 2 respectfully. Note

that the GPS image of Figure 9-4 includes some buildings that were removed before

measurements were taken. Given this setup approximately 30 link scenarios were

measured with approximately half belonging to each of the environment scenarios

outlined above.

Figure 9-6 displays the result of the experiment utilizing our performance metric

of mutual information at 20dB SNR. Upon inspection we see that the Kronecker

model tends to underestimate the mutual information of the MIMO channel. This

result supports the observation of underestimation within indoor environments by
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Figure 9-4: Example environment from regime 1 of kronecker measurement campaign.
Here single-bounce propagation paths dominate.

[35]. Additionally we see that this underestimation increases with decreasing channel

capacity. Specifically the model prediction has an rms error of 1.7 bits
s.Hz"

The Kronecker model specifically simplifies the structure of the channel covariance

matrix into a parameter space that can be more easily estimated. Given this, a

decrease in the sparsity of the channel correlation matrix (i.e. more high correlations)

will result in an increase in modeling error. This follows from the fact that as the

complexity of the system being modeled decreases (moves closer to the model domain)

the potential for modeling error similarly decreases. An increase in correlation among

channel matrix entries corresponds to a decrease in channel capacity, which supports

this result. In particular it supports the observation that the Kronecker modeling

error increases with decreasing channel capacity.

Environmental Dependence

Returning to Figure 9-6 we see that the scatter plot is color-coded according to

environmental regime. Recalling the previous section, our measurement campaign
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Figure 9-5: Example environment from regime 2 of kronecker measurement campaign.

centered around two link scenarios, namely:

1. Regime 1: Single-bounce dominated propagation: Around-the-corner propa-

gation.

2. Regime 2: Multi-bounce propagation: link-ends separated physically by ran-

dom scattering fields, specifically residential buildings and trees.

By inspection of Figure 9-6 we see that the kronecker model tends to be more accurate

when applied to the environments of regime 2 as opposed to regime 1. Specifically

there is a 3dB performance advantage (Single-bounce: 2.1 t rms, Multi-bounce:

1 ts rms) in this prediction when applied to environments in regime 2 as com-

pared to regime 1. Recalling the above discussion, the kronecker model assumes that

the propagation environment supports independent direction-of-arrival (DOA) and

direction-of-departure (DOD) spectrums. The regime-1 link scenarios were selected

to be biased towards single-bounce propagation. In such propagation conditions each

DOA corresponds to a single DOD which specifically violates independence. In con-
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Figure 9-6: Kronecker Model Performance Analysis

trast the link scenarios from regime 2 include propagation paths that traverse random

scattering fields. Here energy from a single DOD is potentially received at each of

the primary DOAs as propagation paths randomly split into multiple physical paths

while traversing the scattering field. Although independence is far from assured, the

more equitable distribution of energy between each DOD and the primary DOAs

make the independence assumption more plausible. This result illustrates that while

the independence assumption implied by the kronecker model typically can not be

physically justified, the approximation can in some environments be relatively accept-

able. Specifically we see that when applied to longer link-lengths with more scattering

mechanisms modeling error will tend to decrease.

Capacity Underestimation

As seen in figure 9-6 the kronecker tends to underestimate the actual mutual infor-

mation of the channel. The mutual information of the MIMO channel depends on the

singular value distribution of the channel matrix H (channel shape). To better under-
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stand the nature of the kronecker modeling error we can look at the average singular

value distribution of the actual channel data and compare it to the corresponding

distribution predicted by the kronecker model.

*

E

e

Ii3'

Singular Value Number

Figure 9-7: Kronecker model performance: channel shape

Figure 9-7 displays the singular value distribution of both the actual and kro-

necker predicted channel data from a representative link scenario. Here we see that

largest singular value from the kronecker distribution is larger than the corresponding

largest singular value of the real data. Additionally the remaining smaller eigenvalues

from the kronecker distribution are smaller than their counterparts from the actual

data set. In essence the kronecker model has estimated the channel shape to be

"steeper" than it actually is. This behavior was consistent throughout the set of link

scenarios. Recalling Section 2, mutual information increases when the channel shape

becomes flatter, i.e. equal magnitude across eigenmode/sigular value. The observa-

tion of the kronecker model steepening the channel shape is then consistent with the

underestimation of mutual information.

As demonstrated in Section 9.4.5 the modeling error arises from the channel envi-
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ronment not supporting the necessary propagation condition of independence between

DOD and DOA spectrums. To test whether violating this condition results in the

same modeling error behavior observed in our data we have performed a collection of

simulations. The simulation is carried out in the analytical domain making the com-

plete covariance matrix, R, the object of the simulation rather than the underlying

propagation mechanisms. The simulation assumes that the covariance matrix R is

comprised of a weighted average of two covariance matrices,

R= w.RK + (1- w). RN 0 <w< 1

The matrix RK is assumed to be a covariance matrix that satisfies mathematical

necessary conditions of the kronecker model namely,

RK = Rr , Rt

for some one-sided correlation structure R~, Rt at both link ends. The matrix RN

is a randomly generated matrix constrained only to be positive definite. With this

setup we can then vary the structure of the covariance matrix R from completely

constrained within the kronecker condition space (w=l) to completely unconstrained

(w=O). We can then see how the performance of the kronecker model degrades with

decreasing w.

Figure 9.4.5 displays a representative simulation for 4 values of w. For each value

we have plotted the average channel shape for a set of channels that were generated

from the actual covariance matrix R, and the corresponding shape for a set of channels

generated using the covariance matrix predicted by the kronecker model. Here we can

see how the channel shape predicted by the kronecker model perfectly matches the

actual channel shape when the covariance matrix is completely constrained within

the kronecker mathematical conditions (w= 1l). As these constraints are loosened

(decreasing w) we see the channel shape predicted by the kronecker model becomes

increasingly more steep than the actual channel shape. This matches the behavior

observed in the real channel data.
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9.5 Spatial Diversity

In section 2.4.1 diversity was discussed as an single link-end metric of the spatial

structure of the wireless channel. Multiple antenna systems use spatial diversity in

order to increase the likelihood of high data rate communication. The idea is that

each spatially offset antenna will have a distinct channel structure making it more

likely that at least one antenna will have an acceptable Signal-to-Noise to ratio.

In our field experiments we have collected a large amount of coherent multiple

antenna data where the spatial displacements between adjacent antennas is on the

order of 1-2 wavelengths. As an example of this behavior Figures 9-8, 9-9, and 9-10

display the channels at each of 6 antennas for various levels of multipath (coherence

bandwidth).

The most common method for modeling this behavior is to assume that the chan-
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Figure 9-8: Instantaneous channel response at each of 6 antennas, Example 1: High
Multipath

nel at each antenna is Rayleigh distributed and mutually independent of the channels

at the other antennas. For independence between antennas it is implicitly assumed

that the antennas are sufficiently far apart, typically at least half a wavelength. More

sophisticated models are needed for compact systems where the antennas are spaced

closer than this.

Here we wanted to test how well the above assumptions hold when applied to real

channel data. In Section 7.2 we showed that the channels at each individual antenna

are modeled accurately by the Rayleigh fading model. However we did not analyze the

relationship between antennas in this analysis. In the above Kronecker experiments

we showed that the channel response at closely spaced antennas (sub wavelength)

will in general not be independent of one another. This was observed in Figure 9-6

as the realized channel capacity of the MIMO channels observed was generally lower

than what would be present if there were complete independence between antennas.

As a further example of this behavior Figures 9-11 and 9-12 show how the structure

of the channel evolves smoothly over small spatial offsets for an outdoor and indoor

link respectfully.
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Figure 9-9: Instantaneous channel response at each of 6 antennas, Example 2:
Medium Multipath

The question under consideration in this analysis however is whether independence

can be reasonably assumed in systems where several wavelength spacing is present

between antennas.

In order to test this we consider the following metric, the probability of having a

channel with a power of at least X dB (relative to the average power for that link)

when utilizing K antennas at one link-end. Formally this can be defined as:

PD(K, X) = P( max Pi > X)
i=1,..,K

where Pi is the power in dB (normalized to the average link-power) of the ith of K

antennas. This is a useful metric for measuring spatial diversity as it characterizes

well the utility in deploying multiple antennas for use in diversity-based systems. In

the case of independence among antennas this probability measure should grow with

the number of antennas as,

PD(K,X) = 1 - (1 - PD(1,X))K
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Figure 9-10: Instantaneous channel response at each of 6 antennas, Example 3: Low
Multipath

where PD(1, X) denotes the probability that a single antenna has a power of at least

X dB which is a function of the distribution of channel. Figures 9-13 and 9-14 display

the result of applying this diversity metric (Quality of Service) for a range of power

thresholds (X) and antenna numbers (K) to a large collection of data.

The solid lines correspond to the realized value of the metric when applied to

our channel data and dashed lines correspond to the values predicted by a model

with independent Rayleigh distributed channels. Figure 9-13 corresponds to street

data while Figure 9-14 is from the rich scattering environment displayed in Figure

9-4. Here we observe a good match between the model and data suggesting that

not only is a Rayleigh model appropriate for modeling the multipath characteristics

of Non-Line-Of-Sight links but additionally we can consider the channel response

between antennas to be independent so long as they are separated by at least a

couple of wavelengths. Practically speaking, this simplifies our choice of the number

of antennas to deploy as it provides us with a simple model for assessing the number

of antennas necessary to achieve a particular quality of service (QoS) requirement in

a diversity-based system.
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Figure 9-12: Image of spatial/frequency structure of an indoor channel
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Chapter 10

Conclusions and Future Work

10.1 Conclusions

In conclusion, we have parameterized what we believe to be the important degrees

of freedom associated with wireless propagation that are relevant to wireless system

and protocol design, namely the path-loss, frequency, time stability, spatial, and

polarization structure of the wireless channel. Given this characterization we have

developed a collection of empirically tested channel models and experiments that

provide improved insight into the behavior of these propagation parameters.

Specifically we have developed a path-loss model for ground-to-ground communi-

cation over sub-kilometer link lengths that outperforms traditional empirical models

by utilizing physical micro-parameters of the environment. Specifically in street en-

vironments, which empirical models consider a single macro-environment type, we

have developed an estimator for the path-loss coefficient a that is a function of two

building-gap metrics and has an empirical rms error of 0.22 a for a ranging between

2 and 5. Here we conclude that path-loss estimates can be improved by as much as

10dB for link lengths as short as 100 meters by utilizing efficient representations of

the environment. In addition we conclude that the path-loss characteristics of air-

to-ground links are well represented by a two segment model having a Line-Of-Sight

component with a .; 2(above local building/tree scattering line) and a stochastic

component (empirically P 8dBm standard deviation) due to the variation in local
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scattering conditions at the ground link.

Additionally we have carried out robust analysis of the Rayleigh fading model

by measuring the fade distribution (frequency domain) over a diverse set of outdoor

Non-Line-Of-Sight (NLOS) environments: parking lots, alleys, streets, and residential

neighborhoods. Experiments have shown the Rician K-factors of link lengths as short

as tens of meters to be quite small (< 1) suggesting that a Rayleigh distribution (K=O)

is sufficient in modeling this channel behavior. We have also proposed a model for

predicting the multipath structure of the channel (fade width/coherence bandwidth)

that utilizes two factors: multipath component (MPC) arrival-rate q [MP-C] and

MPC decay-rate I[ 1oT(m)]. Measurements indicate a dense arrival-rate (q) (on the

order of 1 M ) in ground-to-ground links. In this range the frequency structure of

the channel is insensitive to q, which reduces the modeling complexity to a single

parameter, p. In street environments we have found the decay-rate 0 to be linear in

link-length, and have provided an estimator of beta that has been shown empirically

to estimate average fade width with an rms error of 730kHz over a spectrum of

fading windows: Unfaded [ > -5dB], Faded [-15dB, -5dB], Deeply-faded [< -15dB].

In addition we have shown the complete distribution of fade duration predicted by

the model matches measurements over a wide range of link lengths. We conclude

that multipath characteristics relevant to system/protocol design can be accurately

estimated in these environments utilizing a single parameter, namely link-length.

With respect to channel stability our measurements indicate that the time-coherence

length (tc) of individual MPCs tends to be either less than 300ms (high-frequency)

or 5 minutes and longer. We conclude that the time characteristics of the channel

are accurately modeled as the superposition of two independent circularly symmetric

complex gaussian random variables, corresponding to the channel response due to a

set of stable and unstable MPCs. For a particular realization of the stable MPCs

the model reduces to Rician fading in the time domain, however in the aggregate the

distribution exhibits fatter tails than Rician fading due to the non-negligible prob-

ability of the stable MPCs falling in a null. We have shown a close distributional

match between model and measurements taken from a diverse set of environments,
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link types, and link lengths. Observed S-factors over this data set range from 0-30dB

where we define S-factor as the ratio of expected power from the stable and unstable

paths (distinct from Rician K-factor where stable component is fixed). Experiments

have shown that the S-factor in street environments can be estimated from link-length

with an rms error of 3dB. In air-to-ground links the S-factor has been observed to

be independent of link length with mean 13dB and standard deviation 3dB. Given

this behavior we note that OFDM channels that have experienced a null recently

(over recent refresh cycles) are likely to experience a null again in the future as this is

indicative of the stable MPCs being in a null. We conclude that channel estimation

overhead can be reduced by taking advantage of this systematic behavior, i.e. sticking

to channels that have had a history of good signal-to-noise ratio.

Additionally we have explored the realized performance of the Kronecker Multiple-

Input Multiple-Output (MIMO) channel model over a collection of outdoor ground-

to-ground links. Our observation of capacity underestimation by the Kronecker model

matches the indoor experiments of [35]. We also observe a 3dB performance advantage

with respect to capacity estimation of this model when applied to multi-bounce scat-

tering environments as opposed to environments dominated by single-bounce propaga-

tion. In these 7x7 (number of transmit by receive antennas) experiments we observed

average errors on the order of 5 percent which suggest acceptable performance for

this model when applied to today's technology that have systems sizes on this order.

In summary we have shown the utility in utilizing efficient environmental repre-

sentations in modeling channel behavior and estimating the associated parameters

of these models. Specific examples of this behavior include our sub-kilometer path-

loss model for ground-to-ground links, the S-factor estimator of our channel stability

model, and beta estimator in the fade width model. Additionally we have provided

empirical performance analysis of popular theoretical models where there was pre-

viously little data available. This included empirical studies of the Rayleigh/Rician

fading models and the Kronecker MIMO channel model. Lastly we have shown that

there exist systematic channel behaviors that can be taken advantage of with respect

to both system and protocol design. Examples include incorporating channel fading
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history into channel state information update strategies, scaling network density to

local building features, and allowing for dynamic channel allocation according to en-

vironment. These results we hope will provide further insight into efficient utilization

of the wireless propagation channel.

10.2 Future Work

In this section we outline potential extensions to this research.

10.2.1 Extension to Additional Environments

Each propagation environment/link scenario is distinct leading to an infinite number

of potential propagation links. Here we have categorized links according to sev-

eral properties (LOS, Ground-to-Ground, link-length) and environment type (streets,

parking lots, residential, etc.). Given this we have shown how model structure and

parameters vary according to these properties. However in our measurements we have

focused on outdoor links in urban and residential environments. A potential extension

to this work would be to study the utility of these models as applied to environments

outside of this scope, for example indoor and rural outdoor environments. Specifically

in indoor environments a study could include testing whether there is an analog to

our ground-to-ground path-loss model that potentially substitutes building gaps with

building materials/wall gaps. Additionally we would be interested in seeing how well

the Rayleigh fading model holds up in indoor environments and correspondingly the

behavior of beta in our fade-width model within this environment type. With respect

to stability we would expect S-factors to be related to foot traffic in indoor areas. In

rural environments it would be interesting to see if the variance of the log-normal fad-

ing in air-to-ground links decreases given the lower density of buildings. Additionally

utilizing metrics based on tree density may have utility in these environments.

216



10.2.2 Model Fine Tuning

Additionally there is room for further analysis within the environments already stud-

ied. Specifically in the case of our ground-to-ground path-loss model it would be of

interest to study more closely corner losses. In our previous analysis we found an

empirical distribution of corner loss that suggested a high power penalty associated

with communication around corners. However in the limited samples available we

began to see some systematic behavior associated with this penalty as a function of

the building types and geometry present at the street corners. There would be util-

ity then in obtaining more corner data so that we could potentially stratify corners

according to these physical degrees of freedom and use this stratification to improve

corner loss estimation. An additional example of model fine tuning would be to carry

out further analysis of our fade-width model. Recall that this model is a function

of a single parameter beta, which is a measure of the power penalty incurred for a

multipath component having a propagation path longer than the link length. In our

analysis we found that in street environments our model accurately represented this

behavior utilizing a single parameter of beta. It would be of further interest to see

how beta varies over sub-environment type including: parking lots, residential streets

vs. urban streets, open areas, etc.

10.2.3 Polarization

The Channel Parametrization introduced in Chapter 3 included channel polariza-

tion as one of its parameters. While some preliminary experiments were conducted

with respect to polarization during this research, it was found that more data would

be necessary in order to properly study this behavior. Specifically, future research

of channel polarization should include studying the relationship between a's across

channels formed by different polarization combinations (eg. h-to-h, v-to-v, etc.) at

each link within different environments to see if any systematic behavior is present.

With respect to MIMO technology it would be of interest to empirically study the

correlation structure of channels formed across orthogonal polarizations to better un-
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derstand the utility of deploying compact arrays utilizing polarization diversity as well

as spatial diversity. Additionally, characterizing systematic differences in multipath

and time stability behavior across polarization would provide useful information for

system engineering.

10.2.4 Model Software Package

Additionally it would be useful to construct a software package for simulating the

wireless channel that utilizes the models studied in this thesis. Specifically a software

package that uses input link characteristics (e.g. LOS, link-length, link type) and

environmental parameters (e.g. building density, traffic rates, outdoors/indoors) to

predict channel characteristics such as channel realizations, S-factors, betas, alphas,

etc. would be useful for those doing research and engineering in this area.
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