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Abstract

As unmanned aerial vehicles (UAVs) become increasingly autonomous, current
single-UAV operations involving multiple personnel could transition to a single
operator simultaneously supervising multiple UAVs in high-level control tasks. These
time-critical, single-operator systems will require advance prediction and mitigation of
schedule problems to ensure mission success. However, actions taken to address
current schedule problems may create more severe future problems. Decision support
could help multi-UAV operators evaluate different schedule management options in
real-time and understand the consequences of their decisions. This thesis describes two
schedule management decision support tools (DSTs) for single-operator supervisory
control of four UAVs performing a time-critical targeting mission. A configural display
common to both DSTs, called StarVis, graphically highlights schedule problems during
the mission, and provides projections of potential new problems based upon different
mission management actions. This configural display was implemented into a multi-
UAYV mission simulation as two different StarVis DST designs, Local and Q-Global. In
making schedule management decisions, Local StarVis displayed the consequences of
potential options for a single decision, while the Q-Global design showed the combined
effects of multiple decisions. An experiment tested the two StarVis DSTs against a no
DST control in a multi-UAV mission supervision task. Subjects using the Local StarVis
performed better with higher situation awareness and no significant increase in
workload over the other two DST conditions. The disparity in performance between the
two StarVis designs is likely explained by the Q-Global StarVis projective “what if”
mode overloading its subjects with information. This research highlights how decision
support designs applied at different abstraction levels can produce different
performance results.

Thesis Supervisor: Mary Cummings
Title: Assistant Professor of Aeronautics and Astronautics
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1. Introduction

1.1. Motivation

An unmanned aerial vehicle (UAV) is defined as “a powered, aerial vehicle that
does not carry a human operator, uses aerodynamic forces to provide lift, can fly
autonomously or be piloted remotely, can be expendable or recoverable, and can carry a
lethal or non lethal payload” [1]. UAVs are increasingly used in a variety of military
and civilian applications, such as reconnaissance, payload delivery, communication,
surveillance, search and rescue, border patrol, and others [2]. UAVs have the advantage
of being able to operate in contaminated or unsafe environments which could otherwise
jeopardize the safety and lives of manned aircraft occupants. Additionally, UAVs can
fly safely at lower or higher altitudes than manned aircraft [3], a capability useful for
certain missions.

The United States has increased investment in military unmanned aerial system
(UAS) development, procurement, and usage since the 1990s. From 1990 to 1999, the
U.S. Department of Defense (DoD) invested over $3 billion in UAS development,
procurement, and operations [4]. DoD increased UAS expenditure to $4.5 billion across
the four year period from 2000 to 2004 [4]. In 2005, it was projected that spending on
UAS would increase to a total of $3.1 billion in fiscal year 2011 [4]. UAV systems have
been utilized in recent military operations such as Operation IRAQI FREEDOM (OIF)
[5]. Throughout OIF, the Predator UAV system performed multiple types of missions
such as intelligence, surveillance, reconnaissance, target designation, and strike [5].
Budgetary increases and the increased usage of UAVs in Iraq and Afghanistan indicate
that UAV systems are becoming an important asset to the U.S. military.

Although physically unmanned, current UAVs are often controlled by teams of
human operators who perform flying, navigation, and higher-level mission and

planning tasks. However, as UAV flight and navigation tasks become more automated,
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UAYV missions will likely transition from teams of people operating one UAV to one
person supervising multiple UAVs. A single operator may be able to supervise and
divide attention across multiple UAVs because automation will reduce the number of
tasks requiring direct human control. The single operator’s role will be one of
supervisory control in which he or she will be responsible for high-level mission
management tasks such as monitoring mission timelines and reacting to emergent
events. This transition is advantageous for military operations, as it leads to a decrease
in personnel.

Missions, especially those of a military nature, are often time-critical and tightly
scheduled. In future time-critical, multi-UAV missions, the single operator’s mental
workload amount is of concern. Mental workload is a function of attention demand
from numerous tasks. Periods of excessive workload could arise for an operator when
critical tasks for several UAVs occur simultaneously, or if an operator needs to quickly
and accurately switch between different tasks. Also of concern will be the effect of
workload and increased automation on an operator’s situation awareness. While
increased automation is necessary to facilitate one operator to supervise multiple UAVs,
it can increase mental workload and decrease situation awareness due to opacity, lack
of feedback, and mode confusion [6] [7].

One of the primary tasks of a single operator supervising multiple UAVs in a
time-critical mission will be to manage the mission schedule. In performing this task, it
will be particularly important for operators to minimize future periods of excessive
workload that could arise when tasks requiring operator action occur simultaneously.
To a certain degree, it is possible to predict and mitigate high workload periods in
advance. However, actions that eliminate a particular period of near-term high
workload may create more severe high workload periods in the future, threatening
mission success. Operators could have difficulty understanding the consequences of

their schedule management decisions in the face of uncertainty, especially in dynamic
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environments in which they are performing other mission tasks. Thus, decision support
is needed to help multi-UAV operators understand 1) the potential problems with their
current mission schedule and 2) the consequences, both beneficial and detrimental, of

actions taken to address those issues.

1.2. Problem Statement

The primary questions for this research effort are:

e Does a decision support tool that indicates 1) current schedule problems and
2) the potential consequences of fixing those problems help multi-UAV

operators supervise the mission and effectively manage its schedule?

o What sort of scope or level of detail should decision support employ to

provide multi-UAV schedule management information to operators?

¢ Does inclusion of schedule management decision support positively or
negatively affect operator workload and situation awareness in multi-UAV

supervision?

1.3. Research Objectives

In order to address the problem statement, the primary objective of this research
is to develop and test a decision support tool (DST) for schedule management of

multiple UAVs. This goal will be addressed through the following research objectives:
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¢ Objective 1. Develop a configural display for managing the schedules of
multiple UAVs. Configural displays, which are defined in Chapter 2, were
chosen because they support efficient perceptual processes, which is
necessary for decision-making under time pressure. In order to achieve this
objective, a causal loop diagram was constructed to understand what
variables are involved in multi-UAV schedule management decisions. Based
upon this analysis, a configural display representing the variables by its form,
called StarVis, was designed. Details on the causal loop diagram and the

StarVis configural display are given in Chapter 3.

e Objective 2. Implement the configural display into different decision
support tool (DST) designs and embed the designs into a multi-UAV
mission simulation. The StarVis configural display was implemented in the
Multi-Aerial Unmanned Vehicle Experiment (MAUVE) simulation test bed in
two different DST designs: Local and Quasi-Global (Q-Global). The two
StarVis implementations differed in how they represented the possible
consequences of schedule management decisions. StarVis DST

implementations are discussed in Chapter 3.

e Objective 3. Evaluate the effect of the different configural DST
implementations on human performance, workload, and situation
awareness in a time-critical, multi-UAV supervision mission. To address
this objective, human subject experiments were performed with the Local and
Q-Global StarVis configural DSTs embedded into the MAUVE simulation.
Chapter 4 describes the experiment, while Chapter 5 presents the results and
discusses how they answer the questions posed in the problem statement of

this chapter.
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1.4. Thesis Organization

The remainder of this thesis is organized as follows:

Chapter 2, Background, summarizes past and current autonomy and human
factors work in multiple UAV supervision with focus on scheduling
challenges. It also discusses configural displays and frames the context of the

research objectives introduced in Chapter 1.

Chapter 3, Star Visualization (StarVis) Configural Decision Support Tool, presents
the details of the StarVis configural display which was designed from
influence diagram analysis of the variables involved in multi-UAV schedule
management. This chapter also describes the implementation of the StarVis

configural display into two DST designs, Local StarVis and Q-Global StarVis.

Chapter 4, Methods, frames the experimental question and discusses
experimental objectives, subjects, test bed, and procedures used in the

MAUVE-StarVis human subject experiment.

Chapter 5, Results and Discussion, presents the statistical analysis of the
experiment described in the Methods chapter and discusses how the results

answer the primary research questions of this study.

Chapter 6, Retrospective Analysis, describes, presents, and discusses additional

analysis performed to further explain and interpret the experimental results.
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e Chapter 7, Conclusion, summarizes the motivation, objectives, and key

findings of this research. Suggestions for future work are also provided.




2. Background

Recent multi-UAV research has either focused on algorithm development for
completely autonomous multi-UAV coordination and cooperation, or has studied the
human factors issues involved in single-operator supervision of multiple semi-
autonomous UAVs. This chapter begins by giving a brief overview of fully autonomous
multi-UAV research and then focuses on research involving single-operator human
supervisory control of multiple UAVs. This summary highlights the need for
development of decision support tools for multi-UAV schedule management. The
chapter also introduces configural displays and the advantages of using them for

decision support.

2.1. Overview of Fully Autonomous Multi-UAV Research

The majority of multi-UAV research has examined the coordination and
cooperation of fully autonomous vehicles with little to no human interaction. Work on
completely autonomous multi-UAV control has included path planning [8], cooperative
dynamic target tracking [9], task assignment, and mission planning. Task assignment is
a particularly challenging area of autonomous multi-UAV control, especially for
cooperative UAVs operating in dynamic environments. Proposed methodologies to
solve task assignment problems include the use of quasi-decentralized [10] and
decentralized [11] task assignment and genetic algorithms [12]. Autonomous UAV
research has also examined real-time task allocation with moving targets [13], task
assignment under time constraints using Mixed-Integer Linear Programming (MILP)
[14] [15], and time-optimal multi-UAV coordination [16]. Multi-UAV mission planning
research combines path planning and task assignment with specific mission constraints

and objectives, such as the tracking and prosecution of moving ground targets [17].
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Some research has considered real-time multi-UAV mission planning in dynamic
uncertain environments using a team utility function and system-predictive stochastic
model to assign tasks to a networked UAV team [18].

A drawback of autonomous multi-UAV control is that resulting plans and
assignments generated from algorithms are often sub-optimal [19]. Additionally, little
work has been conducted in utilizing algorithms for real-time mission re-planning due
to emergent or unexpected events. Much of fully autonomous multi-UAV research has
only examined satisfying time constraints for task assignment and few attempts have
delved into real-time mission schedule management. Although fully autonomous
multi-UAV research is important, it is likely that one or more human operators will
supervise and interact with the UAVs. While these UAVs may utilize some of the
capabilities originating from fully autonomous UAV research, the inclusion of an
operator in the multi-UAV system will provide dynamic, real-time mission re-planning
capability under uncertain and/or emergent situations. An operator may especially be
useful for time-critical schedule management, when processing times for algorithms
solving complex scheduling problems may take excessive amounts of time. Humans
may be better suited to make schedule management decisions, particularly in highly
uncertain environments, but they may need assistance from DSTs because of the high

cognitive workload involved in multi-UAV supervision.

2.2. Human Factors Research in Multiple UAV Control

In studying single operator supervisory control of multiple UAVs, operator
performance, mental workload, and situation awareness are principal concerns.
Operator performance is usually characterized by how well the operator achieves
mission or task objectives. Mental workload is described as the amount of cognitive

capacity applied to one or more tasks. Situation awareness (SA) is generally defined as
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the perception of elements in an environment within time and space (called level 1 SA),
the comprehension of their meaning (level 2 SA), and the projection of their future
states (level 3 SA) [20].

Research on single-operator supervision of multiple UAVs has primarily focused
on how the above operator characteristics are affected by the number of supervised
UAVs [21] [22] [23], by different automation levels [22] [23] [24] [25], and by supervision
from manned aircraft [26] [27]. Very few of these studies have examined the temporal
component of multi-UAV supervision, and almost none have considered schedule
management in time-critical missions. Multi-UAV supervision simulation test beds such
as the UAV Modeling and Analysis Simulator Testbed (UMAST) [22], Adaptive Levels
of Automation (ALOA) test bed [23], the Multi-Modal Immersive Intelligent Interface
for Remote Operation (MIIIRO) [25], and Operator Vehicle Interface (OVI) [28] do not
use any kind of timeline representation of the temporal aspects of their missions. Some
Multi-UAV simulation interfaces have used a countdown method to represent time
pressure in missions [29], but have not provided any way to alleviate high workload
situations in advance. Other single-operator, multi-UAV studies have employed
tabular-like listings of mission tasks in task schedule windows [30] or event horizons
[31], providing some temporal information but little to no capability to manage the
mission schedule.

Hanson, et al [32] used a temporal monitor display for time monitoring of
individual and team tasks. Part of this display consisted of a timeline showing team
tasks for different mission schedule times. This task-based timeline allowed the user to
construct, analyze, and monitor mission plans along with the assistance of a “mixed-
initiative interaction window” which provided the operator with multiple courses of
action. However, the temporal monitor display did not offer the operator any predictive

capability about what would happen to the mission schedule if he or she accepted one
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of the suggested courses of action. Operators therefore had no assistance to help them
consider the consequences of their actions.

Cummings & Guerlain [33] implemented timelines in a multiple unmanned
Tactical Tomahawk missile supervision simulation. These timelines allowed controllers
to “perceive important temporal relationships such as missile launch time, time of
impact, and time of fuel remaining, all in comparison to the actual time and to each of
the other missiles” [33]. During simulations, operators were tasked with retargeting
missiles for specific time on targets (TOTs) and were provided with temporal
information on whether the retargeted missile would reach the target on time for its
TOT and when it would arrive. Operators could use an interactive decision aid, called
the window of opportunity (WOO) to explore future “what-if” possibilities for missile
retargeting [34]. The WOQ’s presentation of “what-if” temporal information
corresponding to different decision alternatives is the only example of projective
schedule management found in multi-UAV supervision literature, but whether the

WOO assisted operators and improved performance was not investigated.

2.2.1. Automated Schedule Management Decision Support Project

The research in this thesis was largely motivated by the work of Cummings &
Mitchell [35], who used a graphical timeline with future high workload prediction in a
single operator, multi-UAV study. This research examined how varying levels of
automation, as represented by different timeline designs, affected operator and system
performance in supervising four UAVs in a time-critical targeting mission. Timelines
were integrated into a simulation called the Multi-Aerial Unmanned Vehicle
Experiment (MAUVE) test bed. Each experimental subject was presented with the

MAUVE map display and one of four different timeline display designs.
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One of the operator’s critical tasks in MAUVE was to arm and fire UAV payloads
at targets during their respective TOT window. Because of the time-critical, multiple
task nature of the mission, it was possible that several UAVs could require concurrent
arming and firing, creating potential high workload periods for the operator. In order to
mitigate this overlap of simultaneous targeting tasks, called TOT conflicts, an operator
could request a schedule change for a target, called a TOT delay, in order to push the
target’s TOT into the future [35]. However, these requests were not always granted, as a
simulated mission commander approved or denied requests based upon how far in
advance they were made. Thus, the earlier operators requested a TOT delay, the more
likely it was granted, with near-term requests rarely being approved [35]. No “what if”
capability was provided to help operators to understand beforehand the effects of
delaying a TOT on the mission schedule. As a result, granted TOT delays could create
other future TOT conflicts, or could cause UAVs to arrive late to their assigned targets.

In the Cummings & Mitchell study [35], operator involvement in arming and
firing UAV payloads, as well as the timeline decision support, depended upon the
assigned automation level. Experimental results unexpectedly showed that human
subjects under a management-by-consent automation level had the worst performance
in supervising multiple UAVs, regardless of operational tempo [35]. Under this level,
operators manually armed and fired UAV payloads, and the timeline graphically
showed scheduled UAV actions, used reverse-shading to represent TOT conflicts, and
provided recommendations to request target-specific TOT delays to eliminate conflicts.
The poor performance caused by this timeline design was traced to its operators
misusing TOT delay requests, which should have been used sparingly to manage the
mission schedule. Management-by-consent operators were unable to implement
effective stopping rules when trying to achieve schedule changes. Instead, they focused
more on globally optimizing their schedule and less on performing present mission
tasks, which negatively affected their performance and situation awareness [35].
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TOT delay request overuse by management-by-consent operators may have been
prompted by overly salient representations of advance high workload prediction and
poor workload mitigation recommendations, neither of which included any uncertainty
information. The reverse shading technique used to notify operators of possible TOT
conflicts may have biased them to primarily focus on fixing their schedule, provoking
excessive TOT delay requests [35]. Automated recommendations prompting TOT delay
requests may have encouraged operators to make excessive requests in order to achieve
specific schedule changes. These recommendations did not provide any information
about the likelihood of an approved request, or about how TOT delays would affect the
overall mission schedule.

It is hypothesized that management-by-consent operators did not fully
understand the impact of delayed TOTs on their future mission schedule because they
were not explicitly provided with “what if” information to inform their decisions and
actions. Schedule changes could create other TOT conflicts later in the mission schedule,
or even late arrivals of UAVs to targets. Because no information was provided about the
uncertainty involved in requesting TOT delays, operators could not understand the
effects of their schedule management decisions. In summary, the management-by-
consent decision support timeline was over-salient and did not convey the uncertain
effects of schedule changes on the future mission schedule, which contributed to
degraded operator and system performance.

Multi-UAV operators need to better understand the potential consequences of
schedule management decisions on both current and future schedules. By
understanding these effects, operators may generate better stopping rules for schedule
optimization, prompting them to only request schedule changes that contribute toward
achieving mission objectives. A “what if” capability presenting the consequences of

schedule management decisions could inform operator decisions, prompt fewer

23



Other researchers have also commented upon the need for “what if” predictive

capability in single operator control of multiple UAVs [36] [37].

2.3. Configural Displays

Information visualization can be defined as the representation of abstract data by
visual elements in order to amplify cognition [38]. Information visualizations present
compact graphical representations that can often be perceived and analyzed faster than
text-based displays. Fast and efficient perceptual reasoning lays a strong foundation for
analysis and decision-making tasks, as information needs to first be perceived before it
can be used. Visualizations that do not support good perceptual reasoning can make it
difficult for users to gather information needed for tasks, prompting an increase in task
performance times, inefficiency, and errors. One type of visualization design, a
configural display, especially supports perceptual processes.

A configural display maps several individual variables into a single geometrical
form to provide integrated information about the variables [39]. Changes in the
individual variables cause the configural display’s shape to vary [40], graphically
providing dynamic information about changing system properties. In addition,
configural displays support the proximity compatibility principle [41] by integrating
together the variables needed for comparison or computation.

The goal of configural displays is to support direct perception-action, allowing
operators to directly perceive a system state and immediately act upon the gathered
information with little contemplation. Support of direct perception-action permits
operators to utilize efficient perceptual processes rather than cognitively demanding
processes that rely on memory, integration, and inference [42]. Direct perception-action
is facilitated by a configural display’s emergent features, which are produced by

interactions between display elements which represent variables, providing a higher-



level aggregate view of a system’s state [40]. Use of direct perception-action in user
display design has shown improved performance in complex tasks [43] [44].

The benefits of configural displays make them valuable for use in multi-UAV
schedule management, an area involving many dynamic variables. In order to address
the multi-UAV schedule management issues previously discussed, a configural display
was developed to provide operators with current schedule information, as well as a
“what if” predictive capability for potential operator-induced schedule changes. This
configural display was used as a decision support tool embedded into a slightly
redesigned MAUVE simulation to study its effectiveness in improving operator

performance, workload, and situation awareness in multi-UAV supervision.
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3. Star Visualization (StarVis) Configural Decision Support Tool

This chapter presents the design and implementation of a configural decision
support tool called Star Visualization (StarVis), developed for multi-UAV schedule
management in time-critical missions. Influence diagram analysis was performed to
determine the variables relevant to schedule management, motivating the design of
StarVis. StarVis was implemented into the MAUVE multi-UAV real-time mission
simulation in two different DST designs, Local StarVis and Quasi-Global (Q-Global)
StarVis.

3.1. Influence Diagram Analysis

Initial analysis for the design of a schedule management DST began with the
creation of an influence diagram. An influence diagram maps how variables in a system
influence one another. The purpose behind creating an influence diagram was to
organize and understand (1) what mission variables could influence an operator’s
attempts to manage a mission schedule and (2) how decision support available to the
operator would influence the mission and its schedule. The goal of this effort was to
identify those variables that were critical in supporting a human decision maker
through the schedule management DST. The influence diagram included the different
decision support components, variables related to the multi-UAV mission, and
variables not considered in previous schedule management decision support designs
[35]. Figure 3-1 shows the influence diagram and the associated legend.

From the influence diagram, it was determined that schedule management
decision support should help multi-UAV operators address two different types of
schedule problems. First, the decision support should assist operators with mitigating

TOT conflicts, which represent a potential high workload period when an operator may
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need to perform multiple targeting tasks simultaneously. Potentially delaying one of the
TOTs in conflict could mitigate the operator’s high workload in advance. The second
schedule problem uncovered in the influence diagram analysis is called a late arrival,
which occurs when a UAYV arrives to a target after its scheduled TOT, or if there is not
enough time left in the TOT window to execute the targeting sequence. The influence
diagram also determined what information about targets should be provided to
operators making schedule management decisions. Specifically, operators should know
how many targets are involved in the described schedule problems and their relative

priorities, so as to understand the severity of specific schedule issues.
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Figure 3-1: Influence diagram for a schedule management decision support tool design

The influence diagram structured the information needed in for the multi-UAV
schedule management DST. From this structure, the graphical StarVis configural
display was developed.

3.2. StarVis Configural Display

The advantages offered by visualizations make them highly capable and

desirable for use as DSTs. Visualizations can comprehensively represent large amounts
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of information, highlight emergent properties, and facilitate fast and efficient human
perception. These capabilities suggest that a graphical DST may be more effective than a
text-based DST in helping an operator manage a multi-UAV mission schedule,
particularly under time pressure. This was the case for timeline representation in the
Cummings & Mitchell study [35], where graphical timeline representations promoted
better performance than a text-based timeline. Thus, it was decided to design a
graphical schedule management DST in the form of a configural display so as to exploit
the benefits of visualizations.

The StarVis configural display, named after its star-like shape, was designed to
leverage the benefits of configural displays previously discussed (Section 2.3) to
support multiple UAV schedule management. For a single UAV, StarVis represents the
number of targets involved in the two types of schedule problems (late arrivals and
TOT conflicts), while noting the problem targets’ priorities (low, medium, or high). In
addition to providing information about targets with current schedule problems,
StarVis is a projective “what if” tool, allowing operators to see the potential effects of
schedule management decisions projected across the future mission timeline. This
predictive “what if” tool was not present in previous decision support designs [35].
Thus, StarVis can display both current and projected future problems for each UAV.

Figure 3-2 shows the StarVis configural display for multi-UAV schedule
management. StarVis operates in two modes: current and projected (also called “what
if”) schedule problems mode. Figure 3-2a shows the default, current problems mode, in
which the StarVis indicates schedule problems that currently exist on a single UAV’s
timeline for the next fifteen minutes. The left side of the StarVis represents targets with
late arrivals, while the right side represents targets involved in TOT conflicts. If no
problems exist in the next fifteen minutes of a UAV’s schedule, StarVis simply displays

a gray rectangle. When a UAV’s current timeline experiences schedule problems, gray

triangles representing those problems grow off its StarVis. High priority targets with a
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schedule problem (late arrival and/or TOT conflict) are represented by triangles
emerging from the top of the rectangle. Targets of medium and low priority are
represented by triangles on the sides and bottom of the rectangle, respectively. A
triangle’s height gives the number of targets of a specific priority involved in a
particular schedule problem. In Figure 3-2a, the StarVis shows that for its UAV’s
schedule, there is one low priority target with an expected late arrival, and one medium
and two low priority targets involved in separate TOT conflicts with targets from other

UAVs.
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Figure 3-2: The StarVis configural decision support display for multi-UAV schedule management. (a)

Current problems mode (b) Projected “what if” mode.

Next to each UAV’s StarVis configural display is a list of the UAV’s targets that
have schedule problems along with selectable checkboxes. When an operator selects a
checkbox, the StarVis projective “what if” mode is engaged, as shown in Figure 3-2b. By
selecting a checkbox, the operator virtually queries “If I request a TOT delay for this
target and it is granted, what could potentially happen to this UAV’s schedule?” While
the StarVis “what if” mode predicts the potential effects of delaying target TOT(s) on
the mission schedule, it does not necessarily indicate exactly what will happen if the
selected target TOTs are actually delayed. When in “what if” mode, yellow triangles

may possibly, but not necessarily, appear on StarVis, representing new problems that
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could arise if the selected target is delayed. Split gray and yellow triangles indicate that
the current schedule problem could persist if the selected target is delayed. Gray
triangles continue to indicate current schedule problems. Therefore, when in “what if”
mode, a gray triangle signifies that the schedule problem it represents will potentially
be eliminated if the selected target(s) is delayed. For the example shown in Figure 3-2b,
if a TOT delay request for the selected target is granted, the UAV could continue to
have a late arrival at a low priority target and have a medium priority target involved in
a TOT conflict, problems that exist for the current schedule. Additionally, delaying the
selected target could decrease the number of low priority targets involved in a TOT
conflicts from two to one, and possibly create a new late arrival on a high priority

target.

The StarVis configural display supports direct perception-interaction, the use of
emergent features, and the proximity compatibility principle. Its graphical form
facilitates direct perception of the state of a UAV’s schedule, allowing the operator to
quickly and easily tell if a UAV has any schedule problems (as indicated by the number
of triangles on the rectangle and their heights) or not (as indicated by a rectangle with
no triangles). As a mission schedule begins to experience problems, visual
representations of these problems “emerge” on the StarVis as triangles grow from the
rectangle. By comparing the surface areas of each UAV’s StarVis, an operator can
quickly discern which UAV is experiencing the most problems and specifically what
kind. Thus for schedule management, the StarVis configural display provides a high-
level comprehensive overview of problems through emergent features, but also offers

low level details on particular variables of interest.

30



3.3. Implementations

The StarVis configural display was implemented into MAUVE in two different
DST designs: A Local StarVis DST and a Quasi-Global (Q-Global) StarVis DST. The two
DSTs identically indicate current schedule problems through gray triangles; however,
the designs differ in the operation of the projective “what if” mode. For both StarVis

DST designs, each UAV has its own StarVis configural display.

3.3.1. Local Implementation

The Local StarVis DST is shown in Figure 3-3. Next to each UAV’s StarVis
display is a list of targets with schedule problems for that UAV’s current schedule, as

represented by gray triangles on the StarVis (see Figure 3-3a).
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Figure 3-3: Local StarVis DST implementation. (a) Current schedule problems mode (b) Projected
“what if” schedule problems mode
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In the Local DST design, an operator can only select one target checkbox for each
UAV’s StarVis in order to activate the projective “what if” mode. When a checkbox is
selected, the UAV’s StarVis configural display shows the effects of delaying the selected
target only on that particular UAV’s schedule. Thus, in the Local StarVis DST, yellow
“what if” triangles can only appear on an individual UAV’s StarVis if a target checkbox
belonging to it is selected. Notice that in Figure 3-3b, UAV 4 is the only StarVis with a
selected checkbox and thus only yellow triangles appear on its StarVis. Although each
StarVis may have only one target checkbox selected at a time, more than one StarVis
may have a checkbox selected. For example, the StarVis displays belonging to UAVs 1
and 3 may each have yellow triangles if each UAV has one checkbox selected. However,
when in “what if” mode, a UAV’s StarVis only uses the other UAVs’ current schedule
information in its projection, and does not consider any of their StarVis’ “what if”
information. When multiple StarVis’s are in “what if” mode, operators may compare

decision alternatives to resolve schedule problems, particularly for TOT conflicts.

3.3.2. Quasi-Global (Q-Global) Implementation

The Q-Global StarVis DST, shown in Figure 3-4, is termed “quasi-global” because
it's “what if” mode allows operators to explore solutions to multiple schedule problems,
showing the effects of potential schedule management decisions across all UAV
timelines. Q-Global StarVis was designed in response to the Local StarVis’s inability to
show schedule management decision consequences across all UAVs. The Q-Global
design differs from the Local StarVis in that all targets with current schedule problems
are listed together to the right of the StarVis displays (as seen in Figure 3-4a), instead of
separated by their respective assigned UAVs. If no target checkboxes are selected, the
Q-Global StarVis displays exactly the same as the information as the Local StarVis with
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unselected checkboxes. The two DST designs only differ when checkboxes are selected,
engaging the “what if” mode.

Multiple checkboxes may be selected in the Q-Global StarVis DST to show what
could happen to ALL UAV schedules if the selected target TOTs are delayed. When one
or more checkboxes are selected, the projected problems (if they exist) appear across all
the StarVis configural displays. In Figure 3-4b, one target checkbox is selected and
“what if” information in the form of yellow and split appears on multiple StarVis
displays. In contrast to the Local design, Q-Global StarVis shows the effects of TOT
delays on the entire mission schedule, instead of only on the UAV schedule the target is
assigned to. Additionally, because Q-Global StarVis allows for selection of multiple
target checkboxes, operators may layer solutions to multiple schedule management
decisions.
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Figure 3-4: Q-Global StarVis DST implementation. (a) Current schedule problems mode (b) Projected
“what if” schedule problems mode
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3.4. Summary

The purpose of the StarVis configural DSTs is to help operators manage a multi-
UAV mission schedule by providing (1) comprehensive information about current
schedule problems, and (2) “what if” information about how TOT delays could either
help or hurt future mission schedules. StarVis’ configural form offers the advantage of
direct perception-action through its emergent features and supports the proximity-
compatibility principle, making it easy for operators to quickly assess the schedule’s
condition and make management decisions.

The Local StarVis DST shows operators the effects of one schedule change on one
UAV’s timeline, allowing operators to directly compare the consequences of different
decision alternatives for a single schedule problem. This is particularly useful in fixing
TOT conflicts; operators can select the targets involved in the conflict and directly assess
how delaying one of the targets could affect each UAV’s schedule. In contrast, the Q-
Global StarVis DST shows operators the aggregated effects of multiple schedule
changes on all UAVs, providing greater system-wide understanding on how schedule
alterations affect the whole multi-UAV mission, as opposed to just one UAV. The Q-
Global StarVis also allows for decision-layering, permitting operators to see how more
than one TOT delay could affect the overall mission schedule. The advantages and
drawbacks of both StarVis DST designs motivated the need for human subject testing,

which is described in the next chapter.
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4. Methods

A human subject experiment was conducted using the MAUVE simulation and
the two implementations of the StarVis configural DST. The experiment measured
performance, workload, and situation awareness of operators using Local StarVis, Q-
Global StarVis, or no schedule management decision support. This chapter describes

the experimental question, subjects, apparatus, tasks, and design used in this study.

4.1. Experimental Question

Due to the difficulty humans have in accurately predicting the effects of schedule
management decisions in the face of uncertainty [35], it was hypothesized tha