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Abstract

In this thesis, a novel fully depleted (FD) Silicon-On-Insulator (SOI) based tech-
nology was developed for ultra-low power applications. This technology is called
Silicon-On-Insulator-with-Active-Substrate (SOIAS). The SOIAS technology, in gen-
eral, enables the integration in the third dimension of gates and interconnects by using
buried under-layers. In this work, the buried under-layer served as a second gate, a
back-gate, to the conventional single-gate FD SOI device. The function of the back-
gate is to modulate the threshold voltage of the normal device. Since supply voltage
scaling to 1V and below has been identified as a key approach for energy efficient high
performance computing, the threshold voltage needs to be scaled concomitantly in
order to maintain high performance levels. However, lowering of the threshold voltage
results in high static leakage energy. In order to meet the opposing requirements of
high performance and low power, a dynamic threshold voltage control scheme was
proposed utilizing the SOIAS technology. This work covers the development of the
SOIAS substrate fabrication, material characterization, CMOS device and circuit fab-
rication which also includes the integration of an x-ray lithography module for scaling
into the deep submicrometer regime, device and circuit characterization, and energy
evaluation of the SOIAS technology for low power applications.

The technology to fabricate the SOIAS wafers was developed using two different
approaches; both approaches take advantages of the already existing technologies
developed for SOI and bulk. The first method uses the bond-etch-back (BESOI)
process, and the second method is a novel bonded SIMOX process. The process
complexity is reduced in the bonded SIMOX approach with very good silicon film
thickness uniformity control as compared to the BESOI method. The material quality
of the former, however, is slightly inferior to that of the latter. Compared to bulk and
conventional SIMOX in terms of electrical properties (e.g. mobility, intrinsic oxide
breakdown, and interface state density), the BESOI SOIAS substrates are equal or
even superior, and the bonded SIMOX SOIAS wafers are slightly inferior.

The implementation of a CMOS process on SOIAS substrates was demonstrated,
and the integration of the x-ray lithography module was successful. A mix and match



scheme was developed and implemented to match the various lithography tools used
in this process, and both positive and negative chemically amplified resist processes
were optimized for 0.1 pm features sizes. Device and simple circuit fabrication was
successful. Approximately 3 decades switch in off current and 1.5X increase in drive
current was achieved for both NMOS and PMOS at VDS of 1 V. Independent control
of NMOS and PMOS back-gates were verified with 36% change in speed with 250
mV switch in the threshold voltage at 1 V supply voltage. Large dynamic threshold
voltage control range was demonstrated, and the threshold voltage design band of
250 mV fits well within this range. Threshold voltage control is not deteriorated for
effective channel length scaling down to approximately 0.2pm. Quasi-static control
of threshold voltage at 20 MHz was verified.

Having demonstrated the technology, a theoretical energy consumption model
was developed. This model was used to compare the SOIAS technology against a
benchmark convention SOI technology. System and architecture parameters as well
as technology design parameters were examined. The dynamic threshold voltage
switching scheme is proposed to be implemented at the functional module level (e.g.
adder, shifter and multiplier). The SOIAS technology was found to be most suitable
for systems which operate in burst-mode such as the microprocessor of an x-server.
Significant energy savings is expected for the SOIAS over the SOI technology for
event-driven systems. The energy consumption model was also used in conjunction
with measured static energy, dynamic energy, and delay data for optimization of
threshold and power supply voltages at various system activities. From this analysis,
the conclusion was that adaptively adjusting the threshold and supply voltages as
the system activity changes can potentially allow energy efficient computation at all
times.

Thesis Supervisor: Dimitri A. Antoniadis
Title: Professor of Electrical Engineering

Thesis Supervisor: Henry I. Smith
Title: Professor of Eletrical Engineering
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Chapter 1

Introduction

The scope of this thesis spans a wide range. The main focus is placed on tech-

nology development with emphasis on application to low power electronics. With

the tremendous infrastructure developed for silicon technology, it is unlikely that

replacement by a completely different material would occur in the next 10 years.

The main technology elements in this thesis, in my opinion, extends the longevity

of silicon-based technology by leveraging off the established infrastructure for silicon

bulk CMOS. The two main technology elements of this work are:

* Silicon-On-Insulator-with-Active-Substrate (SOIAS) is a variant of the fully de-

pleted (FD) Silicon-On-Insulator (SOI) technology. In general, this technology

can be extended to fabricate 3-dimensional structures as opposed to the conven-

tional 2-dimensional planar structures that are prevalent in today's integrated

circuits. Specifically, in this work, an additional back-gate is added to the con-

ventional FD SOI MOSFET to electronically modulating the threshold voltage.

* X-ray lithography technology allows scaling of the MOSFET gate dimension into

the sub-0.1 pm regime. This technology is applicable to both bulk and SOIAS

CMOS. Scaling the MOSFET gate is another means of extending the life of

silicon technology by squeezing more performance out of the device. In this

work, the integration of x-ray lithography into a CMOS process is developed.

From a pragmatic standpoint, a new technology would be of no value unless it



can be implemented in applications that can greatly benefit from such a technology.

In this work, the SOIAS technology with electronically variable threshold voltage

is evaluated for ultra-low voltage, low power, and high performance systems. This

is done using a combination of theoretical, simulation-based, as well as with actual

measurement results.

1.1 Thesis Organization

In the ensuing chapters, the evolution of the SOIAS technology development, x-

ray lithography integration in our CMOS process, and the theoretical evaluations of

the applicability of SOIAS to low power systems will be presented in the following

order,

* chapter 2 gives a brief background on the requirements for low power and the

history of double-gated devices. The basis of the SOIAS device design is also

described.

* Chapter 3 focuses on the development of the bonding technology for SOIAS

substrates. First a brief history of the theory of silicon fusion bonding is given,

followed by the SOIAS substrate preparation process. Finally, the material

characterization through electrical measurements are presented.

* Chapter 4 concentrates on the other major technology component of this thesis,

which is x-ray lithography for the fabrication of deep submicrometer MOSFETs.

The integration of this technology into our CMOS process using a mix-and-

match scheme with optical lithography is described, followed by details of the

critical resist and dry etching processes. Some device results are presented at

the end.

* Chapter 5 presents the measurements on SOIAS devices. First DC static mea-

surement are presented, followed by dynamic measurement results.



* Chapter 6 presents the theoretical energy dissipation model for SOIAS, and

benchmarking against a conventional, constant low VT SOI technology.

* Chapter 7 explores the VT and VDD design space for optimal operating points

for systems with various activities using measured data in conjunction with the

energy model.

* Chapter 8 is the summary and conclusion of this work.



Chapter 2

Background

2.1 The Need for Low Power

The rapid emergence of portable wireless electronic systems has spurred researchers

to explore various low power optimization techniques at all levels of the hierarchy:

architecture, circuit, device and technology. The improvements in battery lifetime,

weight, and size, however, does not parallel the explosive commercial growth of

portable electronic systems. Therefore, more aggressive power reduction method-

ologies need to be investigated. Until recently, power consumption considerations in

design has always been secondary to performance enhancement. Examples of several

strategies adapted for low power design include: (1) switched capacitance reduction,

(2) power supply voltage scaling, (3) use of gated clocks, and (4) powering down

during long idling periods. The first two methods are at the technology level whereas

the latter two are at the circuit and architecture design level. For total reduction

in power, all of the strategies should be implemented. Since this thesis is based on

technology, focus will be placed on issues related to such (e.g. method 1 and 2).

The rationale behind the first two methodologies can be understood by examining

the sources of power consumption. For a CMOS technology, there are three main

components in the equation for total power dissipation, Ptot:



Ptot = Pdyn + Pstat + Psc

Pdyn = aCloadVd2dfclock

Pstat = ILeak Vdd

Pse = IaveVdd

where Pdyn is the dynamic power dissipation. The dynamic power dissipation is due

to the switching of the load capacitance, Cload. Therefore, for heavily loaded circuits,

the dynamic power dissipation dominates, and it is intuitively obvious that Cload

and the power supply voltage, Vdd, should be reduced in order to decrease the total

power dissipation without slowing down the clock. a can best be described as the

node switching activity during one clock period, which is strongly dependent on the

input signal statistics. Pstat is the power dissipation due to leakage currents in the

subthreshold region and reverse bias diode leakage currents for bulk CMOS devices.

Finally, the short-circuit power, P , results from both NMOS and PMOS stacked

devices being "ON" simultaneously providing a current path from power supply to

ground. Iave is the mean short-circuit current which is strongly dependent on the

input and output rise times. The short circuit power can be kept at a low percentage

of total power dissipation by balancing the NMOS and the PMOS through transistor

sizing assuming the threshold voltages are of the same magnitude.

Capacitance reduction can be accomplished at many levels of design and is fairly

straightforward. For example, a Silicon-On-Insulator technology can be used to lower

the parasitic node capacitances, and the selection of appropriate logic style and proper

transistor sizing can be done at the circuit design level to reduce switched capaci-

tances. Supply voltage scaling is more complex because of the performance/throughput

vs power consumption trade-off and is strongly dependent on the application. Supply

and threshold voltages must be reduced concomitantly if performance losses cannot

be tolerated especially at low Vdd (e.g 1 V and below). However, the price of re-



ducing the threshold voltage is the increased leakage current since the subthreshold

slope cannot be scaled. Therefore, an optimum set of supply and threshold voltages

exists which balances the dynamic and leakage power dissipations that will result in

minimization of total energy. The switching activity, a, is also a determining factor

in finding the optimal threshold and supply voltages. For systems which operate in

burst mode or are "event-driven", in which intermittent computations are performed

as a result of I/O activity with long periods of inactivity while awaiting I/O, the clock

may be stopped completely during inactivity in which case the power consumption

should be nearly zero if the leakage power is low, i.e. threshold voltage is high. How-

ever, for ultra-low-power applications, the targeted power supply voltages are less

than 1 V, and hence the performance will surely suffer. A clever way to address the

performance vs power trade-off is to dynamically control the threshold voltage. The

granularity of the threshold voltage control depends on the system usage.

2.2 Dynamic Threshold Voltage Control Concept

Many system computations are either temporally or spatially localized. Systems

that are frequently idle, i.e. doing computation only for a small fraction of the

time, operate in burst-mode, and hence exhibit temporal locality. On the other

extreme, systems that are active all of the time operate in "continuous" mode, and

hence do not exhibit temporal locality. At the same time, a system may only have a

fraction of its functional modules active all of the time, such systems exhibit spatial

locality. This idea can be applied to lower levels of the hierarchy such as at the logic

gate level or the transistor level. One of the widely adapted global strategies for

achieving high performance and low power in continuously computing systems (e.g.,

modules of a video compression system) has been the simultaneous reduction of supply

voltage, VDD, and threshold voltage, VT, where the optimal VDD and VT are found

for minimum total system energy by trading off dynamic energy for static leakage

energy[1, 2, 3]. CMOS-based high performance burst-mode computation systems

(e.g. a microprocessor running an X-server or cellular phone which is idling more



than 90% of the time) will suffer high static leakage energy dissipation operating at

low VDD with constant low VT even with clocks stopped. For example, even when a

user is continuously entering data at the keyboard, the X-server is active, (i.e. doing

computation), only 2-3% of the time [4]. In order to simultaneously achieve high

performance during active period and low leakage power during idle period for burst-

mode computational systems, several schemes of reducing the leakage current have

been proposed. The multiple VT CMOS design involves using high VT transistors

to gate the low VT functional blocks[5, 6]. Both NMOS and PMOS transistors are

needed in order to preserve state. These devices must be made large due to the finite

resistance of these transistors. This incurs additional switching energy to switch

these devices. Therefore, appropriate sizing of the high VT transistors is crucial.

Another approach is the dynamic control of VT by biasing the bulk-CMOS wells[7].

A triple well technology is required for this scheme. Furthermore, well biasing is

complicated by the N-well to P-well junction leakage current as well as source/drain

junction to well leakage currents. Both of the above schemes are implemented at the

functional module level; for example, in the well biasing scheme, all the transistors

in the functional module have the same variable VT which is dependent on the well

bias.

2.3 SOI Technology

The aforementioned technologies have been mainly proposed for implementation

in bulk silicon CMOS. However, the increasing maturity of the SOI technology in

the past few years cannot be ignored, especially with the dramatic improvements in

material quality. There are two modes of operation for SOI MOSFETs, fully depleted

(FD) and partially depleted (PD) channel region (body). In the conventional strongly

FD SOI device, the silicon film thickness is usually less than or equal to half of the

depletion width of the bulk device. The surface potentials at the front and back inter-

faces are strongly coupled to each other and capacitively coupled to the front-gate and

the substrate through the front-gate oxide and buried oxide, respectively. Therefore,



the potential throughout the silicon film, and hence the charge, is determined by the

bias conditions on both the front-gate and the substrate. By replacing the substrate

with a back-gate, the device becomes a dual-gated device. The FD design is unique

to SOI because the front-gate and back-gate both have control of the charge in the

silicon film. In the strongly PD SOI, the back-gate or substrate has no influence on

the front surface potential. In the middle regime, the device is nominally PD and can

become FD by applying a back-gate bias, thus, coupling of the front and back surface

potentials still occurs. In order to implement the dynamic threshold voltage control

scheme in SOI, devices must operate in the FD mode.

2.3.1 SOI Dual-gated Devices

Various researchers have exploited the use of FD SOI in dual-gated devices in

which the top and bottom gates are tied and switched together, resulting in enhanced

transconductance and reduced short channel effects [8, 9, 10, 11, 12, 13]. Sekigawa

et al proposed the earliest dual-gated device with improved VT roll-off from analyti-

cal calculations [13]. Colinge et al fabricated the "gate-all-around" MOSFET which

they have claimed to show more than 2X enhanced transconductance near threshold

compared to that of a single-gate device. They attributed this enhancement to "vol-

ume inversion" of the silicon film. However, in strong inversion, the enhancement is

minimal, i.e. this device acts like two transistors in parallel. This was also confirmed

by Venkatesan et al [14]. In the subthreshold region, the potential in the silicon film

is more or less flat, i.e. the carriers are more or less evenly distributed in the film.

The potential barrier in the film center with respect to the source is lower than in the

single gate device, and thus facilitates charge injection from the source, hence more

subthreshold current. Furthermore, since the vertical field is small, the carrier in the

center of the film does not suffer from surface scattering, and hence may have a higher

mobility. Once in strong inversion, the surface potential becomes pinned, and the car-

riers are predominantly near the surface, and the contribution to total conduction by

the carriers in the center of the silicon film is insignificant. This is very nicely shown

in the two dimensional plot of the electron potential by Tanaka et al, Figure 2-1,



[11]. Balestra et al also claimed "volume inversion" in their dual-gated MOSFETs

through simulation. However, their confirmation through measurements is dubious

because their device is not a true dual-gated device. They used the substrate as the

second gate and the bias voltage ratio of back to front-gate is 10X to compensate

for the oxide thickness difference. In terms of current drive, the dual-gated device

does not show any advantage over two single-gated devices unless it operates in the

subthreshold region all the time. The main advantage of the dual-gated device is the

scalability into the sub-100nm regime [15, 16, 17, 18, 19]. All these devices have the

same work function for both top and bottom gates, i.e same polarity gates. Suzuki et

al has shown that devices with opposite polarity (n+-p+) gates scale better than same

polarity (p+-p+ or n+-n + ) gates; and the VT of the opposite polarity gates devices

are in the right range for today's VLSI design requirements due to the work function

difference of the top and bottom gates [17, 19]. However, for low voltage operations

of the opposite polarity gates devices (( 1 V), the bottom gate does not fully "turn

on" due to the difference in VT of the top and bottom gates. The function of the

bottom gate, in this case, is to lower the VT of the top-gate device during switching.

An ideal dual-gated device should have its top and bottom gates perfectly aligned.

With the same thickness top and bottom gate oxides, misalignment of the bottom

gate with the source and drain will greatly increase the parasitic capacitance and

degrade the short channel effect immunity [18]. Recently, another group introduced

a Dynamic Threshold Voltage MOSFET (DTMOS) in SOI [20]. In this structure,

the gate of a PD-SOI MOSFET is tied to the body. Therefore, during switching

of the gate, a bias is also applied to the body. As a result, the subthreshold slope

reaches the theoretical limit of 60 mV/decade at room temperature, and the threshold

voltage appears to be lowered. In order not to incur excessive body current, the gate

voltage cannot be higher than 0.6 V. The observed improved subthreshold slope and

VT lowering are due to the forward biasing of the source-body p-n junction. By the

conventional definition of dynamic threshold control, which is the parallel shift of the

subthreshold I-V, the DTMOS does not comply.

The fabrication of dual-gated devices is a complex process, and switching the
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back-gate every clock cycle also incurs additional energy. In this thesis work, the de-

velopment of a practical (i.e. easily integrated) technology to implement the dynamic

threshold voltage control concept is investigated. This is a FD-SOI-based technol-

ogy called SOI-with-Active-Substrate (SOIAS). The particular implementation of the

SOIAS back-gated devices does not call for switching of the back-gate every clock cy-

cle. VT of blocks of devices, i.e. in a module, would be switched similar to the concept

of well-biasing in the triple well CMOS.

2.4 Comparison of VT Controllability in Bulk and

SOI MOSFETs

2.4.1 Long Channel Device

In bulk CMOS, the threshold voltage is a square root function of the well bias,

and the body factor determines the degree of control[21],

VT = FB + ±B + (VVb + B)
V/2qesiNA

Cox
kT NA

sB = 2 In-NA
q ni

Cox is the gate oxide capacitance, NA is the channel dopant concentration, q is the

electron charge, Esi is the silicon dielectric constant, and 7, the body factor, is strongly

dependent on the channel doping concentration,

In FD SOI, the threshold voltage depends linearly on the back-gate bias, and the

body factor, 6, does not depend on channel doping concentration[22],

VT V - 6 (VG b - VGAb )



z Vcf - 6S(VGb - VGb)

VcA f b QbVAf = VFB + (1 + o )2B 2C

VTf V~B+ 2B -Qb
2Cox

VGAb V - Cb 2  Qb
Cbox 2Cbox

VGb V B+ 20B - Qb

6CbCbox
Cox (Cb + Cbox)

where Cb = Cbox = - Qb = qNAtSi is the bulk charge for fully depleted
tsi tbox

SOI, and VFB is the flatband voltage. VGAb and VGIb denote the back biases at the

onset of back interface accumulation or inversion, respectively; VTA and VI are the

corresponding front-gate threshold voltages, which are pinned after the back interface

has reached either accumulation or inversion.

Although the concept of threshold voltage control in bulk and SOIAS are the

same, the design trade-offs are different. The reasons for choosing a SOI based tech-

nology rather than a bulk technology are manifold. The SOIAS technology has all

the advantages of conventional fully depleted SOI, and offers more flexibility. In bulk

CMOS, in order to increase the body factor, the channel doping must be increased.

However, in doing so, the threshold voltage at zero bias is also increased. Therefore

the body factor in bulk is coupled to the threshold voltage. Proper channel and well

doping designs may resolve this problem. In the SOIAS technology, since the body

factor is not dependent on the channel doping, the threshold voltage at zero bias can

be set independently of the body factor. In threshold voltage switching, the SOIAS

device back-gate can be switched in either direction to raise or lower the threshold

voltage without suffering from junction leakage currents. In bulk, switching from low

to high threshold voltages is more desirable than vice versa because the p-n junctions

would be forward biased in the latter case resulting in unwanted leakage currents.

The physical decoupling of the SOIAS device back-gate allows ample flexibility in its



design independent of the top-gate device design. In bulk, the well conductance (i.e.

doping) cannot be arbitrarily changed without affecting design parameters of the de-

vice. Figure 2-2 illustrates the channel design trade-off of body factor and VT in bulk

NMOS devices and the large dynamic VT range of SOIAS device. In order to achieve

a large body factor and low quiescent VT in bulk devices, the super-steep retrograde

(SSR) channel doping design should be utilized. These bulk devices were measured

with a chuck contacting the entire back surface of a wafer which clearly cannot be

done in CMOS. In triple-well CMOS, in order to increase the well conductance, a

retrograde well design may be necessary. In the SOIAS design, the vertical structure

design specifications (e.g. to, tai, and tbox would determine the dynamic VT range as

long as the device is FD.

2.4.2 Short Channel Device

In both the bulk device and SOIAS device, as the gate is scaled into the deep

submicrometer regime, unless proper device engineering is employed to reduce the

lateral encroachment of the source/drain fields, i.e. short channel effects (SCE), the

control of the threshold voltage through the body or the back-gate would decrease.

The complex 2-dimensional potential distribution is difficult to treat analytically.

For purpose of accuracy, numerical solution of the 2-D Poisson equation should be

sought. The charge-sharing concept which most of the analytical models are based

provides intuitive understanding of the SCE. Figure 2-3 schematically depicts the

charge sharing concept for bulk and SOI devices [23]. The charge, Qdl, in the channel

region balances the charge in the top-gate, the source and drain, and the body/back-

gate. For a long channel device, the top of the trapezoid is L, the length of the gate,

and the bottom of the trapezoid is approximately L. The top and bottom gates are

assumed to control the charge in the trapezoidal region L. As the device is scaled,

the bottom of the trapezoid becomes less than L and control by the body/back-gate

also diminishes. The charge Qdl in the trapezoidal region, under the control of the

top-gate and the body/back-gate is also less. As the source and drain are brought

closer to the channel region, in order for the top-gate and body/back-gate to maintain
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Figure 2-2: Measured threshold voltage control by either body bias in bulk or back-
gate bias in SOIAS. The open triangles represent a bulk NMOS device with super-
steep retrograde (SSR) channel doping; Leff is approximately 0.75 ,pm. The filled
triangles represent a single step channel doping device, Leff is approximately 0.7 pm.
Although the latter has a lower quiescent VT, the body factor is much smaller than
the SSR design. The SOIAS device dynamic VT range is larger than both of the bulk
devices. Leff of the SOIAS device is approximately 0.4 pm.



Figure 2-3: Charge sharing in bulk and FD SOI devices [23].

proportionately the same control, similar scaling in the vertical dimension must also

be implemented. This requires the gate oxide and the source/drain junction be scaled,

and the channel doping be increased. Scaling the gate oxide, physically brings the gate

closer to the channel region. Increasing the channel doping decreases the depletion

into the channel from the source/drain junctions, and decreasing the junction depth

reduces the lateral fringing fields from the source/drain. From the charge-sharing

concept and using geometrical constructs, the VT equation becomes [21]

VT = VFB B +7+ ( LVsb + OB+Vb )

qNA

where a is a fitting parameter. As can be seen from the above equation, for short

channel devices, there is a linear dependence of VT on Vsb. In FD SOI, again from

charge-sharing arguments, the VT for a FD SOI device, with the back interface de-
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pleted, involves replacing Qb with Qb(1-d/L) [24], where

d -_ (Vbi - "sb) (2.1)
Eb(eff)

Vbi is the source/drain to channel junction built-in potential, and 1 sb is the back

interface potential at half way between the source and the drain. Eb(eff) is the ef-

fective lateral component of the electric field at the back interface which is given

approximately by

Eb(ef f) [qNA(Vbi - Fsb)/2csi]1/ 2

+ fa VGb - VFBb - q•sb
+fa

eSi tbox

,ox Vbi - VGbb + VFBb
+/b

ESi tbox

Psb and Eb(eff) must both be solved iteratively in order to obtain d [24]. fa and fb are

fitting parameters. In addition to reducing the front-gate oxide, the back-gate oxide

also needs to be reduced in order to maintain the back-gate's control on the charges

in the channel, and to reduce the coupling from the source/drain fringing fields, hence

larger Eb(ef f), and smaller d. Reducing the silicon film thickness effectively decreases

the junction depth. Increasing the silicon film doping also increases the Eb(eff), i.e.

reduces depletion width of the source/drain and channel junction. The downside of

having a large body factor in both technologies is that the parasitic source/drain

capacitances will increase, the saturation current will decrease, and stacked gates

will suffer larger delays. The effects of the drain bias can be included in the above

equations using the same charge-sharing arguments for bulk; in FD SOI, however,

there is no simple way to incorporate this effect due to the coupling to the back

interface, therefore, 2-D numerical simulations is the best way to study these device

structures.



2.5 SOIAS Device Structure

The general structure of interest for this work is the back-gated device depicted in

Figure 2-4. The top and bottom gates are designed with opposite polarities with the

I x
box

am I

Figure 2-4: SOIAS back-gated CMOS device schematic.

back-gate having the same polarity as the silicon film. The top and bottom gates are

separate and can be switched independently. Therefore, to mimic a dual-gated device,

the top and the bottom gates can be tied and swept together. At 1 V or less on VDD,

the back-gate would still function as a threshold voltage modulator of the front-gate.

The decision to either implement a dual-gated or back-gated device structure depends

on the system usage (burst-mode vs continuously computing), and the bottom gate

switching energy vs technology complexity/difficulty trade-offs since a perfectly self-

aligned top and bottom gate device is impossible to achieve with technologies that

exist to date. In choosing the device design parameters for the SOIAS devices, the

emphasis was placed on the maximum process latitude which will yield devices that

meet the VT and off current requirements at 1 V supply voltage. Figure 2-5 shows an

example of such a device from MINIMOS simulation. The specifications for this device

is 3-4 decades change in off current at VDD of 1 V, corresponding to 200 mV of switch
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Figure 2-5: Simulated subthreshold I-V at different back-gate biases.

in VT. The design parameters are 7 nm front-gate oxide, 40 nm silicon film thickness,

80 nm back-gate oxide thickness. The thick back-gate oxide allows maximum latitude

in the formation of the back-gate since source/drain overlap capacitance is small in

comparison to the switching capacitance of the front-gate. The silicon film is as thin

as practically achievable to maximize the control of the back-gate on the front-gate

VT. The devices fabricated in this work are designed around these specifications and

device parameters. For scaling into the sub-0.2 pm regime, the vertical structure (to0 ,

tsi, and tbox) must be redesigned to achieve the same threshold voltage control and

minimize SCE.

Since the SOIAS device operates in the FD mode, some of the issues associated

with the design of FD SOI devices are still present while others are ameliorated by

the ability to control the threshold voltage, and to operate at lower supply voltages.

One of the key challenges in properly designing the conventional SOI FD devices is

obtaining a reasonable threshold voltage in very thin FD films. Especially when de-

signing in the deep submicrometer regime, the tradeoffs of the silicon film thickness,

channel doping, and buried oxide thickness needs to be carefully evaluated. Conven-



tionally, the FD SOI has 200-400 nm of buried oxide, and very thin silicon film (40-60

nm). The SOIAS device requires the buried oxide thickness to be reduced to less than

100 nm, and the silicon to approximately 40 nm, and thus reduces the short chan-

nel effects, as well as increases the the back-gate control on the front-gate threshold

voltage. Since the threshold voltage of the SOIAS device can be precisely controlled

electronically, the requirements on the channel doping can be relaxed as long as the

film is fully depleted. The large series resistance problem associated with thin silicon

films without a good silicide still exist. The reduction of the supply voltage to 1 V

or below also avoids the problem of large field-induced drain breakdown.



Chapter 3

Silicon-On-Insulator-with-Active-

Substrate:

SOIAS

3.1 Silicon Direct Bonding

Silicon direct bonding or fusion bonding, as the name implies, is the joining to-

gether of two silicon wafers (with or without oxide) at room temperature without

the aid of an high electric field or gluing agent, and subsequently annealing at high

temperatures to seal the bond. Although this concept has been around for quite some

time, with the first patent filed in 1966 [25], the demand for SOI material was in-

significant at that time. Then in 1985, Lasky et al [26] demonstrated the fabrication

of NMOS SOI devices using the bonding and etch-back methodology which spurred a

flurry of research and development. Since then, much work has been published which

contributed to the understanding of the bonding mechanism and interface quality

characterization. Any two very flat and smooth surfaces when brought into contact

form a weak bond. The materials of the two surfaces can be metal, semiconductor,

insulator, or any combination of these [26, 27, 28, 29, 30]. Once the two surfaces

are in contact, a "contact wave" spreads across the entire area from the point of
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Figure 3-1: Hydrogen bond formation between two hydrophilic surfaces [26].

contact. The speed of the "contact wave" depends on the flatness of the wafers,

the smoothness of the surfaces, and the chemical treatment of the surfaces prior to

bonding. The surfaces of these wafers are usually chemically treated to render them

either hydrophilic or hydrophobic. The type of bond formed and the bond strength

at room temperature depend on the chemical surface treatment. The bond strength

after annealing depends on the annealing temperature. The bonding mechanism and

bond strength evaluation has been studied extensively. An excellent review paper on

this topic can be found in reference [31].

3.1.1 The Bonding Mechanism

The wafer surface can be rendered hydrophilic through various treatments. Typ-

ically cleaning with heated hydrogen peroxide based solution (e.g. RCA [32] clean

or pirahna clean (H2SO 4:H2 0 2)) would yield hydrophilic surfaces. Some groups had

tried treatment with hot nitric acid (HNO 3) after the above mentioned cleaning proce-

dures to enhance the hydrophilicity of the surface [33, 34]. For hydrophilic surfaces,

the bonding at room temperature is predominately caused by hydrogen bonds be-

tween hydroxyl groups and water molecules adsorbed on the surfaces when exposed

to air[26], see Figure 3-1. Van der Waals forces between the atoms and the adsorbed

molecules also exist [35]. These bonds are electrostatic and relatively weak. The bond

strength improvement with annealing temperature is believed to occur in three dif-

ferent regimes with different mechanisms. The temperature boundary is by no means



clearly defined. When the room temperature bonded wafers are annealed at low tem-

peratures (100-200 0C), enhanced mobility of the adsorbed molecules is believed to

cause more bonds to bridge the gap between the two surfaces, and hence strengthen

the bond [36]. For annealing in the 300 oC range, a chemical bonding reaction occurs

which replaces the weak electrostatic bonds with covalent Si-O-Si bonds according to

the following reaction [26, 36, 37]:

Si - OH + OH - Si -+ H20 + Si - O - Si (3.1)

Abe et al believed that the temperature at which the above reaction occurs is around

600 'C [38]. Stengl et al proposed a two step mechanism for the formation of the

Si-O-Si bonds as depicted in Figure 3-2[39].

7A

SiOH:(OH2)2:(OH2)2:HOSi SiOH:OHSi + (H20)4

j
Figure 3-2: The bonding mechanism proposed by Stengl et al showing the transition
from weak hydrogen bonding to covalent Si-O-Si bonding at two different tempera-
tures [39].
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These authors proposed that at temperatures above 200 OC, the adsorbed water

molecules aggregate into clusters of four molecules, thus reducing the gap between the

wafers. At temperatures equal to or above 700 'C, the water molecules diffuse away

leaving the Si-O-Si bonds [39]. After the formation of the Si-O-Si bonds, annealing in

the temperature range from approximately 600-1100 'C strengthens the bond more

because the bonded area increases due to elastic deformation of the wafer around the

peripheries of unbonded areas (e.g. a particle) [36]. At even higher temperatures (i.e.

) 1100 'C), the viscous flow of the oxide fills in the microvoids, and the bond strength

depends on the mass transport phenomenon, i.e. length of the anneal [36, 40].

Non-hydrophilic surfaces can also be bonded [41, 34, 42, 43, 44]. Spontaneous

bonding usually does not occur on these surfaces, but with slight force the wafers

can be bonded at room temperature. The hydrophobic silicon wafers are usually

dipped in dilute HF prior to bonding. The bonding mechanism for hydrophobic

surfaces still remains, for the most part, a mystery. Bengtsson and Engstrom proposed

that after treatment in dilute HF(- 2%), the surface is predominately terminated

by hydrogen atoms; however, the subsequent rinse in deionized water and exposure

to air increases the density of hydroxyl groups on the wafer surface, although the

surface remains hydrophobic [42]. This may be a possible explanation of adhesion

between two hydrophobic surfaces. Himi et al used a similar explanation with highly

concentrated HF (- 49%). For treatment in highly concentrated HF, the surface

is predominately terminated with fluorine atoms (- 37%). Dipping such a wafer in

deionized water will result in replacement of the fluorine atoms with OH groups. They

believed that although the amount of OH groups for such a surface is less than the

hydrophilic surface, it is enough to form the initial bond at room temperature [43].

Of course, the Van Der Waals forces always exist in both cases, and can also aid in the

initial room temperature bonding. Therefore, a hydrophilic surface is not necessary

for successful bonding. The bond strength after annealing at high temperatures for

the hydrophobic surfaces is stronger than the hydrophilic case. This is due to the

epitaxial bonding at the interfaces that is free of oxide [43].



3.1.2 Voids

Achieving wafer bonding that is free of voids is an extremely challenging task.

There are two category of voids; extrinsic voids and intrinsic voids. Extrinsic voids

are those resulting from particulates on the wafer surfaces, local contamination, sur-

face roughness, non-flat surfaces, or gas trapped in pockets when two or more "contact

waves" are generated simultaneously at the mating of the two surfaces at room tem-

perature. These type of voids are present at the time of room temperature bonding

and would remain after the high temperature anneals. In order to reduce the extrinsic

voids, wafer cleaning prior to bonding is critical, and bonding in a cleanroom envi-

ronment is required. Wafer bowing tend to introduce voids due to multiple points

of contact when the wafers are pressed together. Extreme wafer bowing prevents

bonding altogether. This problem is more apparent in cases where stressed film lay-

ers are deposited on the wafer. Intrinsic voids are only present in silicon to silicon

bonding with both hydrophilic and hydrophobic surfaces at intermediate annealing

temperatures (, 200 - 8000C). These voids can be observed after annealing at these

temperatures following room temperature void-free bonding. Above 1000 oC, the

voids disappear. There is no consensus on the origin of these voids. One explanation

proposed was that the voids are formed from the release of water molecules during

the Si-O-Si bond formation reaction [27, 39]. The belief is that, at elevated tem-

peratures, the water in the voids would oxidize the silicon. Another group claimed

that hydrocarbon contamination of the wafer surface is the cause of these tempera-

ture dependent voids [45, 46]. This theory is in part supported by the observation

that HF treated wafers has more intrinsic voids compared to those without the HF

treatment [45, 34]. At high enough annealing temperatures, either the hydrocarbons

decompose into smaller groups and the gas in the voids migrates to the edge of the

wafer, or diffuse into the wafer. The total effect may be a combination of the two

theories. The biggest mystery, however, is the absence of intrinsic voids at these in-

termediate temperatures for bonding silicon to an oxidized wafer or quartz. Abe et

al has shown that at least 20 nm of silicon dioxide is needed on one of the wafers to



produce void-free bonded pairs with annealing in the intermediate temperature range

[28]. The same observation was made for bonding silicon to sapphire [28]. One expla-

nation may be that whatever is trapped at the interface, be it water or hydrocarbon

groups, can readily diffuse into the oxide at lower annealing temperatures. Annealing

at lower temperatures is attractive for bonding a wide variety of materials, especially

for metals used in interconnects. Recently, successful bonding of cobalt silicide and

tungsten has been demonstrated at annealing temperatures below 900 oC [29, 30].

This author believes this will be the trend of wafer bonding in the future.

3.1.3 Bond Strength

The methods derived for evaluation of bonding strength are destructive and semi-

quantitative. Two widely used methods are the measurements of fracture strength

and surface energy [27, 36, 47, 48]. The fracture strength technique is a direct mea-

surement of the bond strength and involves physical separation either at the bond

interface, which yields the true bond quality, or fracture in one of the bonded wafers

which implies that the bond strength is equivalent to or greater than the fracture

strength of the substrate. Usually a strong adhesive is used to glue "handles" to the

bonded wafers, and a force perpendicular to the bonded interface is applied to pull

the wafers apart or until fracture. Figure 3-3 shows the measured fracture strength

for silicon to silicon bonding and oxide to oxide bonding as a function of annealing

temperature [27, 47].

The surface energy measurement technique was developed by Maszara et al [36]

based on the theory of crack propagation in a cleaved bulk sample developed by Gillis

and Gilman [49]. The surface energy measurement technique involves the insertion

of a blade of a certain thickness at the bonding interface, and the length of the crack

is the distance from the edge of the wafer where the blade was inserted to the point

where the wafers still remained bonded. The surface energy is inversely proportional

to this length [36]. Figure 3-4 shows the measured surface energy as a function of

annealing temperature for silicon to silicon and oxide to oxide bonding [36, 50]. All

these figures show a similar trend with three fairly distinct regions which is consistent
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Figure 3-3: (a)Fracture strength for SiO2 to SiO2 bonding [47]. (b)Fracture strengthfor Si to Si bonding [27].

with the explanations given above for the bonding mechanisms at different anneal-
ing temperatures. The surface energy for silicon to silicon bonding seems to be a
lot higher than oxide to oxide bonding which is contradictory to the direct fracture
strength measurement. Since the loading force for these two measurements are differ-
ent, perpendicular to the bonded interface for the fracture strength measurement and
parallel for the surface energy measurement, a direct translation of surface energy to
fracture strength may not be straightforward.
fracture strength may not be straightforward.
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Figure 3-4: Surface energy of SiO2 to SiO 2 bonded interface (open symbols) [36], and
that of Si to Si bonded interface (filled symbols) [50].

3.2 SOIAS Technology

The development of the Silicon-On-Insulator-with-Active-Substrate (SOIAS) tech-

nology was guided by the understanding of the silicon bonding mechanism as pre-

sented in the previous sections. In conventional silicon fusion bonding, the bonded

wafers usually do not contain more than two layers of thin films. The concept of

SOIAS technology can be taken to many levels of complexity. The fundamental idea

behind this technology is to add one or more conductive under-layers beneath the

buried oxide of a SOI structure. Such layers can serve as buried interconnects or

gates or both, i.e. enabling integration in the third dimension. The fabrication of

SOIAS structures leverages off many of the technologies developed for bulk and SOI

CMOS processes (e.g. CMP and wafer bonding). There are several options and var-
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ious degrees in which the buried layer or layers can be rendered conductive. In one

extreme, the buried layer can be a refractory metal such as tungsten, or silicides of

such metals which can withstand subsequent high temperature processing. In this

case, the buried conductive layer must be pre-patterned prior to bonding, and a di-

electric must be deposited and planarized. This bonding process is more complicated

and challenging. In the other extreme, a blanket insulating/semi-insulating layer

(e.g.. intrinsic amorphous/polycrystalline silicon) can be used, and selective areas

of the buried layer can be made conductive by ion implantation with dopants. This

work focuses on the development of the latter approach.

3.2.1 SOIAS Wafer Fabrication

Two different approaches have been taken for preparing the SOIAS wafers. The

first is the more traditional route of the bond-and-etch-back (BESOI) process. In

this case, the device wafer includes the back-gate oxide (to be) which is obtained

by dry thermal oxidation, and the back-gate material to be which is amorphous sil-

icon (as deposited). Amorphous silicon was used as the back-gate material because

as-deposited amorphous silicon is very smooth which facilitates direct bonding to

the oxidized handle wafer. The handle wafer serves only as mechanical support for

the various layers of film. The device wafer was then bonded to the handle wafer

which was also oxidized to form approximately 1 pm of silicon dioxide. Therefore,

the bonding interface is between the amorphous silicon and the thick insulating ox-

ide. Figure 3-5 depicts the SOIAS preparation for the BESOI process. Immediately

prior to bonding, the wafer surfaces were prepared by a RCA clean without the HF

treatment. Thus, the surfaces are hydrophilic, facilitating bonding at room temper-

ature. The bonding can be done either in air or in oxygen ambient. Bonding in air

involves placing two wafers, with polished sides facing each other, together in a Teflon

wafer carrier, and then applying slight pressure to the center at a point to initiate

the "contact wave". Figure 3-6 schematically depicts the bonding apparatus used

for bonding in an oxygen ambient. The wafers were placed, polished side facing each

other, with the device wafer usually on top of the handle wafer, initially separated by
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Figure 3-5: The bond and etch back (BESOI) process for fabricating SOIAS sub-
strates.

Teflon spacers. These wafers were spun at -2000 rpm with oxygen flowing. Once the

chamber is completely purged with oxygen. The Teflon spacers were knocked out,

and the top wafer drops onto the bottom wafer. Again, a slight pressure is applied

to the center of the wafer to initiate the "contact wave". The device wafer thinning

was accomplished by chemical and mechanical polishing. Localized plasma thinning

(Accu-ThinT M ) [51] was used to improve silicon film thickness uniformity. A touch

polish of the surface was performed after the localized plasma thinning and prior to

thermal oxidation thinning to reach the final desired silicon film thickness.

The second approach involves the bonding of a SIMOX wafer and relying on the

buried oxide for etch-stop using wet chemistry wafer etching. Bonding of SIMOX to

quartz and silicon substrates has been shown to be feasible [52, 53]. The same layers

as described above were grown on the SIMOX and the handle wafers, and the bonding

interface was still between the amorphous silicon and the insulating oxide with the

same surface treatment prior to bonding. Figure 3-7 depicts the SOIAS preparation

Flip and bond
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Figure 3-6: bonding chamber

for the bonded SIMOX process. The bulk of the SIMOX substrate was removed

by coarse grinding and polishing leaving approximately 60 pm of silicon depending

on the the bow of the wafer. The final removal was carried out by wet chemical

etching in 25 wt% Tetramethyl Ammonium Hydroxide (TMAH), commonly used as

photoresist developer, stopping on the buried oxide. The TMAH etch was done in a

reflux condenser which allows the evaporated water to condense back into the solution

thus maintaining the same concentration throughout the etch. The selectivity of

silicon to oxide in TMAH is about 5000 to 1 at 800 C [54]. The buried oxide serves

as a perfect etch-stop. Therefore, the resulting silicon film thickness is as uniform

as that of the original SIMOX wafer. The buried oxide was then removed in three

wet etching steps (50:1 H20:HF,TMAH,7:1 H20:HF). The first HF etch is to remove

the few hundred angstroms of buried oxide and thus exposing the silicon inclusions

typically found in the SIMOX buried oxide. A short TMAH etch follows the HF dip

to remove the silicon inclusions in order to avoid particulate contamination. The final

HF etch is to remove the remaining buried oxide. Final thinning of the silicon film

was accomplished with thermal oxidation and wet oxide strip. In both the BESOI

and bonded SIMOX approach, the thermal oxide and LPCVD amorphous silicon did
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Figure 3-7: The bonded SIMOX process for fabricating SOIAS substrates.

not produce any significant wafer bowing because the films were uniformly deposited

on both sides of the wafer.

3.2.2 Bonded Interface Evaluation

Infrared imaging provides immediate feedback of the bonding quality by making

relatively large voids (with at least 0.25 Mm separation between the wafers) visible to

the eye through an infrared camera. Voids appear either as bright spots or interference

fringes. The infrared imaging apparatus consists of a video camera, a broad band light

source, and a TV monitor. Since undoped silicon is transparent to the infrared, the

wafer itself acts as a filter. Figure 3-8 is a photograph of the infrared image of a

bonded wafer prior to high temperature anneal. If the room temperature bonding

is not satisfactory, the wafers can be separated at this point by inserting a blade

between them to split them apart. After bonding, the wafers were annealed either

in an inert N2 ambient or an oxidizing ambient at 1000 OC for one hour to seal the

bond. We have found that small voids formed during bonding in oxygen ambient can
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be annihilated by annealing in an oxidizing ambient. Acoustic microscope imaging

can also be used to evaluate the bonding quality. This method allows the detection

of very small voids. Figure 3-9 is an acoustic microscope image of a bonded SIMOX

wafer. Since this technique is not readily available in our research lab, only a few

sample wafers were evaluated, and they do not represent the overall bonding quality

of our wafers. We did not perform any destructive bond strength measurements such

as the fracture test or the surface energy measurement since all our bonded wafers

were used in fabricating CMOS devices and circuits. The bond was strong enough

to survive grinding and polishing of the device wafer in the thinning process. Figure

3-10a-b show the final SOIAS substrates, after thinning of the device wafer and before

thermal oxidation thinning, prepared by the bonded SIMOX and BESOI processes,

respectively.

Teflon Wafer Holder

Figure 3-8: Infrared image of bonded wafers.
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Figure 3-9: Acoustic microscope image of bonded wafers.
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Figure 3-10: (a)SOIAS wafer prepared by the bonded SIMOX process. (b)SOIAS
wafer prepared by the BESOI method. The absence of fringes indicates the better
film thickness uniformity of the bonded SIMOX SOIAS as compared to the BESOI
SOIAS.
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3.2.3 SOIAS Materials Characterization

Since the ultimate goal of this work is to demonstrate functional CMOS devices

and circuits on the SOIAS substrates, the integrity of the SOIAS substrates was

evaluated mainly by electrical characterization through measurements of the effective

electron mobility, Time Zero Dielectric Breakdown (TZDB) tests for intrinsic oxide

quality, and average interface state density measurement using the charge pumping

technique. The SOIAS substrate prepared by the bonded SIMOX technique is of par-

ticular interest since the front surface, where the devices would be built, was the back

interface of the original SIMOX which is known to be rough. The only physical char-

acterization used was surface profilometry with an Atomic Force Microscope (AFM)

to determine the roughness. Table 3.1 shows the root mean square of surface height

variation (RMS), and average surface roughness (RA) for different substrates with

different sample areas. Figure 3-11 shows the effective electron mobility vs effective

Table 3.1: Surface roughness comparison for different substrate materials.

transverse electric field of the front-gate device for conventional SIMOX and SOIAS.

All measurements were taken on 50x50 pm NMOS devices. The effective channel

mobility was extracted from drain current and gate capacitance measurements using

the following two equations:

lef f = (3.2)
( L) QiVds

Qi (Vs)= Cg (Vgs) dVg, (3.3)

Since the carriers are confined to travel across the channel near the surface, surface

5x5 gm2 Sample Area 205x205 nnr Sample Area

RMS(nm) RA(nm) RMS(nm) RA(nm)

Bulk 0.15 0.12 0.14 0.10

SIMOX 0.77 0.62 0.40 0.30

SOIAS(BESOI) 0.26 0.20 0.22 0.15

SOIAS(BSIMOX) 2.35 1.86 0.64 0.40



roughness would result in carrier scattering, reducing the effective mobility. The

universality of the curves in Figure 3-11 indicates no apparent difference between the

SOIAS and SIMOX substrates from a device operation point of view.
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Figure 3-11: Comparison of effective electron mobility for various substrate materials.

Figure 3-12 shows the cumulative percentage failure comparison of SOIAS with

bulk and SIMOX substrates in the TZDB test. All devices tested were 10xl0 pm.

Surface asperity would result in enhanced localized electric fields, thus causing oxide

breakdown to occur at lower applied electric fields as compared to a smooth surface.

The SOIAS substrate prepared by the bonded SIMOX method is slightly worse than

the bond and etch-back SOIAS as well as the bulk and SIMOX. Overall, the intrinsic

oxide breakdown of the SOIAS is comparable to those of bulk and SIMOX. The

charge pumping technique for evaluating the Si/SiO 2 interface state density has been

well established [55, 56]. Reference [55] provides a thorough and detailed analysis of

the charge pumping technique, and therefore will not be elaborated here. The charge

pumping current, measured at the body of the devices, is given by the classic equation

3.4. This equation relates the charge pumping current to the average interface states

0 0.2 0.4 0.6 0.8 1
Een (MV/cm)

-- SOI (SIMOX NA-4-5x10 1 )
- SOIAS (BESOI NA-3X10 1 )
---- SOIAS (BESOI NA-0.8-1x101 7)

0- - SOIAS (BSIMOX NA-6x10' 7
)
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Figure 3-12: Comparison of cumulative percentage failure of 10x10 pm transistors for
different substrates.

density, Dit, the thermal carrier velocity, Vth, the capture cross section for electrons

and holes, (a ,ap),the frequency of the gate pulse, and the pulse shape as indicated

by the rise and fall times (tr, tf).

Ip = 2qfWLDitkTln iV n tFR -h VI (3.4)

Figure 3-13 shows charge pumping characteristics for a NMOS SOIAS device. Equa-

tion 3.4 is valid when the channel is pulsed from accumulation to inversion,i.e. the

peak of the charge pumping current curves. For a trapezoidal pulse, in order to ex-

tract Dit, VT, VFB, Vth, On, and ua must be known. However, if the pulse is triangular

with equal rise and fall times,i.e. tr + tf = 1/f and trtf = 1/2f, then equation 3.4

reduces to the following

Qit - -Ip = 2qkTDitln (vth n ij N/anpVFB - I 1 (3.5)
fWL \AVGI 2f

-- BSIMOX (SOIAS)
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Figure 3-13: Charge pumping current as a function of back-gate bias on a SOIAS
device.

where Qit is the recombination charge per cycle. From the semilogarithmic plot of Qit

and In f, the slope of the straight line yields 2qkTDit. From this, the average interface

states can be extracted without knowing any of the other parameters [57]. Figure 3-

14 shows the semilogarithmic plots of Qit and In f. This technique works very well

for bulk devices, however, for thin film SOI/SOIAS devices, the coupling between

the two interfaces will lead to charge pumping currents which result from trapping

and de-trapping of carriers at both interfaces. In order to isolate the top interface,

the back interface must either be in strong accumulation or inversion so that all the

interface state traps at the back are filled during charge pumping of the front interface.

Figure 3-13 shows that by applying a back-gate bias to accumulate the back interface,
the peak charge pumping current decreases and eventually saturates when the back

is in strong accumulation, thus decoupling the two interfaces. Figure 3-14 shows the

semilogarithmic plots from which the slope and consequently Dit was extracted for

the various substrates. Table 3.2 summarizes the results. All of the material analysis

results indicate that the BESOI SOIAS substrates are very similar to the bulk and

even better than the conventional SIMOX wafers. The BESOI SOIAS preparation

is a more complicated process due to the film thickness uniformity requirements for
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Figure 3-14: Recombination charge per cycle as a function of frequency for different
substrate materials.

fully depleted SOI. The data for the bonded SIMOX SOIAS are very encouraging,

although the overall material quality seem a bit worse than its counterparts, with

touch polishing of the surface, the material can be improved. The bonded SIMOX

approach is a simpler process with very good film thickness uniformity control, thus

it is a viable technique enabling integration in the third dimension.

Substrate Type Average Interface States (cm-2-eV "1 )

Bulk 3.1X1010

SOIAS (BESOI) 3.9X1010

SIMOX 4.8X1010

SOIAS (BSIMOX) 1.2X10 11

Table 3.2: Average interface state density for different substrate materials.
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Chapter 4

X-ray Lithography Integration in

CMOS Process

Proximity x-ray lithography was chosen as the technology for gate patterning in

the deep submicrometer region. X-ray lithography offers process latitude and ro-

bustness due to absorption without spurious scattering. The impact of photoelectron

range and diffraction effects on the resolution limit of x-ray lithography were orig-

inally thought to be much more severe than is the case. It was assumed that the

maximum photoelectron range defined the resolution limit of x-ray lithography [58].

Theoretical calculations of image degradation downstream of the mask based on a

Kirchoff approximation and perfect spatial coherence led to the conclusion of very

limited depth-of-focus and exposure latitude [59]. Both of these predictions were dis-

proved by experimental results and subsequently by theory. Early et al has shown 30

nm lines in Au absorber can be faithfully replicated in PMMA resist at wavelengths of

0.83, 1.32, and 4.5 nm [60]. The explanation is that the Auger electrons released when

an x-ray photon is absorbed put a strong peak in the point-spread function about 5nm

wide, and that the effective range of photoelectrons is the relevant parameter, not the

maximum range. Chu et al has shown that 50 nm lines and spaces can be printed

with 2.3X variation in exposure dose at a gap three times larger than predicted by

the earlier theoretical calculations [61]. Since proximity x-ray lithography shows no

inherent limitations for patterning in the 0.1 pm and near sub-100 nm region, the



questions to be addressed are the applications of x-ray lithography and its feasibility

for VLSI. The issues to be dealt with in this thesis specifically involve the integration

of the existing x-ray lithography technology to our baseline CMOS. One of the main

concerns for manufacturing is throughput, and even with a synchrotron, the use of

PMMA is impractical. In recent years, resist engineers have developed a plethora of

chemically amplified resists (CAR) for DUV which have also found their use in x-ray

lithography. Paramount to fine lithography is faithful transfer of the pattern via dry

etching. The fabrication of deep submicrometer bulk and SOIAS devices was a test

vehicle for this technology.

4.1 Mix-and-Match Scheme

Since the resolution of x-ray lithography is not needed at all levels of the process,

a mix-and-match scheme must be employed, in research as well as in manufacturing,

which involves the matching of the optical, e-beam, and x-ray tools. To validate

the matching of the tools, alignment and registration between the optical and x-ray

levels must be demonstrated. The motivation for this work stems from the need to

integrate x-ray lithography with a baseline CMOS process to fabricate 0.1 and sub-

0.1 pm devices and circuits on bulk silicon and SOIAS. Currently, only the gate level

is defined by x-ray lithography while the rest of the levels are patterned by optical

projection. The x-ray mask is patterned using electron-beam lithography. One of

the key challenges in this mixing of lithography tools is to reconcile or deal with

the mismatch in the scaling, stepping, and distortion of these tools. In addition, for

large chips and dense patterns at 0.1 pm, the e-beam time required to write even the

gate level patterns on an x-ray mask can be prohibitively long (e.g., tens of hours

on a research type of e-beam tool). In this work, a strategy of combining the three

different lithography tools which best utilizes the strength of each, while resolving

the problems of mismatch and long e-beam writing time was explored. Specifically,

a G-line stepper, our VS-PL vector-scan e-beam, and our in-house x-ray lithography

system were used. The key idea of this strategy is to pattern the coarse features and



e-beam field marks onto x-ray masks optically. Then, the e-beam tool writes only

the fine features after aligning to the field marks on the x-ray mask, thus ensuring

registration to the optical stepper generated features. The completed x-ray mask with

coarse and fine features for the gate level is then used to pattern the device wafers.

This mix-and-match scheme was demonstrated for 10x10 mm chips with four chips

patterned onto one x-ray mask. The total pattern area is then 20x20 mm on a 31 mm

diameter SiNx membrane mesa-style x-ray mask. The subsequent x-ray exposure of

device wafers was done with simultaneous alignment of all four dies.

4.1.1 Experimental Procedure

Figure 4-1 is a Fizeau interferogram of a SiNx membrane, mesa-style x-ray mask.

The membrane is flat to about 100 nm, less than one optical fringe. The mesa rim is

flat to about one fringe. The non-flatness of the region outside the mesa, the Pyrex

ring, is inconsequential as far as mask-sample gap is concerned. Figure 4-2 illustrates

the overall process of mixing and matching the optical and e-beam tools. Since

not all of the features at the gate level need the resolution of e-beam lithography,

these features, along with the e-beam field marks are patterned optically onto the

x-ray mask. By patterning the e-beam field marks optically, many distortion, scale,

or stepping error in the optical stepper will be captured and duplicated by the e-

beam registering to each field. The smaller the e-beam writing field, the better this

technique will work. In our experiment, we chose to use 100x100 pm e-beam fields.

The device and circuit patterns were placed such that they don't overlap with e-beam

field marks . Figure 4-2a shows, as an example, the coarse features of the gate level

of a NAND ring oscillator circuit, together with e-beam field marks. Only fine gates

were then written by the e-beam, Figure 4-2b. The final combination of the coarse

and fine features on the x-ray mask is shown in Figure 4-2c.

4.1.2 Coarse Features and E-beam Field Marks Transfer

Currently, our optical stepper is not configured to do exposures on x-ray masks.
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Figure 4-1: Fizeau interferogram showing an ultra-flat SiNx membrane, mesa-style
x-ray mask.
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Figure 4-2: Process of combining e-beam and optical lithography to produce an x-ray
mask. (a)Patterning of coarse features and e-beam field alignment marks using a
stepper.(b)E-beam writing of fine features by aligning to the optically defined field
marks. (c)The final pattern on the x-ray mask as a result of optical and e-beam
lithographies.



Instead, we exposed the gate-level coarse patterns and e-beam field marks on 10

cm-diameter, chrome-coated quartz wafers, and then transferred these patterns onto

the x-ray masks using DUV contact printing in 250 nm thick PMMA, followed by

development and gold electroplating to a thickness of 80-100 nm. The process is

depicted in Figure 4-3. An 10X dark-field emulsion mask of the coarse features and e-

beam field marks was made for the g-line stepper. Four dies were then stepped down

onto the chrome-coated quartz wafer and the chrome was wet etched. Figure 4-3b

depicts the DUV pattern transfer onto the x-ray mask. In order to ensure faithful

transfer of the pattern without introducing scaling errors, the gap between the quartz

wafer and the membrane must be kept small, i.e. 1pm or less. Since the quartz wafer

is not perfectly flat, and it rests on the x-ray mask mesa rim relying on gravity,

the gap must be set by making the flexible membrane conform to the curvature of

the quartz. This is accomplished by placing the x-ray mask on a fixture with holes

drilled from underneath to allow a nitrogen jet to "blow" against the backside of

the membrane. This system is not tightly sealed so that the pressure underneath

the membrane does not build up. If the membrane goes into contact with the quartz

wafer, a slight vacuum is applied to the backside to pull the membrane out of contact.

4.1.3 E-beam Patterning of Fine Features

The x-ray mask thus prepared can be tested for flatness, stress induced distortion,

and alignment to previous optically defined levels prior to e-beam writing of the fine

features. The PMMA can be stripped after the DUV exposure and gold electroplating,

although we chose to keep the PMMA used in the DUV exposure for the e-beam

exposure of the fine gates as well. Each of the four dies has a mark patterned at

the left bottom corner to be used as an origin reference when initially setting up the

e-beam coordinate system, see Figure 4-4. There are two sets of alignment marks

designed for coarse alignment to the optical level; one set is for a clear-field x-ray

mask, the other for a dark-field mask, Figure 4-4. These marks are located on the top

and the right side of each die. The dark-field alignment marks were used for rotation
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Figure 4-3: Quartz wafer patterning and DUV coarse feature transfer onto x-ray
mask. (a)A 10X emulsion mask with coarse features and e-beam field marks was
stepped down onto a chrome coated quartz wafer. The pattern was then wet etched
into chrome. This quartz wafer then serves as the 1X mask for transferring the pattern
onto the x-ray mask. (b)The DUV transfer process. The x-ray mask is placed on a
fixture with holes drilled in the underside of the fixture. A jet of nitrogen is "blown"
through the holes in the fixture forcing the x-ray mask membrane to conform to the
quartz wafer.
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alignment when e-beam writing a clear field mask; conversely, the clear field marks

would be used when a dark field mask is desired. The CAD layout file is fractured

into many subfiles, the left bottom e-beam field mark coordinates in these subfiles

are referenced to the origin mark at the left bottom corner of each die. Once the

e-beam registers to these field marks, two or more alignment iterations are made and

the pattern in this particular e-beam field is written. The stage then steps to the

subsequent fields performing the same alignment and writing in each field. Fields

without any patterns are bypassed. This procedure was then repeated to write the

other three dies. After e-beam exposure, the x-ray mask is then developed in 3:2

IPA:MIBK for 120 seconds at 21 oC. Gold is then plated up to a thickness of 200

nm in the fine features while the coarse features have a total thickness of 280-300

nm. A 200 nm thick gold absorber provides 10 dB attenuation at 1.3 nm wavelength

[62]. Aluminum studs (- 3 - 5 pm in height), which served to set the mask-wafer

gap, were then evaporated onto the mesa rim. Figure 4-5 shows the completed x-ray

mask with both coarse and fine features plated up in Au. Figure 4-6 shows a close-up

view of the patterned four dies (20x20 mm) on an x-ray mask with a 750X magnified

view of an e-beam field in a NAND circuit. The e-beam registered very well to the

optically patterned field marks as indicated by the continuity of the gate finger to the

contact pads.

4.2 X-ray Lithography Exposure and Alignment

Procedure

The gate level lithography was carried out in a custom built alignment and ex-

posure system[63]. Figure 4-7(a) shows a schematic of the entire system. Since the

patterns on the x-ray mask are already matched to the optical levels using the mix-

and-match scheme described in [64], the alignment of the front-gate to the active

regions was done in two steps. Since four dies must be aligned simultaneously, large

crosses in each of the four dies were used to adjust for the gross rotation and x-y
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Figure 4-5: The completed x-ray mask with coarse features patterned by G-line step-
per and fine featured patterned by e-beam writing.
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Figure 4-6: An enlarged view of the completed four die mask (20x20 mm), and e-
beam field view of a NAND gate in a NAND ring oscillator. The light scatter (white
dots) outside the membrane area are of no concern.
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Figure 4-7: (a)Schematic of alignment and exposure system. The alignment was
done outside of the helium enclosure using the CCD camera and the microscope.
Once alignment was completed, the stage was rolled on ball bearings into the helium
enclosure. During exposure, the CUL x-rays pass through a silicon nitride vacuum
window and irradiate the mask and wafer. (b)Aligned polysilicon gate on a narrow-
width device active area.



misalignments. Then using verniers with resolution of 100 nm, the fine alignment

was done. The verniers were convenient because the measurements of the alignment

before and after exposure were done with the same marks. Of course, a much more

sensitive scheme can be employed, for example the grating-based interferometric tech-

nique called interferometric-broad-band imaging (IBBI) [65]. The 10 cm silicon wafer

was held flat on a vacuum pin chuck which sits on a translation stage with x,y, and

0 movements controlled by manual or piezo-actuated micrometers. This entire as-

sembly was raised in the z direction towards an x-ray mask held in a tripod. The

mask-leveling micrometers on the tripod control the leveling of the mask surface rel-

ative to the wafer. Alignment of the mask to the wafer was initially done at a 10-15

pm gap, then the gap was decreased to 5 pm for the final alignment before resting

the mask on the wafer. The alignment latitude allowed between the optically-defined

diffusion level and the x-ray-defined gate was 0.70 pm. Once alignment was com-

pleted, the substrate was raised towards the mask until the mask was lifted from the

mask holder and rested on the wafer via the aluminum studs. No shift of the mask

relative to the substrate was observed during this step. The alignment stage was then

moved on ball bearings into a helium filled enclosure. To prevent motion of the mask

relative to the substrate, a copper ring was placed on top of the x-ray mask to in-

crease the frictional force of the studs on the wafer. The exposures were then carried

out in helium atmosphere with oxygen concentration in the 200 ppm range, using a

CUL (A=1.3 nm) x-ray source. Figure 4-7(b) shows an aligned narrow-width device.

In a manufacturing implementation, our simple means of setting the gap would be

replaced by an automated scheme. Figure 4-8 shows the aligned NAND gates to the

active regions after x-ray exposure. The worst case alignment of all four dies to the

optically patterned diffusion level in the y-direction is 0.2 pm, and in the x-direction

is 0.3 pm for 8 wafers. The best alignment was within 0.1pm which is the resolution

limit of the verniers.
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4.3 Gate Pattern Transfer Process

Chemically Amplified Resist (CAR) consist of three components, a base resin, a

photo-acid generator, and a catalytically acid-activated cross-linking or dissolution

agent. Upon exposure to photons or electrons, acids are generated. These acids act

as catalysts to initiate the process of cross-linking or dissolution of the resist. Heat

is usually added to speed up the process. Cross-linking occurs in negative-tone resist

and dissolution occurs in positive-tone resist. Because the cross-linking (dissolution)

process depends on the activation by photosensitive acids, control of the acid diffusion

and generation is crucial for critical dimension control. In addition, depletion of acids

may occur due to wafer surface or airborne contaminants which neutralize the acids.

Consequently, resist residue and/or non-vertical profiles is the result. A typical CAR

process includes, post-apply (PA) bake, resist exposure and post-exposure (PE) bake.

The purpose of the PA bake is to dry out the solvents in the resist; the process latitude

of this step is fairly large. The purpose of the PE bake is to induce the cross-linking

or dissolution process with the photo-acid as a catalyst and to determine the extent of

the 3-D random walk of the acid catalyst. The control of the time and temperature

of this step is absolutely crucial. There have been many CARs developed in the

past 10-15 years; two of which, SAL-601(Shipley) and ESCAP-X(IBM), we have

found to give excellent results both in terms of resolution and process latitude for

x-ray lithography. Results from several industry research groups are in agreement

with our findings [66, 67]. SAL-601 was originally developed as an e-beam negative

resist, and ESCAP was originally formulated as positive resist for DUV. Compared

to Polymethyl Methacrylate (PMMA), the reduction in exposure time for SAL-601

is 5X and ESCAP-X is 7X, in our custom built x-ray system.

4.3.1 Negative Resist Process of SAL-601

SAL-601 is a novalak based resist similar to photoresist. Because of the stability

of the aromatic rings that make up novalak, such resists have good etch resistance.

Figure 4-9 shows the gate pattern transfer process flow for SAL-601. The purpose of
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the low temperature oxide (LTO) was to serve as a hard mask for the dry etching of

the polysilicon. Hexamethyl disilazane (HMDS) was used as an adhesion promoter.

The HMDS was spun on at 4.5 krpm for 20 seconds and then baked at 110 "C for 2

minutes on a vacuum hot plate. The chemically amplified resist SAL601(Shipley) was

then spun to 400 nm thickness and baked at 95 oC for 60 seconds on a vacuum hot

plate. We observed the formation of a cross-linked "skin" layer on top of the SAL601,

Figure 4-10(a). This may have been due to exposure by photoelectrons ejected from

(a) (b)
Figure 4-10: (a)Sample with crosslinked "skin" layer with the gate pattern. The gate
pattern not visible in the SEM, is visible under the optical microscope. (b)Sample
without the "skin" layer.

the gold absorber by the hard Bremsstrahlung and K line (0.15 nm) x-rays from our

source. At small gaps (r3-5 pm), photoelectrons emitted from the gold absorber are

not stopped by the helium ambient. To prevent the crosslinking of the resist top

surface, we spun on 200-250 nm of water soluble polyvinyl alcohol(PVA). The PVA

was a 6 wt% solution of Evanol 51-05 crystals (obtained from Dupont Chemicals) in

high purity water (DI). PVA was chosen because it is immiscible with the SAL601.

Figure 4-10(b) shows the result of the gate pattern exposed with a PVA top coat.

After exposure, the PVA was rinsed off with DI water. The post-exposure bake (PEB)



of the SAL601 was at 110 'C for 40 seconds on a vacuum hot-plate. The PEB time

and temperature were optimized for linewidths of approximately 0.1 pm. After the

PEB, the wafer was quenched on an aluminum plate to room temperature. Resist

development was done in a 1:1 solution of MF312:DI (Shipley developer). After

development, a 3 minutes bake on a vacuum hot-plate at 110 oC was sufficient to

harden the resist, which acted as the mask for the reactive ion etching (RIE) of LTO.

The LTO was etched in 10 mTorr CHF 3 gas at 120 watts and 600 V DC bias in

the NSL RIE. Since metal contamination, especially gold (NSL is a potential source

of gold contamination), was a concern, "piranha" and RCA cleans were performed

prior to the next etching step, which was done using a plasma etcher in our CMOS

facility. The resist was stripped during the cleaning process and the LTO was used

as a hard mask for the polysilicon gate etch which was done in 20 mTorr of pure Cl 2

at 100 watts [68]. Figure 4-11(a) shows a gate pattern stack of SAL601 on top of

LTO after etching in CHF 3 . No degradation of the resist is apparent. Figure 4-11(b)

shows a pattern transferred into the LTO hardmask. Figure 4-11(c) shows a final

gate pattern in polysilicon. It was faithfully transferred with approximately 100:1

selectivity of polysilicon to thermal oxide. The step coverage over 180 nm of field

oxide was also excellent, as no detectable breaks in the gate fingers occurred.

4.3.2 Positive Resist Process of ESCAP-X

ESCAP-X, a positive resist developed at IBM [69], is not a novalak based resist.

Figure 4-12 depicts the process for this resist. Post-apply bake was at 150 oC for 90

seconds, and post-exposure bake was at 140 oC for 45 seconds. Development was done

in MF321(Shipley), which is 0.21N TMAH. Since this resist was very much immune

to contaminants, no overcoat layer was needed. Exposure by photoelectrons from

the x-ray mask was not a concern for positive resist. Since the photoelectrons only

penetrates - 20-30 nm of the resist, the resist would lose 20-30 nm in thickness during

development. With these process conditions, the ESCAP resist yielded 0.15 pm gates

with very smooth sidewalls as seen in Figure 4-12. The ESCAP resist was used as

the etch mask for the 60 nm thick Si 3N4 hard-mask which was etched in CHF 3 by the
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Figure 4-11: Dry etching results:(a)SAL601 resist on top of LTO after CHF 3 RIE for
a 80 nm gate, (b)120 nm gate pattern transferred into the LTO with the SAL601
stripped, (c)polysilicon gate after C12 plasma etching using LTO as hardmask.



NSL RIE at 10 mTorr pressure, 550 V DC bias, and 75 watts. The resist was stripped

in "piranha" and the amorphous silicon was etched in pure Cl 2 gas at 100 watts in a

plasma etcher using the nitride as the etch mask. Since the 400 nm of ESCAP resist

was not able to withstand the pure C12 etch, the hard mask was needed [70]. The

ESCAP-X process is simpler due to its immunity to contaminants.

4.4 Device Results

4.4.1 Bulk Devices

Figure 4-13 shows the device cross section. The gate oxide thickness was approx-

imately 4.5 nm and the polysilicon gate thickness 300 nm. The shallow source/drain

extension junctions were 40-50 nm in depth, and the deeper source/drain junctions

(-120 nm) provide low sheet resistance and easier cobalt silicide formation. The

nitride spacers were formed to prevent the encroachment of the deep source/drain

junction into the channel region, and to allow the formation of a self-aligned silicide

on the gate, source, and drain. The active areas were defined by LOCOS isolation.

The Super Steep Retrograde channel doping profiles were obtained by using shallow

indium (100 KeV, 5x101 2 cm - 2) and deep boron (50 KeV, 5x10 12 cm - 2) implants.

The polysilicon gate patterns were defined by x-ray lithography and anisotropic dry

etching, as discussed in the previous section. The source/drain shallow junction ex-

tensions were formed using a low energy arsenic implant (9x1014 cm - 2, 10 KeV)

with indium preamorphization and counter-doping (1014 cm - 2 , 40 KeV). The deep

source/drain junctions were formed using arsenic implantation at 5x10 15cm - 2 and 20

KeV. Cobalt silicide was then formed on the source/drain and the gate using a novel

CoSi 2 technology [71]. Figure 4-14(a) shows the I-V characteristics of a sub-0.1 pm

nMOSFET with Leff of 85 nm and gate width of 50 pm. In this set of devices, the

gate width ranged from 0.8 pm to 50 pm. The Leff was extracted electrically using

the method of Terada and Muta [72]. The device in Figure 4-14 has a current drive of

0.74 mA/pm and a saturated transconductance of 500 mS/mm at 2.0 V power supply
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Schematic cross section of 0.1pm channel length nMOSFET. The gate
ess was approximately 4.5 nm and the polysilicon thickness was 300 nm.
;in the channel region depicts the retrograde doping. The source/drain
.d deep junction depths are e40-50 nm and ,, 120 nm, respectively. The
k nitride spacers prevented the encroachment of the deep source/drain
to the channel region, and .50 nm of cobalt silicide was formed on the
lrce/drain.

i a threshold voltage of 0.36 V and a sub-threshold slope of 88.1 mV/dec.

urn-on in the linear region indicates that the parasitic resistance is very

the choice of source/drain implant profile and the cobalt silicide pro-

soft x-rays were used and a subsequent 1000 OC RTA activation of the

dopants followed the gate patterning step, residual damage of the device

Also, very low off-current is achieved, as indicated by the subthreshold

cs in Figure 4-14(b). The shifting of the curves in Figure 4-14(b) as a

/ds indicates that this device has some amount of Drain Induced Barrier

IBL). A more complete analysis of the device results is given in ref. [73].
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4.4.2 SOIAS Devices

The detailed description of the SOIAS device fabrication will be given in the next

chapter. Only representative short channel SOIAS device characteristics is shown

here. Figure 4-15 shows the subthreshold characteristics of a back-gated device. This

device has 6.5 nm effective gate oxide, 38 nm silicon thickness, back-gate oxide of

100 nm, and an effective channel length of 0.2 pm. This is an example of how the

dynamic threshold scheme can work. The quiescent VT for this device was designed

to be low ('200 mV). Therefore, with a -4 V bias on the back-gate which raises the

VT to approximately 450 mV, the off current can be decreased three decades when

the device (circuit) is idling. On the other hand, the device can be designed with

a high quiescent VT. Therefore, when the circuit is active, with a +4 V bias on

the back-gate, the drive current at VDS=1 V can be increased 1.5X. Figure 4-15(b)

show the I-V characteristics of the device in Figure 4-15(a) with back-gate bias at

-4 and 0 V. The PMOS results are similar. Therefore, these devices can be "turned

off" hard in order reduce static leakage power, and can be "turn on" hard when high

performance is needed, thus, meeting the opposing requirements of high performance

and low power in the same device.
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Chapter 5

SOIAS CMOS Devices

5.1 Fabrication

The starting material for CMOS device fabrication is the SOIAS substrates pre-

pared by the method described in Chapter 2. The SOIAS substrate is a multi-layered

blanket film stack consisting of the silicon wafer, oxide, intrinsic polysilicon, back-gate

oxide, and silicon film. Figure 5-1 illustrates the final device schematic. The device

fabrication on SOIAS substrate follows the conventional CMOS SOI self-aligned pro-

cess with two additional steps. The first step of the process is the patterning of global

alignment marks in the upper silicon film. These global marks allow the registration of

the active-region patterns to the implanted back-gates since the masking and implan-

tation of the back-gates do not leave any visible marks on the wafer. The back-gates

are formed first by ion implantation through the silicon film in two masking steps

using a 1 /pm thick photo resist as an implant mask. This results in islands of p

and n polysilicon, isolated by intrinsic poly after thermal anneal, Figure 5-2. Using

the same type of doping in the back-gate poly and silicon film resulted in near-zero

flatband voltage at the back-gate. By properly tailoring the energy and dose of the

implant, the back-gate and the VT-adjust implants for setting quiescent VT value

(i.e VT at zero back-gate bias) can be done in one step. The peak of the back-gate

implant is placed deep in the back-gate poly, and the leading edge of the implant

is used to dope the silicon film. Figure 5-3a and b shows examples of Suprem3



I M II

Figure 5-1: Device schematic.

simulations of the as-implanted and final boron and phosphorus concentrations in
the silicon and back-gate. Typical sheet resistance of the back-gate poly is in the
range of 1-5 KQ/square range for the dopant concentrations shown. The back-gate

can never be the same size as the front-gate due to the lateral diffusion which occurs

during the subsequent high temperature steps after the back-gate formation. The
source/drain to back-gate overlap is not negligible in this case. Therefore in order to
reduce excessive parasitic overlap capacitance, the back-gate oxide has to be made
relatively thick (80-100nm). The front-gate device is then built as in a conventional

SOI CMOS process. After the implants, LOCOS oxidation was carried out at 950
oC for the isolation. The gate stack was then deposited and gate definition was done
both optically and by x-ray lithography, as described in the previous chapter. The
back-gates were contacted from the top, with the contacts cut through the field oxide
and the back-gate oxide. Figure 5-4 shows the top and cross sectional views for the
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Figure 5-2:
back-gates.

Two step masking and implant process for the formation of n and p

back-gate contact cuts. Currently, our CMOS process has only one level of metal.

Figure 5-5 is a SEM micrograph of the SOIAS device. The coupling between the

front and back-gates depends on the ratio of the critical film thicknesses: front-gate

oxide thickness (tf,,), silicon film thickness (tsi), and back-gate oxide thickness (tbo).

We have chosen to demonstrated SOIAS with effective 9 nm tfo., 40 nm t8 i, and 100

nm tbox nominal design parameters which should yield 200 mV change in VT per 3 V

on the back-gate. A complete process flow detailing all of the steps can be found in

Appendix A.
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Figure 5-4: Schematic of back-gate contact cuts.
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5.2 Device Measurement Results

Figures 5-6 and 5-7 show the measured I-V and subthreshold device characteristics

for NMOS and PMOS at Leff is 0.44 pm and 0.35 pm, respectively, at two different

threshold voltages tuned by biasing the back-gate. A 250 mV change in threshold

voltage results in a 3.5 and 4 decade reduction in off current and a 50 and 80%

current increase at 1 V operation for PMOS and NMOS, respectively. Figure 5-8

shows the measured maximum and minimum tunable VT limits for the above nominal

design parameters. The x-axis is the designed quiescent VT. The quiescent VT was

obtained either by varying the doping or the silicon film thickness. Therefore, for low

VTS at zero back-gate bias, the film is strongly fully depleted, i.e. either the doping

level is low or the silicon film is thin. Similarly, for the high VTS at zero back-gate

bias, either the doping level is high or the silicon film is thick. The y-axis, tunable

VT, was obtained by applying various back-gate biases. The tunable VT range is

quite large (approximately 1V) for fully depleted back interface as can be seen for

the lowest VT case (VT=-0.2 V) at zero back-gate bias. The limits of the upper

and lower tunable VT range are determined by the back interface becoming either

accumulated or inverted, in which case the back-gate becomes decoupled from the

front-gate. Even for the partially depleted, highest VT case (VT=1.0 V), there is still

a reasonable tuning range (approximately 0.5 V). This has implications for making

FD SOI a viable technology since the threshold voltage and the device operating

mode can be controlled precisely by the back-gate. Figure 5-8 demonstrates that VT

can be fine tuned over a wide range despite variations in ti(average thickness=48.4

nm, maximum thickness= 69.9 nm and minimum thickness=37.6 nm) and Leff. For

example, a nominal VT of 500 mV can be reached even for a ± 400 mV deviation by

using a +5-6 V back-gate bias. Typically, only a 200 mV switch in the VT is sufficient

to achieve approximately three decades reduction in the subthreshold leakage current.

This design range fits well-within the limits of the tunable VT band for the given film

thicknesses and doping levels. For a lithographic shrink on the front-gate without

changing any of the other design parameters, the control of the back-gate on the



front-gate VT is not deteriorated for NMOS and PMOS effective channel length down

to 0.25 pm and 0.17 pm as shown respectively in Figure 5-9. Figure 5-10 shows the

measured threshold voltage roll-off for NMOS and PMOS devices. The threshold

voltage, in this case is defined as the gate voltage at IDs=1pA/pm. The two curves

for zero and 3 V back-gate bias remain approximately parallel, indicating that the

back-gate bias does not affect the roll-off. Furthermore, the small separation between

VDS=0.05 and 1.OV curves at a back-gate bias of 3 V shows that the drain-induced

barrier lowering (DIBL), i.e. parallel shift of a given subthreshold current as a function

of VDD, is small.

5.3 Dynamic Operation

Figure 5-11 depicts schematically the measurement setup for testing ring oscil-

lator and inverter chains. The power supply, ground, back-gate power supply for

NMOS and PMOS are all separate for the buffer and the ring/chain. Figure 5-12

shows the frequency of a 101-stage ring oscillator as a function of varying the back-

gate-controlled VT for either the NMOS or PMOS only; hence, there is complete

independent control of the NMOS and PMOS device threshold voltages. Figure 5-

13 shows the actual output of the ring oscillator. For a 200 mV change in VT for

both the NMOS and PMOS, the result is a 36% change in the speed at VDD of 1V.

In order for this scheme of dynamic threshold control to work properly, the VT

must change quasi-statically with back-gate switching. This is of concern because

of the relatively high back-gate sheet resistance. The verification of this quasi-static

control of the VT was carried out with an experiment depicted in Figure 5-14. An

NMOS transistor's gate was tied to VDD of 0.5 V which is close to the threshold

voltage of this device at zero back-gate bias, and a 50 ohm resistor was placed between

VDD and the drain. The back-gate was pulsed at various frequencies and pulse heights

while the output at the drain, Vout was monitored. As shown in the inset to Figure 5-

14, the device under test has an annular gate with a large 23x25 pm back-gate, with

one contact off to the side. When the input pulse applied to Vgb is high, Vout is low



because more current is pulled through the resistor due to a lowered VT. Figure 5-14

shows the V,,out at 5, 10, and 20 MHz pulses on the back-gate. Even at 20 MHz, the

Vout is still following the input pulse for this fairly large back-gate. Knowing the Vout

value, the dynamic current due to lowering of the VT (switching of the back-gate)

can be overlayed onto the DC measured currents for various back-gate biases, i.e.

pulse heights. The dynamic current was simply calculated as (VDD-Vout)/R, where

R is the resistor value. Figure 5-15 shows the composite of these two measurements.

The x-points lying precisely on the DC measured current curves is indicative of the

quasi-static control of the device VT through dynamic back-gate biasing.

5.4 SOIAS Circuits

Fabrication of an 8 bit ripple adder and an 8 bit multiplier in our SOIAS CMOS

process with one of level metal has been successful. Functionality of these circuits

was verified. The speed of these circuits was, however, limited by the use of excessive

polysilicon routing in the layout due to availability of only one level of metal. The

same or similar circuits will be built in a two-level metal process at MIT Lincoln

Laboratory, in which case, the true speed of these circuits can be tested.
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Chapter 6

SOIAS for Ultra-Low Power

Applications

The SOIAS technology for dynamic threshold voltage control is proposed to be

implemented at the functional module level, similar to the well biasing scheme in

bulk. The back-gate controls the (VT) of the front-gate device, and the NMOS and

PMOS back-gates are switched independently from each other and from the front-

gates. For burst-mode high performance and low power applications, the threshold

voltage would be raised during idle periods to reduce the static leakage current, and

lowered during active periods to achieve high performance. For continuous mode

operation, the back-gate would not be switched.

6.1 Energy Consumption Model for SOIAS

A theoretical model was developed to evaluate and compare the total energy dissi-

pation for the SOIAS variable VT technology vs an optimized low power SOI CMOS

technology. We have chosen to assume a model of operation in which functional

modules share a common VT, i.e. all same polarity transistors in such modules have

the same VT. This implies that in addition to the module's conventional gated clock

in the SOI implementation, another gated clock would be needed for the back-gate

control. Under this model, an active module's idle devices are left in a low-leakage



state. In the modeling of a microprocessor's energy dissipation, various modules were

considered such as the ALU adder unit, the shifter, and the integer multiplier. In

order to analyze the applicability of the SOIAS technology to low-power static CMOS

logic, we have developed total energy dissipation equations including switching and

static energies for a SOIAS and the benchmark SOI technology:

Variable VT technology (SOIAS):

ESOIAS = XAfyC1VV2d Dynamic Energy

+XAfgIoff(low)Vddte + (1 - XAfg)Ioff(high)Vddtc Static Leakage Energy

+XAbgCboxV2b Back - gate Switching Energy

Benchmark constant VT technology (SOI):

Eso = XAfg('YC2V2d ) Dynamic Energy

+Iof f(low)Vddtc Static Leakage Energy

These equations include:

(a)Algorithm and architecture parameters:

Afg = module activity factor

Abg = back-gate activity factor

7 = node switching probability during active period

X = system activity of processor during interactive computation

(b) Technology and circuit parameter:

te = 1/fclock

(c) Technology parameters:

C1 ,C2=total physical capacitance (Cg+Cgdo+Cf+Cbgdo)

Ioff(low)-=low VT off current

Ioff(high)=high VT off current

Cbox= back-gate oxide capacitance

Vgb=back-gate bias
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Figure 6-1: Capacitances of SOIAS and SOI devices.

C, is the front-gate capacitance, Cgdo is the gate to source/drain overlap capacitance,

Cf is the gate to source/drain fringing capacitance, and Cbgdo is the source/drain to

back-gate overlap capacitance. Figure 6-1 shows the various capacitances. For the

SOIAS device, Cbgdo is composed of two components, as seen in Figure 6-1; the overlap

with the heavily doped back-gate (Cbgdo") and the overlap with the intrinsic region

of the back-gate poly (Cbgdo'). The total energy equation for the SOIAS is composed

of three components, the dynamic switching energy, the static leakage energy, and

the overhead energy required to switch the back-gate. For the SOI technology, the

total energy is composed of the dynamic switching energy and the static leakage

energy. The applicability of SOIAS technology is a strong function of transistor

usage, functional block usage, and interactive system activity; i.e. the parameters

Afg, Abg, y, and X.

The dynamic switching energies for the SOIAS and SOI technologies are approx-

imately the same for burst-mode as well as for continuously computing systems pro-

vided that the source/drain to back-gate overlap capacitance, Cbgdo, of the SOIAS

device does not contribute significantly to the total capacitance driven. In order for
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the SOIAS technology to provide energy saving over the SOI, the sum of the static

leakage energy and the back-gate switching energy for the SOIAS must be less than

the static leakage energy of the constant low VT SOI for low power applications. For

burst-mode computational systems, the Afg and Abg, are numbers much smaller than

one. Therefore, the back-gate switching overhead energy is small due to Abg being a

small number. The static energy for the SOIAS technology would also be much less

than that of the SOI technology because the low VT leakage energy is weighted by

a very small number, Afg, and the high VT leakage energy is low due to low sub-

threshold leakage. The contribution of each of the components to the total energy

are presented and analyzed for the adder, multiplier and shifter modules.

6.1.1 Activity Factor Definitions

Figure 6-2 illustrates how the activity factors are defined. Afg is the module

activity factor which is the fraction of time a module (e.g. an adder) is "on", i.e.

doing computation. From Figure 6-2, the Afg can be defined as the number of CLK

cycles that the adder is "on", i.e. the number of periods in CLK-ADD, over the

total number of CLK cycles observed. Abg is the back-gate activity factor which is

dependent on how frequently the module is "on". The gated-clock for the back-gate,

CLK-Backgate, makes a 0 to 1 transition whenever the CLK-ADD is "on". Therefore,

Abg can be defined as the number of 0 to 1 transitions of the back-gate over the total

number of CLK cycles observed. One important point to note here is that the back-

gate activity factor (Abg) is always less than or equal to the module activity factor

(Afg). For example, an adder can be active several clock cycles in a row, and hence

the VT for this module is then left in the low VT state during those cycles. Therefore

the back-gate only needs to be switched once for all the consecutive cycles that the

module is active. The individual node transition activity, y, is strongly dependent on

the signal statistics. For example, in Figure 6-2, the node transition activity of node

X is a function of the probability of inputs A and B making 0 to 1 transitions. Since

the maximum probability of such a transition for each input is 015, the maximum -yx

is 0.25.
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Circuit node transition activity:

a x

Functional module activities:

CLK

CLK-ADD ADD OFF 4ON
- = T TOFF

Afg = TON/(ToN+ TOFF)

CLK-
BACKGATEf LOW VT HIGH VT f LOW VT

Abg= (CLK-BG 0->1 Trans.)/(# of observed CLK cycles)

Figure 6-2: Schematic illustration of the definitions for the various activities factors.
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Afg Abg

Adder 0.69 0.21
Shifter 0.11 0.09

Multiplier 0.008 0.008

Table 6.1: Activity values from profiling the data encryption program (IDEA).

In order to determine functional block usage patterns (Af1 and Abg), a series of

program profiling experiments were performed using the ATOM code instrumentation

interface [74] for a particular microprocessor implementation, compiler technology,

and various algorithms. In order to map the assembly language instructions to the

functional blocks use, certain assumptions about the implementation were made. The

ALU adder, for example, is used for all add, compare, load, and store instructions.

The ratio of the compiled relevant instructions for a specific module to the total

number of instruction calls in a program gives the Afg value. The ratio of the number

of blocks of functional module usage to the total number of instruction calls give the

Abg value. Since the back-gate activity depends on the module activity as well as the

module usage pattern, Abg can be correlated to Ag by the following relationship [75]

Abg = Afg - Ayg2  (6.1)

Table 6.1 shows the profiling results for the data encryption program, IDEA.

6.1.2 Simulation Criteria

The simulations were carried out with the following design specifications: t8i=40

nm for the practical limit of thinning the silicon film for both SOIAS and SOI, tf,.=7

nm for a 0.25 /pm Leff technology, tbox for the SOI technology is 200 nm, and for

the SOIAS technology is varied from 70 to 100 nm, Cf and Cgda were obtained from

measurements of our current SOIAS CMOS technology, C,, Cbo , and Cbgdo are cal-

culated assuming a parallel-plate capacitor configuration. The fringing capacitance
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for the back-gate can be calculated by solving, numerically, the equations developed

by Greeneich [76] for all combination of tbox and back-gate overlap. In this analysis,

the fringing capacitance of the back-gate is assumed to be a small fraction of the

total back-gate capacitance, and therefore is neglected. The node transition proba-

bility, y, in one active cycle is assumed to be 40% obtained by estimating a ripple

carry adder under random input pattern, and X, the interactive computation ac-

tivity, is assumed to be 2% as in an X server. The clock frequency is 100 MHz,

VT,SOIAs(low)=VT,soI= 2 0 0 mV, VT,SOIAS(high)=400 mV, and VDD = 1.0 V. The

drive current per unit width at VDD=l V and VT of 200 mV 'is the same for both

SOIAS and SOI, as obtained from MINIMOS simulation. The 200 mV switch in VT

is maintained as the tbox is scaled, thus the back-gate bias is scaled concomitantly.

The leakage current per unit width and the Vgb necessary to maintain 200 mV of VT

switch were also obtained using MINIMOS simulation. The total energy dissipation

is per unit width.

6.2 Energy Trade-offs in Technology Design Space

For the given algorithmic parameters obtained from profiling the data encryption

algorithm, IDEA, and assuming X= 2 %, the latitude in the technology design can be

shown in technology parameter space, in this case, tbox and sourqe/drain overlap with

back-gate are the parameters of choice. These two parameters wvere chosen because

their contribution to the total energy is considered to be overhead. The scaling of tbox

results in significant reduction of the back-gate switching energy, i.e. the overhead en-

ergy. However, scaling the back-gate also requires that the source/drain to back-gate

overlap be reduced simultaneously in order to minimize the parasitic capacitance.

The overlap is normalized with respect to the gate length, Lg. Figure 6-3 compares

the front-gate dynamic energy component for the SOIAS and SOI technology. The

source/drain overlap capacitance dominates at thin back-gate oxide and large over-

lap. The dark line demarcates the design space range where the SOIAS front-gate

switching energy is equal to or less than that of the SOI.
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5

Figure 6-3: Comparison of the front-gate dynamic switching energy for SOIAS and
SOI. The dark line indicates the boundary where the energies are the same. When
the SOIAS front-gate switching energy becomes greater than that of the SOI, the
overlap capacitance contribution becomes significant.

Figures 6-4 and 6-5 compare the front-gate and back-gate switching energies for

the adder, multiplier and shifter. From these figures, it is clearly evident that the

magnitude of these energies depends strongly on the relative magnitude of the activity

factors. In order to minimize the overhead back-gate switching energy, the tbox and

overlap values should fall in the range where the back-gate switching energy is less

than or equal to the front-gate energy. For the adder, this is achievable for a fairly

large range of tbox and source/drain overlap because the front-gate activity is relatively

high, and the back-gate activity is approximately 1/3 of that of the front-gate; this

is not the case for the multiplier and shifter since their front-gate and back-gate

activities are very low and approximately equal. For the adder, for example, if 0.1

,pm thick back-gate oxide is used, then for equal front-gate and back-gate switching

energies, the maximum overlap allowed is 0.67% of the front-gate length. For the

0.25 pm technology, this requires the overlap to be no more than 0.17 pm. With

the current DUV lithographic tools, this overlay requirement is easily attainable.
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For the multiplier and shifter, the back-gate switching energy swamps out the front-

gate switching energy, which seem to imply that the design space for the shifter and

multiplier is very small. However, in benchmarking against the SOI technology, the

total energy must be considered, and since the activities of these two modules are

small, the total dynamic and static leakage energies is expected to be small for the

SOIAS as compared to the SOI technology. Figure 6-6 and 6-7 show the relative

contribution of the dynamic and static energies for the two technologies for all three

modules. The static leakage dominates the total energy for the SOI technology while

the dynamic component dominates for the SOIAS. This implies that as long as the

energy cost of switching the back-gate plus the front-gate switching energy for the

SOIAS is less than the constant low VT static leakage energy, it is still worthwhile to

dynamically switch the VT.

The ratio of the total energies for the SOIAS and SOI are plotted in Figures 6-8 and

6-9. The plane outlined in dark is the break-even plane for SOIAS and conventional

SOI technology. For low activity modules (the multiplier and shifter), the design

space in favor of the SOIAS technology spans the entire parameter range under study

for both tbox and source/drain overlap; i.e. even the maximum back-gate switching

energy is still less than the constant low VT static leakage energy. Therefore, even

for the most energy costly back-gate design (thick tbox with maximum source/drain

overlap), the SOIAS dynamically controllable VT scheme still results in a total energy

savings over the constant low VT SOI technology for the multiplier and shifter. Of

course, the better the technology (e.g. alignment overlay), the greater the energy

savings. For relatively high activity modules (the adder), the design space in favor

of SOIAS technology is smaller. There is, however, an optimal range of tbox which

allows the most S/D overlap, i.e. the most process latitude, where the total energy

is minimized for the adder module.

6.3 Energy Trade-offs in Abg and Afg Space

The ratio of the total energy dissipation for SOIAS and SOI was analyzed as
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Figure 6-4: The front-gate and back-gate dynamic switching energies for the adder.

a function of algorithm and architecture dependent parameters(Afg and Abg), as

shown in Figure 6-10). The dark line demarcates the break-even contour. For near

continuous functional block usage which does not exhibit strong temporal locality,

X=100%, (e.g adder and shifter in a continuously computing system), the back-gates

would not be switched, and hence ESOIAS would be equal to Esor at constant low VT.

However, if the back-gate were to be switched in such systems, then the cost in energy

for switching the back-gate is high, and, therefore ,the ESOIAs would be greater than

EsoI. This is indicated in Figure 6-10 by the open symbols. In a system which is

frequently idle while awaiting I/O, such as an X-server which is active approximately

2% of the time, the SOIAS technology dissipates much less energy than conventional

SOI; this is depicted by the filled symbols. Two sets of technology design parameters

were used differing only in the back-gate to source/drain overlap, with all others

being equal. In Figure 6-10a, the source/drain to back-gate overlap was assumed to

be 2 Lg for a 0.25 pm technology, i.e. 0.5 pm overlap. These points are indicated in

the technology design space of Figure 6-8 and 6-9. Total overlap for both source

and drain would be 1.0 pm. This design rule is extremely lax with respect to the
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overlay capabilities of current steppers. Even so, the energy savings in burst mode

(X= 2%) is 43% for the adder (Afg=69%, Abg=21%), 80% for the shifter(Af=ll11%,

Abg=9%) , and 97% for the multiplier(Afg=0.8%, Abg=0.8 %). In Figure 6-10b, the

source/drain to back-gate overlap is reduced to 0.5Lg, i.e. 0.125pm (total of 0.25 pm

for both source and drain). This overlay is certainly achievable in the current DUV

stepper tools. In this case, the multiplier, even in continuous mode (X=100%), shows

energy savings with dynamic switching of the VT. Of course, in burst mode, the

energy savings is even more with this design rule than that of the 2 Lg design rule for

all three modules.

From the analysis done with the energy model, it is clear that being able to predict

the system activity is important in determining the suitability of dynamic Vt control

for such a system intended to minimize total energy dissipation. Furthermore, in

evaluating the total energy in the technology design space enables the designer to

narrow down the range of device design parameters that will minimize total system

energy and meet the capabilities of current semiconductor tools.
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Figure 6-6: Comparison of dynamic switching energies (back-gate + front-gate) and
the static leakage energy components for the SOIAS and SOI technologies. The static
leakage for the SOIAS is not shown on the plot because it is off the scale.
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(a) multiplier

(b) shifter

Figure 6-7: Comparison of dynamic switching energies (back-gate + front-gate) and
the static leakage energy components for the multiplier and shifter.
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Figure 6-10: The total energy ratio for SOIAS and SOI with x=100% (open symbols)
and x= 2 % (filled symbols). Squares represent the multiplier; circles represent the
shifter and triangles represent the adder. Shown are two plots for different technology
design parameters: (a)tb,,=50 nm, s/d overlap=2Lg=0.5 pm. (b)tbox= 50 nm, s/d
overlap=0.5L 9=0.125 ptm.
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Chapter 7

Ultra-Low Voltage Design Space

In the previous chapter, only burst mode operation with system activity, X=0.0 2 ,

was considered for a fixed VDD=l V with dynamic control of the VT. The flexibility of

electronically controllable VT allows the evaluation of the entire VDD and VT design

space for optimal operating points at minimum energy for various system activities.

In this study, the VDD range was 0.17 V to 2.6 V, and the VT range was 50 mV

to 650 mV. Typically in a microprocessor, the activity can vary over a large range

depending on the application run. If both VDD and VT can be adaptively changed

as the activity changes, the system can always operate at minimum total energy. A

DC-DC converter has been demonstrated which generates arbitrary (and variable)

supply voltages with high efficiency [77], and the SOIAS technology provides the

electronically variable VT. In this analysis, we examine two levels of optimization:

* optimal VDD and VT at minimum energy for various system activities (X ranging

from 1 to 0.01) for adaptively changing VDD and VT.

* optimal VDD and VT at minimum energy for burst mode operation (X=0.01)

with dynamic VT control during application run.

Our approach is to apply the energy consumption model to measured dynamic energy

and static leakage energy data for the entire VDD and VT design space under study.
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7.1 Measurement of Energies

The design parameters for the devices under study are: silicon thickness 35 nm,
top gate oxide 7 nm, back-gate oxide 100 nm. The different threshold voltages on

the same device/circuit are obtained by biasing the back-gates. The quiescent VT for

these devices were ±340 mV, both polarity back-gate biases were applied to achieve

a full range of threshold voltages from ±50 mV to ±650 mV. Figure 7-1 shows the in-

verter transfer characteristics at various VDDs. The delay per stage was obtained from

101 stage inverter ring oscillators, and the dynamic and static leakage currents were

measured on identical inverter chains. Figure 7-2 shows the extracted effective ca-

u.o

0.5
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0 0.1 0.2 0.3 0.4 0.5 0.6

VIN (V)

Figure 7-1: Inverter transfer characteristics.

pacitance from the energy measurements. The non-flat surface is due to non-linearity

of the gate capacitance and the short-circuit component. Figure 7-3 shows the mea-

sured total energy for a 101-stage ring oscillator at three different frequencies. The

optimal VT for minimum total energy is between 200 to 250 mV; the tradeoff between

dynamic switching energy and static leakage energy is clearly evident. Figure 7-4a-c

shows the measured static leakage energy, dynamic switching energy and delay per

gate as a function of varying VDD and VT. The actual leakage can be obtained by

scaling the numbers in Figure 7-4a to the appropriate clock cycle.
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Figure 7-2: The measured effective switching capacitance.
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Figure 7-3: The measured total energy for 101-stage ring
different frequencies.
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Figure 7-4: The measured (a) static (b) dynamic energies, and (c) delay per stage as
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7.2 Variable VDD and VT:

In this analysis, the optimal VDD and VT was found based on the metric of

minimum energy dissipation at maximum possible clock rate. Typically, there are 10

gates in the critical path of a microprocessor. The minimum possible clock period

is, therefore, 10 times the delay per stage. The relative contribution of the static

leakage energy and dynamic leakage energy depends on the mode of operation. The

optimal VDD and VT points are found from contour plots like Figure 7-5. This figure

shows contours of energy and performance for 25% system activity for an adder. For

a given performance, optimal VDD and VT can be found for minimum energy as

indicated by the arrows in Figure 7-5. Motion perpendicular to the delay contours

shows the trade-off in energy as performance improves. The energy contours change

shape and gradient as the activity changes because the relative contributions of the

dynamic and static components change, thus shifting the optimal VDD and VT point

of minimum energy. Figure 7-6 shows the optimal VDDs and VTS, at minimum

energy, for three different modules, running at 100 MHz clock frequency, with various

system activities. Each point was extracted from graphs similar to Figure 7-5 at the

approximate minimum total energy. As can be seen from Figure 7-6, even with the

same system activity, the optimal operating point for the three modules are different

due different module activities. The module activities, shown in Table 7.1, were

obtained from program profiling the SPEC benchmark Espresso. Figure 7-6 suggests

that as the system activity changes, the VDD and VT for each module should be

adaptively changed to achieve energy efficient computation. To demonstrate this

point, Figure 7-7 shows the normalized energy as a function of VDD (VT is changed

as VDD is varied to maintain the 100 MHz clock frequency) of an adder for different

system activities. If the VDD and VT are fixed, based on optimizing for X= 1, then as

the system activity decreases (e.g. X=0.01), the adder would be expending 23 times

more energy than if it were operating at the optimized VDD and VT for X=0.01. If

the system activity is known for running a particular application, then the VDD and

VT can be electronically set for that application run. In this scheme, the VDD and
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VT are held constant through the computation. This is different from the dynamic

VT control scheme.

0
0

100 200 300 400 500 600

VT (mV)

Figure 7-5: Energy and performance contours in VT and VDD space for an adder
with 0.25 system activity, and the module activity as obtained by profiling a SPEC
benchmark.
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Figure 7-6: The optimal VT and VDD for the adder, shifter and multiplier modules
with different system activity factors. The module activity factor, Afg, for each func-
tional unit was obtained from program profiling of the SPEC benchmark Espresso.
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ities.
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7.3 Dynamic Threshold Voltage Control

Systems which operate in the burst-mode, i.e. those with very low activity, suffer

from high static leakage energy dissipation at constant low VT. The SOIAS technol-

ogy with dynamic threshold voltage control can minimize this energy component by

raising the VT when the system is idle. From Figure 7-6, the optimal VDD and VT

increases as the system activity increases. The multiplier, for example, has very low

module activity, therefore, its optimum operating points are higher than both the

adder and shifter, for the same clock frequency. By using the measured switching

and static leakage energies in the SOIAS energy consumption model, the optimal

VDD and VT can be found for dynamic switching of the VT. The switch in the VT

was 250 mV. Module and back-gate activity factors were obtained from profiling of a

SPEC benchmark program. Table 7.1 lists the module and back-gate activity factors

for the adder, shifter and multiplier. Table 7.2 compares the optimal VT and VDD

and energy for constant and dynamic switching of the VT. Dynamic switching of

the VT allows reduction of optimal VT and VDD without suffering from high static

leakage energy, and thus provides significant energy savings while maintaining the

same performance. The optimal VTS shown in Table 7.2 are the low VTS during the

active cycles of the module. The high VTS are 250 mV above those listed in the table.

The dynamic switching of the VT is the second level of optimization in addition to

that of the adaptively set VDD and VT for burst-mode applications.
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Table 7.1: Module activity factor, Afg, and back-gate activity factor, Abg obtained
from profiling the SPEC benchmark program.

Afg Abg
Adder 0.6039 0.1954
Shifter 0.0633 0.0541
Mult. 0.0002 0.0002

Table 7.2: The optimal VT and VDD at minimum total energy for some modules
as obtained from the energy consumption model and measured static and dynamic
energies for burst-mode, X=0.01, 100 MHz operation.

Optimal Optimal Normalized
VT (mV) VDD (V) Total Energy

Const. VT Adder 277 0.59 1
Var. VT Adder 51 0.26 0.21

Const. VT Shifter 413 0.81 1
Var. VT Shifter 139 0.37 0.23
Const. VT Mult. 629 1.15 1
Var. VT Mult. 333 0.69 0.4
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Chapter 8

Summary

In this thesis, the development of the SOIAS technology for ultra-low voltage and

low power applications was presented. This is a novel technology that adds a third

dimension to the conventional planar MOSFET device structure. The development

of this technology involved four stages: (1) substrate fabrication and material char-

acterization; (2) device fabrication and characterization; (3) circuit fabrication; and

(4) energy evaluation for low power applications.

The SOIAS wafer preparation involved wafer bonding of various materials. Based

on the current understanding of silicon wafer bonding, we successfully bonded amor-

phous silicon to thermal oxide. Two different approaches were taken for the fab-

rication of SOIAS substrates. The BESOI approach yielded device quality wafers

with excellent material qualities. The mobility, intrinsic oxide breakdown, and in-

terface state density are all comparable if not better than bulk. One drawback of

this technique is the poor control of silicon film thickness uniformity. An alterna-

tive approach taken to improve the silicon film thickness uniformity is the bonding

of SIMOX wafers. The bonded SIMOX method yielded device quality wafers with

slightly worse material qualities compared to its bulk counterpart. This was due to

the roughness of the surface upon which the devices were built. With touch polishing

of the bonded SIMOX SOIAS wafer surface prior to device fabrication, the material

quality should improve.

CMOS device fabrication on both BESOI and bonded SIMOX wafers were suc-
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cessful. Proper back-gate and channel implant engineering yielded back-gates with

sheet resistance in the 1-5 KQ range, and low quiescent VT. Independent VT control

of NMOS and PMOS was verified through device and ring oscillator measurements.

Quasi-static VT control was verified with dynamic switching of device back-gate up

to 20 MHz. The design range of 200 mV switch in VT fits well within the measured

VT control range. For scaling the effective gate length down to 0.17 pm, the back-

gate's control on the VT does not show any degradation for the design parameters

used in this work. Further scaling of the gate length will require the scaling of the

back-gate oxide in order to maintain the same amount of control on the VT. For

sub-100 nm gate length fabrication, x-ray lithography was used. The integration

of our x-ray lithography technology into our CMOS process was successful utilizing

a mix-and-match scheme. The mix-and-match scheme was developed to match the

optical, e-beam and x-ray lithography tools. The characterization of both positive

and negative chemically-amplified resist processes for fabrication of 100 nm lines was

completed. Devices with effective gate length of 83 nm was demonstrated in bulk.

Fabrication of an 8 bit adder and 8 bit multiplier was also successful. Functionality

of these modules has been verified. The chip containing these arithmetic modules has

approximately two thousand transistors, and the yield per wafer of this chip was

approximately 50-60%. These circuits did not run at speed due to excessive poly

routing. A silicide technology or two-level metal process should be implemented to

address this problem.

Having developed the SOIAS technology with successful demonstration of working

devices and circuits, a theoretical energy consumption model was developed. This

energy consumption model was used to benchmark the SOIAS technology against

the conventional SOI technology with constant low VT operating at VDD of 1 V.

For burst-mode applications, significant energy savings are expected for dynamically

controlled VT as opposed to constant low VT. Evaluation of the technology design

space for burst-mode applications indicates that there is ample latitude in the back-

gate design in terms of oxide thickness and source/drain overlap. When the back-gate

is designed at the limit of the current fabrication tools, the energy savings is even
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greater. The energy consumption model was also used in conjunction with measured

dynamic and static leakage energies for exploring the VDD and VT design space.

From this study, we have concluded that for energy efficient computing, VDD and VT

should be adaptively changed as the system activity changes, and dynamic control of

VT during an application run lowers the optimal VDD and VT point for burst-mode

computation.
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Appendix A

MTL Low Power SOIAS

Back-gated CMOS Process

This process flow only represents the core flow for our SOIAS CMOS lots for thin

silicon films, i.e. the implant conditions were simulated via Suprem3 for 40 nm silicon

films. For every run, splits were done for different silicon film thicknesses, and different

VTS on the same wafer. Different silicon film thicknesses are achieved with different

oxidation thinning conditions. Film thicknesses ranged from 35-100 nm. Usually 3-4

VT implant splits are done on each wafer with target values ranging from 0.0-0.8 V.

In addition, regular SIMOX wafers with the same splits, and bulk wafers are always

carried along as controls. For our bulk CMOS, we use a single well process which is

different from the MTL baseline. The key steps that differ are the N-well implant,

well drive-in, field implant, field oxidation, and punch-through implant conditions.

The VT splits on bulk wafers are the same as those of the thick film SOIAS/SOI

wafers (- 100 nm).
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Process Step
Diffusion (1)

Description
Silicon Film Oxidation Thinning

Recipe 114

Lithography (1)

Dry Etch (1)

Ashing (1)

Lithography (2)

Implant (1)

Ashing (2)

Lithography (3)

Implant (2)

Ashing (3)

Clean (1)

Diffusion (2)

Alignment Marks Pattern

First level alignment marks

Plasma Silicon Etch to Define Alignment Marks

Recipe 10, timed etch for 20 seconds

02 Plasma Resist Strip

NMOS Back-gate Pattern

Align to first level alignment marks

Boron Back-gate Implant (for NMOS)

Boron: 1.3e15 cm - 2, 130 KeV

02 Plasma Resist Strip

PMOS Back-gate Pattern

Align to first level alignment marks

Phosphorus Back-gate Implant (for PMOS)

Phosphorus: 6.5e14 cm - 2 , 320 KeV

02 Plasma Resist Strip

Piranha Clean

3:1 H2SO 4:H20 2 for 10 minutes

Stress-Relief-Oxide-22 nm

Recipe 240
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Diffusion (3)

Lithography (4)

Dry Etch (2)

Ashing (4)

Lithography (5)

Implant (3)

Ashing (5)

Lithography (6)

Implant (4)

Ashing (6)

Clean (2)

Diffusion (4)

Wet Etch (1)

LPCVD-Silicon-Nitride

Recipe 410; 800 OC deposition temperature

Active-Area-Pattern

Align to first level alignment marks.

Nitride-Plasma-Etch

Recipe 15

02 Plasma Resist Strip

NMOS Field Implant Pattern

Align to diffusion level

NMOS Field Implant

BF 2: 5e13 cm- 2, 60 KeV

02 Plasma Resist Strip

PMOS Field Implant Pattern

Align to diffusion level.

PMOS Field Implant

Phosphorus: 5e12 cm - 2 , 35 KeV

02 Plasma Resist Strip

Piranha

Field Oxidation

Recipe 114

Nitride Strip

180 oC phosphoric acid for 40 minutes
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Wet Etch (2)

Diffusion (5)

Lithography (7)

Implant (5)

Ashing (7)

Lithography (8)

Implant (6)

Ashing (8)

Wet Etch

Diffusion (6)

Diffusion (7)

Diffusion (8)

Strip 22 nm SRO

Done in the 50:1 HF in the RCA prior to dummy oxidation

Dummy Oxide Growth

Recipe 110

NMOS VT Implant Pattern

Align to diffusion level

NMOS VT Implants

BF 2: 2.8ell cm - 2, 25 KeV

02 Plasma Resist Strip

PMOS VT Implant Pattern

Align to diffusion level

PMOS VT Implant

Phosphorus: 1.7e12 cm - 2 , 25 KeV

02 Plasma Resist Strip

Dummy Gate Removal

Done with 50:1 HF dip in RCA prior to gate oxidation

7 nm Gate Oxidation

Recipe 226

LPCVD Amorphous Silicon (230 nm) Deposition

Recipe 705; 560 'C deposition temperature

LPCVD Nitride (60 nm) Deposition

Nitride hardmask for gate etching
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Lithography (9)

Dry Etch (3)

Clean (3)

Dry Etch (4)

Diffusion (9)

Lithography (10)

Dry Etch (5)

Wet Etch (4)

Lithography (11)

Implant (7)

Ashing (9)

Clean (4)

Diffusion (10)

Gate Pattern

Align to diffusion level

Done either optically or by x-ray lithography

RIE in NSL

CHF 3 nitride hard mask definition

Piranha in TRL

Polysilicon Plasma Etch (230 nm)

Modified recipe 32

Reoxidation

Recipe 226

Back-gate Contact Pattern

Align to diffusion level

Plasma Si Etch To Contact The Back-gate

Modified Recipe 10; timed etch for 30 seconds

Back-gate Oxide Etch

Use a dummy 100 nm to monitor etch rate

N+ Poly-Source/Drain-Pattern

Align to gate level

N+ Poly-Source/Drain-Implant

Arsenic: 4e15 cm - 2, 25 KeV

02 Plasma Resist Strip

Piranha

RTA Anneal

1000 "C for 10 seconds
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Lithography (12)

Implant (8)

Ashing (10)

Clean (5)

Diffusion (11)

Diffusion (12)

Diffusion (13)

Dry Etch (6)

Clean (6)

Deposition (1)

Diffusion (14)

Wet Etch (5)

P+ Source/Drain-Pattern

Align to gate level

P+ Source/Drain-Implant

BF 2, 3e15 cm- 2, 20 KeV

02 Plasma Resist Strip

Piranha

RTA Anneal

950 oC 5 seconds

LTO Deposition (20 nm)

Nitride spacer etch stop; Modified recipe 436

425 'C deposition temperature

LPCVD Nitride Deposition (150 nm)

Nitride spacer

Nitride Plasma Etch

Recipe 15; nitride spacer etch

SPECIAL-RCA-CLEAN

strip LTO in RCA 50:1 HF until dewet

E-Beam Evaporation

Cobalt: 6.5 nm Ti: 3.5 nm

RTA Anneal

550 oC, 30 seconds

Ti-Cobalt-Strip

Piranha strip in dedicated quartzeware
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Diffusion (15)

Diffusion (16)

Lithography (13)

Wet Etch (6)

Dry Etch (7)

Wet Etch

Dry Etch

(7)

(8)

Wet Etch (8)

Ashing (11)

Lithography (14)

Dry Etch (9)

Wet Etch (9)

Ashing (12)

RTA Anneal

700 oC, 60 seconds

LTO Deposition (400 nm)

Recipe 439; passivation oxide

Top Resist Coat

Do a hardbake. Recipe 82

400 nm Backside LTO Removal

7:1 BOE until dewet

Backside Nitride Removal

Recipe 15

20 nm Backside LTO Removal

Backside Poly Removal

Recipe 12

Backside Oxide Removal

02 Plasma Resist Strip

Contact-Pattern

Align to gate level

300 nm LTO Etch

Recipe 20; contact cuts

100 nm LTO Removal

7:1 BOE dip to clear the contact cuts

02 Plasma Resist Strip
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Deposition (2)

Lithography (15)

Dry Etch (10)

Ashing (13)

Diffusion (17)

Metal-Deposition

Al with 1% Si

Metal-Pattern

Align to contact level

Metal Etch

Recipe 32

02 Plasma Resist Strip

Sinter

Recipe 710; 400 OC

Table A.1: Recipe 110

800 oC 30 min DRY 02
800 25 N2

Table A.2: Recipe 114

800 C 10 min N2

950 15 N2

950 30 DRY 02
950 FF WET 02
950 30 DRY 02
800 70 N2

FF is the variable time interval that can be set to yield the right oxide thickness.
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Table A.3: Recipe 226

800 'C 10 min N2
900 20 N2
900 FF DRY 02
900 15 N2
800 40 N2

Table A.4: Recipe 230

800 'C 25 min N2

950 10 N2
950 37 DRY 02
950 30 N2

800 60 N2

Table A.5: Recipe 10

Step 1 Step 2 Step 3 Step 4 step 5
Press. 500 mT 500 mT 200 mT 200 mT 200 mT
RF 0 W 300 W 0 W 300 W 200 W
Gap 1.5 cm 1.5 cm 1.5 cm 1.5 cm 1.5 cm
CC14  0 seem 0 seem 130 sccm 130 sccm 130 sccm

02 200 sccm 200 sccm 20 seem 20 sccm 20 sccm
He 100 sccm 100 sccm 70 sceem 70 seem 130 sccm

Stability 6 seconds Stability 1 min 30 sec. Endpt Overetch 25 %

Table A.6: Recipe 15

Step 1 Step 2 Step 3 Step 4 step 5
Press. 500 mT 500 mT 375 mT 375 mT 375 mT
RF 0 W 300 W 0 W 250 W 100 W
Gap 1.5 cm 1.5 cm 1.0 cm 1.0 cm 1.5 cm
02 200 sccm 200 sccm 0 sccm 0 sccm 0 sccm
He 100 sccm 100 sccm 20 sccm 20 sccm 20 sccm
SF 6  0 sccm 0 sccm 50 sccm 50 sccm 60 sccm

Stability 6 seconds Stability 1 minute Endpt 10 seconds
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Table A.7: Recipe 20

Step 1 Step 2 Step 3 Step 4 step 5 step 6
Press. 3T 3T 3T 3T 3T 3T
RF 0 W 50 W 0 W 900 W 0 W 800 W
Gap 0.5 cm 0.5 cm 0.36 cm 0.36 cm 0.38 cm 0.38 cm

02 100 sccm 100 sccm 0 sccm 0 sccm 0 sccm 0 sccm
He 200 seem 200 sccm 200 sccm 200 sccm 125 sccm 125 sccm
CHF 3  0 seem 0 sccm 30 sccm 30 sccm 28 seem 28 sccm
CF 4  20 sccm 20 sccm 90 sccm 90 sccm 25 sccm 25 sccm

Stability 10 seconds Stability 1 minute Endpt Stability 10 seconds

Table A.8: Recipe 32

Step 1 Step 2 Step 3 Step 4 step 5
Press. 220 mT 220 mT 220 mT 220 mT 220 mT
RF 0 W 250 W 0 W 175 W 175 W
CHC13  0 seem 0 sccm 15 sccm 15 sccm 15 sccm
N2  0 sccm 0 sccm 10 sccm 10 sccm 10 sccm

C12  40 seem 40 sccm 27 sccm 27 sccm 27 sccm
BC13  90 sccm 90 sccm 90 sccm 90 sccm 90 sccm

Stability 10 seconds Stability 1 min. 30 sec. Endpt Overetch 50%

Table A.9: Modified recipe 32 for gate etch.

Step 1 Step 2 Step 3 Step 4
Press. 50 mT 50 mT 50 mT 50 mT
RF 0 W 0 W 100 W 80 W
C12  20 sccm 20 sccm 20 sccm 20 sccm

Stability 10 seconds 1 min. 30 sec. Endpt 5 seconds
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