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Abstract

The asymptotic behavior for the spectral measure of a Kähler manifold has been
studied by many authors in the context of Kähler quantization. It is well known
that the spectral measure has an asymptotic expansion, while the coefficients of this
expansion are not known even for very simple examples. In this thesis we study the
spectral properties of Kähler manifolds assuming the existence of some symmetry,
i.e., a Hamiltonian action.

The main tool we will use is a function which we call the stability function.
Roughly speaking, it is the function which compares quantum states before reduction
with quantum states after reduction. We will study this function in detail, compute
the function for many classes of Kähler manifolds, and apply it to study various
spectral problems on Kähler quotients.

As for the spectral measure, we will give an explicit way to compute the coefficients
in the asymptotic expansion for toric varieties. It turns out that the upstairs spectral
measure in this case is described by an interesting integral transform which we will
call the twisted Mellin transform. We will study both analytic and combinatorial
aspects of this transform in the beginning of this thesis.

Thesis Supervisor: Victor W. Guillemin
Title: Professor of Mathematics
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Chapter 1

Introduction

The Bohr correspondence principle in quantum mechanics asserts that the classi-

cal system ought to be the small ~ limit of the corresponding quantized system.

Roughly speaking, the quantum observables/quantum states are just the eigenval-

ues/eigenfunctions of some self-adjoint operators acting on the quantum space. So

one is led to study the asymptotic behavior of certain quantum operators, in the small

~, or equivalently, large N , limit. The systematic exploitation of these ideas is now

known as semi-classical analysis.

Symplectic geometry has grown up as the mathematics framework for classical

mechanics. In the case that the phase space is not only symplectic but also also com-

plex, i.e., is a Kähler manifold, Kähler quantization is a very successful quantization

scheme. It is well known that for M compact the spectral measure (=trace of the

spectrum) in this setting has an asymptotic expansion in inverse power of N as N

tends to infinity, while the coefficients in this expansion are not known in general.

However, in many situations the phase space can be obtained from a very simple

system together with some symmetry. It turns out that the spectral properties of

such quotient Kähler manifolds can be derived explicitly from the invariant spectral

properties of the upstairs Kähler manifolds, and vice versa.
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1.1 Motivation

1.1.1 Kähler quantization

The word “quantization” appears everywhere in mathematics and physics, with many

different meanings. Roughly speaking, it is a procedure/correspondence/functor/· · ·

from a classical mechanical system to a quantum mechanical system. However, there

is no canonical definition of this functor. Different quantization schemes include geo-

metric quantization, deformation quantization, Berezin-Toeplitz quantization, asymp-

totic quantization, etc. The common nature of all quantization theories is the un-

derstanding that classical mechanics and quantum mechanics are just the different

descriptions of the same reality. According to Hamilton, classical mechanics can be

described via (M,ω,H), where (M,ω) is a symplectic manifold called the pahse space,

and H a real-valued function on M called the Hamiltonian, e.g. the energy function

of the system. The dynamics of this classical system is described by the equation

df

dt
= {f,H}, (1.1.1)

where f ∈ C∞(M) is a classical observable, and {·, ·} the Poisson bracket induced

by the symplectic form on M . On the other hand, a quantum mechanical system

is described by a Hilbert space H together with a self-adjoint operator Ĥ acting on

H, e.g., the Schrödinger operator. The Heisenberg’s formalism of the dynamics for a

quantum system is given by the equation

dA

dt
=

1

i~
[A, Ĥ], (1.1.2)

where A is any quantum observable, i.e., an self-adjoint operator acting on H. Thus

it is clear that a quantization procedure “should”

1. Assign a Hilbert space H to the symplectic manifold M .

2. Convert the Poisson bracket structure on C∞(M) to the Lie bracket structure

10



on the associative algebra of self-adjoint operators acting on H.

Let’s first briefly review “geometric quantization” as defined by Kostant and

Souriau in 1970’s. As possibly the most widely used quantization method, geometric

quantization can be divided into two (or more) steps. The first step, pre-quantization,

associate to a symplectic manifold (M,ω) a pre-quantum line bundle L, i.e., a Hermi-

tian line bundle with connection whose first Chern class (i.e. the curvature) coincides

with the symplectic form,

c1(L) = [ω/2π].

Note that the existence of such line bundle requires (M,ω) to be pre-quantizable, i.e.

ω should satisfy the integrability condition

[ ω
2π

]
∈ Image(H2

Čech
(M,Z) ↪→ H2

deRham(M)). (1.1.3)

The Hilbert space in pre-quantization is taken to be the space of all square-integrable

sections of L, with L2-norm induced by the Hermitian structure,

〈s1, s2〉 =

∫
M

〈s1(x), s2(x)〉
ωd

d!
, (1.1.4)

and the quantum operator Q(f) associated to f ∈ C∞(M) is

f 7→ Q(f) =
~√
−1
∇vf

+ f, (1.1.5)

where vf is the Hamiltonian vector field associated with f . It turns out that the

pre-quantum space H above is too big to give a correct quantization. The second

step of geometric quantization, polarization, eliminates this problem by taking H to

be those sections which “only depend on half the variables” on M , or in other words,

sections that are constant along half directions.

In general the choice of polarizations is problematical: they do not always exist,

and are not unique if they do exist. However, in the case that M is Kähler, there is
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a canonical choice of polarization. Recall that a Kähler form ω is a (1, 1) form, and

the Kähler manifold (M,ω) is pre-quantizable if

[ ω
2π

]
∈ Image(H2

Čech
(M,Z) ↪→ H1,1

Dolbeault(M)), (1.1.6)

and the pre-quantum line bundle L is required to be holomorphic. The polarized

sections are by definition the square-integrable holomorphic sections of L.

Kähler quantization, also called Berezin-Toeplitz quantization, is a variant of the

geometric quantization story above. Suppose (M,ω) is a pre-quantizable Kähler

manifold with L a pre-quantum line bundle. The quantum space is almost the same

as above,

HN = Γhol(LN), (1.1.7)

where N is a big constant 1. However, the quantum operator is taken to be a much

simpler one, the Toeplitz operator

TN(f) = πNMfπN , (1.1.8)

where πN : Γ(LN) → Γhol(LN) is the orthogonal projection, and

Mf : Γ(LN) → Γ(LN), s 7→ fs

is the operator “multiplication by f”.

We end this brief introduction by mentioning the fact that the Toeplitz operators

(1.1.8) do satisfy the deformation quantization condition, i.e., in the asymptotic sense

the Kähler quantization converts the Poisson structure for classical system to the Lie

structure for quantum system. For more details on geometric/Kähler quantization,

c.f. [BMS94], [Ber75], [Kos70], [Woo92] etc.

1 1
N plays the role of the Planck constant ~ = 6.62× 10−34.
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1.1.2 Semiclassical limits

Quantization transfers information from the classical world to the quantum world.

The inverse process, i.e. reading off classical information from quantum information,

is the main task of semiclassical analysis. The guideline philosophy is given by the

following

Bohr Correspondence Principle. A classical system should describe the large N

(small ~) limit of the corresponding quantized system.

Notice that the quantum observables are not the quantum operators themselves,

but rather the spectra of these operators. So semiclassical analysis aims at studying

the spectral properties of self-adjoint operators on M in a small parameter limit:

What can one read off from the spectra of the quantum operators?

As for Kähler quantization, the quantized space is HN = Γhol(LN), and the quan-

tum operators are TN(f) = πNMfπN . So the question can be reformulated as

1. Describing the asymptotics of the spectrum of TN(f).

2. Describing the asymptotics of the eigenstates in Γhol(LN).

The first semiclassical result is the following estimate of the dimension of the

quantized space, which is a corollary of the Hirzebruch-Riemann-Roch formula,

D(N) := dim Γhol(LN) = NdVol(M) +Nd−1

∫
M

c1(M) ∧ ωd−1 + · · · , (1.1.9)

where d is the dimension of M , and we assume M is compact. As a result, we see

that one can read off the dimension and the volume of the classical system from the

quantized system.

A more interesting semiclassical problem, which is now a very active area, con-

cerns the ergodicity properties of quantum states. For a Riemannian manifold, the

geodesic flow is called ergodic if the only measurable subsets which are invariant un-

der the geodesic flow are of measure 0 or of full measure. As we know, the quantum

13



counterpart of the geodesic flow is the Laplacian operator ∆ 2. Suppose

0 < λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · ·

are the eigenvalues of ∆, with nth normalized eigenfunction

∆ϕn = λnϕn.

Let

νn = |ϕn(x)|2dx.

Then the Shnirelman-Zelditch-Colin de Verdiere’s quantum ergodicity theorem claims

that for a density one 3 subsequence {λnk
},

νnk
→ dx (1.1.10)

as k →∞.

Colin de Verdiere also proved a collective version of quantum ergodicity: Suppose

the Riemannian manifold is Zoll, i.e., all of its geodesics are of length 2π. Then

the eigenvalues of
√

∆, the square root of the Laplacian operator, have the cluster

property,

Spec(
√

∆) ⊂
⋃
n

(an+ b− c

n
, an+ b+

c

n
)

for some constants a, b and c. If we denote the clustered eigenfunctions by un,i,

∆un,i = λ2
n,iun,i

with

λn,i ∈ In = (an+ b− c

n
, an+ b+

c

n
).

2More precisely, the geodesic flow is the projection of the Hamiltonian flow of the function |ξ|,
whose quantization is the operator

√
∆.

3A sequence {nk} ⊂ N is of density one if limn→∞
#{k|nk<n}

n = 1.
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Then

νn(f) :=
1

p(n)

∫ ∑
i

|un,i(x)|2f(x)dx ∼
∞∑
k=0

ck(f)n−k

as n → ∞, where p(n) is the number of eigenvalues of
√

∆ in the interval In. Colin

de Verdiere also proved that the multiplicity function p(n) is a polynomial in n of

degree d − 1 for n large. For more details on quantum ergodicity, c.f. the review

papers [Col07], [JNT01].

The collective version of quantum ergodicity that we have just described has a

natural analogy in the setting of Kähler quantization, which is due to V. Guillemin

and L. Boutet de Monvel. Let

sN,i, 1 ≤ i ≤ D(N)

be an orthonormal basis of Γhol(LN), and let

νN =
1

D(N)

∑
|sN,i|2dx,

where dx is the Liouville volume measure. Then

Theorem. For any compact manifold M , νN(f) has an asymptotic expansion

νN(f) ∼
∞∑
i=0

ci(f)N−i (1.1.11)

as N →∞.

Notice that D(N)νN is exactly the trace of the quantum operator,

µN(f) := D(N)νN = Tr(πNMfπN),

so (1.1.11) gives one information on the average value of the spectrum of the quantum

operator TN(f).

15



Moreover just as in (1.1.10) one can see that the leading term in (1.1.11) is

c0(f) =

∫
M

f(x) dx.

However, for higher order terms ck(f), all one knows is that they are distributional

functions of f . One of the main goal of this thesis is to give an explicitly way to

compute them for toric varieties, and shed a light on how to compute them in some

more general cases.

1.2 Upstairs-vs-Downstairs philosophy

1.2.1 The “stairs”

For general Kähler manifolds the problems we described in the previous section are

very hard to analyze. However, in many cases the classical phase space Mred is

obtained from a much simpler phase space, M , by symplectic reduction. In this case

it is natural to ask what we can deduce about the downstairs space Mred from this

upstairs space M .

More explicitly, suppose G is a connected compact Lie group, g its Lie algebra,

and τ a holomorphic Hamiltonian action of G on M with a proper moment map

Φ. Moreover, assume that there exists a lifting, τ#, of τ to L, which preserves the

Hermitian inner product 〈·, ·〉 on L. If the G-action on Φ−1(0) is free, the quotient

space

Mred = Φ−1(0)/G

is a compact Kähler manifold. Moreover, the Hermitian line bundle (L, 〈·, ·〉) on

M naturally descends to a Hermitian line bundle (Lred, 〈·, ·〉red) on Mred, and the

curvature form of Lred is the reduced Kähler form −ωred, thus Lred is a pre-quantum

line bundle over Mred (c.f. section 3.1.3). From these line bundle identifications one
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gets a natural map

Γhol(Lk)G → Γhol(Lk
red) (1.2.1)

and one has (at least for M compact)

Theorem (Quantization commutes with reduction for Kähler manifolds).

Suppose that for some k0 > 0 the set Γhol(Lk0)G contains a nonzero element. Then

the map (1.2.1) is bijective for every k.

The proof of this theorem in [GuS82] implicitly involves the notion of stability

function which will be our “stairs” connecting the upstairs story to the downstairs

story. To define this function let GC be the complexification of G and let Mst be

the GC flow-out of Φ−1(0). Modulo the assumptions in the theorem above Mst is a

Zariski open subset of M , and if G acts freely on Φ−1(0) then GC acts freely on Mst

and

Mred = Φ−1(0)/G = Mst/GC.

Let π be the projection of Mst onto Mred. The stability function associated to this

data is a real-valued C∞ map

ψ : Mst → R

with the defining property

〈π∗s, π∗s〉 = eψπ∗〈s, s〉red (1.2.2)

for all sections s ∈ Γ(Lred). We will show that this function is proper, non-positive,

and takes its maximum value 0 precisely on Φ−1(0). Moreover, for any point p ∈

Φ−1(0), p is the only critical point of the restriction of ψ to the “orbit” exp (
√
−1g) ·p

(Here exp (
√
−1g) is the “imaginary” part of GC). Let dx be the volume form on this

orbit. By applying the method of steepest descent, one gets an asymptotic expansion

∫
exp (

√
−1g)·p

eλψdx ∼
(
λ

π

)−m/2(
1 +

∞∑
i=1

ciλ
−i

)
(1.2.3)

17



for λ large, where m is the dimension of G, and ci are constants depending on p. (We

will always fix the notations d = dimCM,m = dimRG and n = d−m = dimCMred.)

1.2.2 Main results

The asymptotic formula (1.2.3) has many applications. First by integrating (1.2.3)

over the G-orbit through p, we get

∫
GC·p

eλψ
ωm

m!
∼
(
λ

π

)−m/2
V (p)

(
1 +O(

1

λ
)

)
(1.2.4)

as λ→∞, where V (p) is the Riemannian volume of the G-orbit through p. Thus for

any holomorphic section sk ∈ Γhol(Lk
red),(

k

π

)m/2
‖π∗sk‖2 = ‖V 1/2sk‖2

red +O(
1

k
). (1.2.5)

This can be viewed as a “1
2
-form correction” which makes the identification of Γhol(Lk

red)

with Γhol(L)G an isometry modulo O( 1
k
). (Compare with [HaK07], [Li07] for similar

results on 1
2
-form corrections).

A second application of (1.2.3) concerns the spectral measures associated with

holomorphic sections of Lk
red: Let µ and µred be the symplectic volume forms on M

and Mred respectively. Given a sequence of “quantum states”

sk ∈ Γhol(Lk
red)

one can, by (1.2.3), relate the asymptotics of the spectral measures

〈sk, sk〉µred (1.2.6)

defined by these quantum states to the asymptotics of the corresponding spectral

measures

〈π∗sk, π∗sk〉µ (1.2.7)

18



on M . In the special case where M is Cd and Mred a toric variety the asymptotics of

(1.2.7) can be computed explicitly by Mellin transform techniques in chapter 2 and

from this computation together with the identity (1.2.3) one gets an alternative proof

of the asymptotic properties of (1.2.6) for toric varieties described in [BGU07].

One can also regard the function

〈sk, sk〉 : Mred → R (1.2.8)

as a random variable and study the asymptotic properties of its probability distribu-

tion, i.e., the measure

〈sk, sk〉∗µred, (1.2.9)

on the real line. These properties, however, can be read off from the asymptotic

behavior of the moments of this measure, which are, by definition just the integrals

mred(l, sk, µred) =

∫
Mred

〈sk, sk〉ldµred, l = 1, 2, · · · (1.2.10)

and by (1.2.3) the asymptotics of these integrals can be related to the asymptotics of

the corresponding integrals on M viz

m(l, π∗sk, µ) =

∫
M

〈π∗sk, π∗sk〉lµ . (1.2.11)

In the toric case Shiffman, Tate and Zelditch showed in [STZ04] that if sk lies in the

weight space Γhol(Lk)αk , where αk = kα+O( 1
k
), and

ν = (Φ∗
PωFS)

n/n!

is the pull-back of the Fubini-Study volume form on the projective space via the

monomial embedding ΦP , then, if sk has L2 norm 1,

(
k

π

)−n(l−1)/2

mred(l, sk, ν) ∼
cl

ln/2
(1.2.12)

19



as k tends to infinity, c being a positive constant. From this they derived a “universal

distribution law” for such measures. We will give below a similar asymptotic result

for the moments associated with the volume form, V µred, which can be derived from

(1.2.3) and an analogous, but somewhat simpler version of (1.2.12) for the moments

(1.2.11) upstairs on Cd.

Related to these results is another application of (1.2.3): The spectral measure

µN(f) = Tr(πNMfπN) (1.2.13)

can also be written (somewhat less intrinsically) as the sum

µN =
∑

〈sN,i, sN,i〉µ, (1.2.14)

the sN,i’s being an orthonormal basis of Γhol(LN) inside L2(LN , µ). As we have known,

µN(f) has an asymptotic expansion,

µN(f) ∼
−∞∑
i=d−1

ai(f)N i (1.2.15)

as N → ∞. We will derive a G-invariant version of this result for the upstairs

manifold. More precisely, if we let πGN be the orthogonal projection

πGN : L2(LN , µ) → Γhol(LN)G,

then for any G-invariant function f on M we have the asymptotic expansion

µGN(f) = Tr(πGNMfπ
G
N) ∼

∞∑
i=n−1

aGi (f)N i (1.2.16)

as N → ∞. Moreover, the identity (1.2.3) enables one to read off this upstairs G-

invariant expansion from the downstairs expansion and vise versa. Notice that for this

G-invariant expansion, we don’t have to require the upstairs manifold to be compact.
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For example, for toric varieties, the upstairs space, Cd, is not compact, so the space

of holomorphic sections is infinite dimensional, and Colin de Verdiere’s result doesn’t

apply; however the G-invariant version of the upstairs asymptotics can, in this case,

be computed directly by Mellin transform techniques in chapter 2 together with an

Euler-Maclaurin formula for convex lattice polytopes ([GuS06]) and hence one gets

from (1.2.3) an alternative proof of the asymptotic expansion of µN for toric varieties

obtained in [BGU07].

As a last application we discuss “Bohr-Sommerfeld” issues in the context of GIT

theory. Let ∇red be the Kählerian connection on Lred with defining property,

curv(∇red) = −ωred.

A Lagrangian submanifold Λred ⊂Mred is said to be Bohr-Sommerfeld if the connec-

tion ι∗Λred
∇red is trivial. In this case there exists a covariant constant non-vanishing

section, sBS, of ι∗Λred
Lred. Viewing sBS as a “delta section” of Lred and projecting it

onto Γhol(Lred), one gets a holomorphic section sΛred
of Lred, and one would like to

know

1. Is this section nonzero?

2. What, in fact, is this section?

3. What about the sections s
(k)
Λred

of Lk
red? Do they have interesting asymptotic

properties as k → ∞? Do they, for instance, “concentrate” asymptotically on

Λred?

These three questions often turn out to be intractable. However, we will show that

“downstairs” version of these questions onMred can be translated into upstairs version

of these questions on M where they often become more accessible.
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1.3 Thesis outline

We will begin with a detailed study of a very elementary integral transform – the

twisted Mellin transform, which will be used later in chapter 4 to study the asymptotic

behavior of the spectral measures of toric varieties. The definition of the twisted

Mellin transform together with many fundamental properties and examples are given

in section 2.1. In view of the application alluded to above, we study the asymptotic

behavior of the twisted Mellin transform in section 2.2. The application of the twisted

Mellin transform to spectral measures on Bargmann space is given in section 2.3.

Chapter 3 is the heart of this thesis. After reviewing the necessary background on

pre-quantum line bundles and Kähler quotients in section 3.1, we define the stabil-

ity function and study analytic properties of this function in section 3.2. In section

3.3 we study the asymptotic behavior of the stability function as well as of various

Laplace-type integrals of this function using the steepest decent method. These re-

sults are applied to a number of spectral problems on Kähler quotients, including

maximum points, spectral measures, moments of spectral probability measure and

Bohr-Sommerfeld Lagrangians, in section 3.4.

In chapter 4 we apply this stability theory to toric geometry. We begin by a brief

description of toric varieties following Delzant’s construction. Then in section 4.2

we compute the stability functions on toric varieties in canonical affine coordinate

systems. The application of stability theory together with the twisted Mellin trans-

form techniques to toric varieties is given in section 4.3. Finally in section 4.4 we

apply stability theory to study the measure 〈sk, sk〉∗dµ for toric varieties, and give an

alternate proof of Shiffman-Tate-Zelditch’s remarkable universal distribution law for

eigenstates on toric varieties.

Chapter 5 is devoted to computing the stability function for some non-toric va-

rieties, with the hope to apply stability theory for such manifolds in the future.

Examples includes Grassmannians, coadjoint orbits of the unitary group U(n), and,

more generally, quiver varieties. The common feature of these varieties is that they
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are all quotient space of Cd by a Hamiltonian unitary group action. It turns out that

the stability functions for these varieties are even simpler than in the toric case.

At the end of this thesis we include two appendixes. Appendix A deals with the

role of Hamiltonian actions in geometric quantization. We will explain in detail how

to lift a Hamiltonian action to a pre-quantum line bundle and how to complexify such

actions. (These results are extensive used in chapter 3.) Appendix B is devoted to the

theory of generalized Toeplitz operators, in the sense of Boutet de Monvel-Guillemin.

We will define these operators and then give a brief proof of the asymptotic formula

for spectral measures alluded to above.
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Chapter 2

The Twisted Mellin Transform

The standard Mellin transform

Mf(s) =

∫ ∞

0

f(x)xs−1dx

is an integral transform that may be regarded as the multiplicative version of the two-

sided Laplace transform, and is widely used in analysis, number theory and combina-

torics. In this chapter we will study the following “twisted” version of this transform,

Mf(s) =

∫∞
0
f(x)xse−x dx∫∞
0
xse−x dx

.

The “twisted” transform has a number of remarkable properties, the most remarkable

perhaps being that it intertwines the standard differential operator, d
dx

, and the finite

difference analogue of d
dx

:

∇f(x) = f(x)− f(x− 1).

By a theorem of Mullin and Rota ([MuR70]) it is known that there exists an invertible

operator intertwining the “umbral” calculi generated by d
dx

and ∇; but, as far as we

know the explicit expression for this intertwiner is new.

The motivation for us to study this transform is that the d-dimensional version
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of this transform provides the precise formula for the invariant spectral measure on

the Bargmann space Cd. We are mainly interested in the asymptotic behavior of

this transform, since, as we have mentioned in chapter 1, the asymptotic behavior

of spectral measures on Cd determines the asymptotics of spectral measures on toric

varieties. We will derive such an asymptotic formula at the end of this chapter. For

its application to toric varieties, see chapter 4.

2.1 Definition and basic properties

2.1.1 The definition

Recall that a function f : R+ → R is of polynomial growth if

|f(x)| ≤ CxN (2.1.1)

for some N .

Definition 2.1.1. Suppose f : R+ → R is a function of polynomial growth. We

define its twisted Mellin transform to be

Mf(s) =

∫∞
0
f(x)xse−x dx∫∞
0
xse−x dx

. (2.1.2)

Remark 2.1.2. Comparing the twisted Mellin transform (2.1.2) to the standard

Mellin transform

Mf(s) =

∫ ∞

0

f(x)xs−1dx (2.1.3)

we see that for the twisted Mellin transform:

1. The numerator is the standard Mellin transform of the function xe−xf(x), so

the twisted Mellin transform inherits many properties of the standard Mellin

transform, including an inversion formula, a Parseval formula.

2. In view of the e−x factor in the integrand, the twisted Mellin transform is defined
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for a much wider class of functions than the standard Mellin transform. For

example, the standard Mellin transform is even not well defined for constant

functions. As we will see later, we can even define the twisted Mellin transform

for tempered distributions.

2.1.2 Some elementary properties

By direct computations one can easily derive the following translation properties of

the twisted Mellin transform:

Proposition 2.1.3. Suppose a, b ∈ R, c > 0, f is a function of polynomial growth,

then (1) For g(x) = xaf(x),

Mg(s) =
Γ(s+ a+ 1)

Γ(s+ 1)
Mf(s+ a). (2.1.4)

(2) For g(x) = e−cxf(x),

Mg(s) = (c+ 1)−s−1Mfc(s), (2.1.5)

where fc(x) is the dilation, fc(x) = f( x
c+1

). (3) For g(x) = f(x) ln x,

Mg(s) =
d

ds
Mf(s) +Mf(s)

Γ′(s+ 1)

Γ(s+ 1)
. (2.1.6)

Similar to the standard Mellin transform, the twisted Mellin transform also be-

haves well with respect to differential and integral operations:

Proposition 2.1.4. Suppose f is a function of polynomial growth, then (1) For

g(x) = df
dx

(x),

Mg(s) = ∇Mf(s) := Mf(s)−Mf(s− 1), (2.1.7)

and more generally, for any n ∈ N and g(x) = f (n)(x),

Mg(s) = ∇n(Mf)(s) =
n∑
i=0

(−1)i
(
n

i

)
Mf(s− i). (2.1.8)
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(2) For g(x) =
∫ x

0
f(t) dt,

Mg(s) =

[s]−1∑
i=0

Mf(s− i) +Mg(s− [s]). (2.1.9)

where [s] is the integer part of s. In particular,

Mg(n) =
n∑
i=0

Mf(i). (2.1.10)

Proof. To prove (1), we note that for g(x) = f ′(x),

Mg(s) =

∫∞
0
f ′(x)xse−x dx∫∞
0
xse−x dx

=

∫∞
0
f(x)(xs − sxs−1)e−x dx∫∞

0
xse−x dx

=

∫∞
0
f(x)xse−x dx∫∞
0
xse−x dx

−
∫∞

0
f(x)xs−1e−x dx∫∞
0
xs−1e−x dx

= Mf(s)−Mf(s− 1).

The property (2.1.8) is easily deduced from (2.1.7) by induction.

To prove (2), we note that by integration by parts,

Mg(s) = Mf(s) +Mg(s− 1),

which implies (2.1.9). As for (2.1.10), this follows from the obvious fact Mg(0) =

Mf(0).

From the definition its easy to see that the twisted Mellin transform is smooth,

i.e. it transform a smooth function to a smooth function. Moreover, it transforms

a function which is of polynomial growth of degree N to a function which is of

polynomial growth of degree N , and Schwartz functions to Schwartz functions:

Proposition 2.1.5. (1) Suppose |f(x)| ≤ CxN , then |Mf(s)| ≤ C ′sN .

(2) M maps Schwartz functions to Schwartz functions.
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Proof. (1) This comes from the definition:

|Mf(s)| ≤
∫∞

0
CxNxse−x dx

Γ(s+ 1)
= C

Γ(s+N + 1)

Γ(s+ 1)
≤ C ′sN .

(2) Suppose f is a Schwartz function, i.e. for any α, β, there is a constant Cα,β

such that supx |xα∂βf(x)| ≤ Cα,β. Consider the function Mf(s):

For β = 0, |xαf(x)| ≤ C implies |sαMf(s)| ≤ C ′.

For β = 1, we apply (2.1.6) and the above result to get |sα d
ds
Mf(s)| ≤ Cα.

For β ≥ 1, let ψ(s) = Γ′(s)/Γ(s). Then by repeated applications of (2.1.6) one

can see that dn

dsnMf(s) is a linear combination of the functions Mgi(s)ψ
(j)(s + 1),

where gi(x) = f(x)(lnx)i and

ψ(m)(s+ 1) =
dm

dsm
ψ(s+ 1)

is the polygamma function, which is bounded for each m, as is clear from its integral

representation:

|ψ(m)(s+ 1)| =
∣∣∣∣(−1)m+1

∫ ∞

0

tme−(s+1)t

1− e−t
dt

∣∣∣∣ ≤ ∫ ∞

0

tme−t

1− e−t
dt = ζ(m+ 1)Γ(m+ 1).

Thus by induction we easily deduce that |sα∂βMf(s)| ≤ Cα,β.

Remark 2.1.6. Since the twisted Mellin transform transforms a Schwartz function

to a Schwartz function, we can define the twisted Mellin transform on tempered dis-

tributions by duality.

2.1.3 Examples

We will next compute the twisted Mellin transform for some elementary functions

such as polynomials, exponentials and trigonometric functions.

(a) For f(x) = xa,

Mf(s) = Γ(s+ a+ 1)/Γ(s+ 1).
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In particular, if f(x) = xn, n a positive integer, then

Mf(s) = s[n] := (s+ 1)(s+ 2) · · · (s+ n).

Thus the twisted Mellin transform of a polynomial of degree n is again a polynomial

of degree n.

(b) Suppose a > 1, then for f(x) = a−x,

Mf(s) = (ln a+ 1)−1−s.

More generally, if f(x) = xba−x, then

Mf(s) = (ln a+ 1)−1−b−sΓ(s+ b+ 1)/Γ(s+ 1).

(c) For f(x) = 1
1−e−x ,

Mf(s) = ζ(s+ 1),

and as a corollary, for the Todd function f(x) = x
1−e−x ,

Mf(s) = (s+ 1)ζ(s+ 2).

(d) For f(x) = lnx, one gets from (2.1.6)

Mf(s) =
Γ′(s+ 1)

Γ(s+ 1)
,

and in general, for f(x) = (lnx)n,

Mf(s) =
Γ(n)(s+ 1)

Γ(s+ 1)
.
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(e) For the trigonometric functions f(x) = sinx and g(x) = cosx,

Mf(s) =
1

(
√

2)s+1
sin

(s+ 1)π

4
,

Mg(s) =
1

(
√

2)s+1
cos

(s+ 1)π

4
.

(Proof. Let h(x) = eix, then Mh(s) = 1
(1−i)s+1 .)

Similarly for f(x) = sin(ax) and g(x) = cos(ax),

Mf(s) = (1 + a2)−s sin(s arctan a),

Mg(s) = (1 + a2)−s cos(s arctan a).

2.1.4 Combinatorial aspects of the twisted Mellin transform

The twisted Mellin transform has applications in the “umbral calculus” of Mullin-

Rota. As we have seen, the twisted Mellin transform maps the monomials {xn} to

the polynomials

s[n] = (s+ 1)(s+ 2) · · · (s+ n) =
n∑
k=0

c(n+ 1, k + 1)sk, (2.1.11)

where c(n, k) is the sign-less Stirling number of first kind. Note that both {xn} and

{x[n]} are a basis of the polynomial ring P , so M is in fact an automorphism of P .

To state the umbral calculus applications ofM, let’s first recall some combinatorial

concepts. A sequence of polynomials, {pn(x)}, is called a polynomial sequence of

binomial type if p0(x) = 1, deg pn = n and

pn(x+ y) =
∑
k

(
n

k

)
pk(x)pn−k(y). (2.1.12)

For example, both the sequence {xn} and the sequence {(x − 1)[n]} are polynomial

sequences of binomial type. Mullin and Rota ([MuR70]) proved that one can always
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associate to any binomial type polynomial sequence {pn} a shift-invariant 1 operator

called the delta operator Q, which by definition satisfies Qpn = npn−1. The sequence

{pn} is called the sequence of basic polynomials for Q. It is easy to see that the delta

operator associated to the sequence {xn} is just the differential operator, Qp = dp/dx,

while the delta operator associated to the sequence {(x − 1)[n]} is the backward

difference operator, Qp = ∇p(x) = p(x)− p(x− 1).

It is obvious that any two delta operators can be intertwined: one just defines the

intertwiner to be the operator that maps one sequence of basic polynomials to the

other sequence of basic polynomials. Such operators are called umbral operators. By

a basic theorem of umbral calculus, any umbral operator would intertwine any delta

operator to another delta operator. However, to our knowledge, no explicit formula

for any of these operators has been written down in the literature. Our result (2.1.7)

shows that the twisted Mellin transform M is the intertwiner between the operators

d
dx

and ∇:

Proposition 2.1.7. The twisted Mellin transform M is the umbral operator inter-

twine d
dx

and ∇.

2.2 Asymptotic expansion of the twisted Mellin

transform

2.2.1 The asymptotic expansion

We can rewrite the twisted Mellin transform as

Mf(s) =

∫∞
0
f(x)es log x−x dx∫∞
0
es log x−x dx

. (2.2.1)

1An operator T is shift-invariant if TEa = EaT , where Ea is the shift operator Eaf(x) = f(x+a).
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For the phase function ϕ(x, s) = s log x− x, we have

0 =
∂ϕ

∂x
=⇒ x = s,

thus the function ϕs(x) = ϕ(x, s) has a unique critical point at x = s. Moreover, this

is a global maximum of ϕ(x, s), since

lim
x→+∞

ϕ(x, s) = −∞,

and
∂2ϕ

∂x2
= − s

x2
< 0.

Hence if f is a symbol, we can apply the method of steepest descent to both denom-

inator and numerator to get

Mf(s) ∼
∑
k

gk(s)f
(k)(s). (2.2.2)

To compute the functions gk’s we merely take f to be polynomials. Fix any s, applying

M to the Taylor expansion of f at s, we get

Mf(s) =
n∑
r=0

1

r!
f (r)(s)gr(s), (2.2.3)

where

gr(s) =

∫∞
0

(x− s)rxse−x dx∫∞
0
xse−x dx

=
r∑
i=0

(−1)r−i
(
r

i

)
s[i]sr−i. (2.2.4)
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2.2.2 The coefficients

From (2.2.4) it seems that gr is a polynomial of degree r. Let’s compute them for

r ≤ 5 small,

g0(s) = g1(s) = 1,

g2(s) = 2 + s,

g3(s) = 6 + 5s,

g4(s) = 24 + 26s+ 3s2,

g5(s) = 120 + 154s+ 35s2.

which suggests that gr(s) is a polynomial of degree [r/2] in s! We will give two

separate proofs of this fact, one combinatorial and one analytic.

Proof 1. Putting (2.1.11) into (2.2.4), we get

gr(s) =
r∑
i=0

i∑
k=0

(−1)r−i
(
r

i

)
c(i+ 1, k + 1)sr−(i−k)

=
r∑
j=0

(
r∑
i=j

(−1)r−i
(
r

i

)
c(i+ 1, i− j + 1)

)
sr−j.

On the other hand, by the definition of the Stirling number,

c(n+ 1, n+ 1− k) = c(n, n− k) + nc(n, n− (k − 1)). (2.2.5)

and from this recurrence relation we will show:

Lemma 2.2.1. There are constants Cl,j, depending only on l, j, such that

c(i+ 1, i+ 1− j) =

2j∑
l=j

Cl,j (i)l, (2.2.6)

where (i)l = i(i− 1) · · · (i− l + 1) is the falling factorial.
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Proof. This is true for j = 0, since c(n+ 1, n+ 1) = 1. Notice that

n∑
i=l

(i)l = l!

((
l

l

)
+

(
l + 1

l

)
+ · · ·+

(
n

l

))
= l!

(
n+ 1

l + 1

)
=

1

l + 1
(n+ 1)l+1.

Now use induction and the recurrence relation (2.2.5).

Now suppose 2j ≤ r, then the coefficients of sr−j in fr(s) is

r∑
i=j

(−1)r−i
(
r

i

)
c(i+ 1, i− j + 1) =

r∑
i=j

(−1)r−i
(
r

i

) 2j∑
l=j

Cl,j (i)l

=

2j∑
l=j

Cl,j(r)l

r∑
i=l

(−1)r−i
(
r − l

i− l

)
=0,

which proves that gr is a polynomial of degree [r/2].

Proof 2. First we derive a recurrence relation for gr(s). Using

d

dx
(s log x− x) = −x− s

x

and integration by parts we get

Γ(s+ 1)gr(s) = −
∫ ∞

0

es lnx−xx(x− s)r−1 d

dx
(s lnx− x) dx

=

∫ ∞

0

es lnx−x d

dx
(x(x− s)r−1) dx

=

∫ ∞

0

es lnx−x d

dx
((x− s)r + s(x− s)r−1) dx

= r

∫ ∞

0

xse−x(x− s)r−1 dx+ (r − 1)s

∫ ∞

0

xse−x(x− s)r−2 dx,

i.e.

gr(s) = rgr−1(s) + (r − 1)sgr−2(s). (2.2.7)
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Moreover, we can compute the initial conditions directly

g1(s) = g0(s) = 1. (2.2.8)

Remark 2.2.2. The recurrence relation (2.2.7) also follows easily from (2.1.9) and

(2.1.4). In fact, if we denote hr(x) = (x− s)r, then gr(s) = Mhr(s), and thus

rgr−1(s) = Mhr(s)−Mhr(s− 1)

= gr(s)− (M(xhr−1)(s− 1)− sMhr−1(s− 1))

= gr(s)− s(Mhr−1(s)−Mhr−1(s− 1))

= gr(s)− s(r − 1)Mhr−2(s).

From (2.2.7), (2.2.8) and induction, it follows again that gr(s) is a polynomial of

degree [r/2]. Thus coming back to (2.2.2) we have proved

Theorem 2.2.3. For any symbolic function f , we have

Mf(s) ∼
∑
r

1

r!
f (r)(s)gr(s), (2.2.9)

where gr(s) is the polynomial of integer coefficients of degree [r/2] given by (2.2.4).

2.2.3 Combinatorial aspects of gr

The polynomials gr(s) have many interesting combinatorial properties:

(1) Since gr(s) is a polynomial of degree [r/2], we can write

gr(s) =

[r/2]∑
i=0

ar,is
i, (2.2.10)

the coefficients satisfying the recurrence relation

ar,i = rar−1,i + (r − 1)ar−2,i−1 (2.2.11)
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and initial conditions

ar,0 = r!, a2k,k = (2k − 1)!!,

which implies

ar,1 =r!

(
1

r
+

1

r − 1
+ · · ·+ 1

2

)
,

ar,2 =r!

(
(r − 1)ar−2,1

r!
+

(r − 2)ar−3,1

(r − 1)!
+ · · ·+ 3a2,1

4!

)
,

and in general

ar,k = r!

(
(r − 1)ar−2,k−1

r!
+

(r − 2)ar−3,k−1

(r − 1)!
+ · · ·+ (2k − 1)a2k−2,k−1

(2k)!

)
. (2.2.12)

(2) The coefficients, ar,i, of gr(s), are exactly those appeared as coefficients of

polynomials used for exponential generating functions for diagonals of unsigned Stir-

ling numbers of the first kind. More precisely, for fixed k, the exponential generating

function for the sequence {c(n+ 1, n+ 1− k)}n≥0 is given by (c.f. sequence A112486

in “The On-Line Encyclopedia of Integer Sequences” 2)

∞∑
n=0

cn+1,n+1−k
xn

n!
= ex

2k∑
n=k

(
an,n−k

xn

n!

)
. (2.2.13)

(3) The sequence of functions gr’s have a very simple exponential generating func-

tion:
∞∑
r=0

gr(s)
xr

r!
=

∞∑
i=0

∞∑
r=i

(−1)r−i
1

r!

(
r

i

)
s[i]sr−ixr

=

(
∞∑
i=0

s[i]xi

i!

)(
∞∑
r=i

(−1)r−i
sr−ixr−i

(r − i)!

)

=
e−sx

(1− x)1+s
.

(4) From the generating function above we get a combinatorial interpreting of

gr(s) for integers s: r!gr(s) is the number of r × r N-matrices with every row and

2Website http://www.research.att.com/ ∼ njas/sequences/
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column sum equal to 3 + 2s and with at most 2 nonzero entries in every row. (c.f.

Exercise 5.62 of [Sta97]).

(5) There are also other combinatorial interpreting for small value of s. For

example, the sequence gr(1) count permutations w of {1, 2, · · · , r + 1} such that

w(i + 1) 6= w(i) + 1 (c.f. the sequence A000255 of “On-line Encyclopedia of Integer

Sequences”). For s = 2, we have

gr(2) =
2−r

2

r!

∑
M∈Dr

(detM)4,

where Dr is the set of all r × r matrices of ±1’s. (c.f. Exercise 5.64(b) of [Sta97]).

2.3 Applications to spectral measures of Bargmann

space

2.3.1 Spectral measures of the Bargmann space

The Bargmann measure on Cd is

µ = e−|z|
2

dzdz̄.

Let’s assume d = 1 first. The spectral measure associated with the quantum eigen-

state zk is

µk(f) = Tr(πkMfπk),

where f ∈ C∞(C) and πk is the orthogonal projection from L2(C, µ) onto the one

dimensional subspace spanned by zk. By averaging with respect to the T1-action, we

can assume f ∈ C∞(C)T1
, i.e.

f(z) = f(r2),
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where r = |z| is the modulus of complex number z. Now we can give an explicit

expression for the spectral measure,

µk(f) =
〈fzk, zk〉µ
〈zk, zk〉µ

=

∫∞
0
f(r2)r2k+1e−r

2
dr∫∞

0
r2k+1e−r2 dr

=

∫∞
0
f(x)xke−x dx∫∞
0
xke−x dx

= Mf(k).

In other words, the spectral measure of the 1-dimensional Bargmann space is precisely

given by the twisted Mellin transform.

If we replace the Bargmann measure, µ, by the generalized Bargmann measure

µα = e−α|z|
2

dzdz̄,

then we are naturally led, by the same argument above, to studying the “α-twisted

Mellin transform”

Mαf(s) =

∫∞
0
f(x)xse−αx dx∫∞
0
xse−αx dx

. (2.3.1)

All the properties of the twisted Mellin transform can be easily generalized to Mα.

In fact, it is easy to see that

Mαfc(s) = Mα/cf(s), (2.3.2)

where fc(x) = f(cx), so the α-twisted Mellin transform of a function can easily be

computed from the twisted Mellin transform.

Now consider the general case d > 1. Suppose G is a torus acting in a Hamiltonian

fashion on Cd. For α in the weight lattice of G-action we let

ΓNα = span{zk11 . . . zkd
d ,

∑
kiαi = Nα} (2.3.3)

be the set of invariant functions under G-action, where αi’s are the weights of G-
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actions. The spectral measure on Cd that we are interested in is

νN(f) = trace πNMfπN (2.3.4)

where πN is the orthogonal projection from L2(Cd , e−N |z|
2
dz dz̄) onto ΓNα . Since νN

is Td-invariant, by averaging under the diagonal Td-action on Cd we can assume f is

Td-invariant, i.e.

f(z) = f(r2
1, · · · , r2

d), (2.3.5)

where ri = |zi|.

Note that the functions, zk, k ∈ N∆ ∩ Zd, are an orthonormal basis of ΓNα and

the functions
1

cN,k
zk

with

cN,k =

(∫
Cd

|zk|2e−N |z|2 dz dz̄
) 1

2

(2.3.6)

are an orthogonal basis of ΓNα . Hence the trace of πNMfπN is equal to the sum of

∫
|z1|2k1 . . . |zd|2kde−N |z|

2
f(z) dz dz̄∫

|z1|2k1 . . . |zd|2kde−N |z|2 dz dz̄
(2.3.7)

over the polytope k ∈ N∆ ∩ Zd, where

N∆ = {(k1, · · · , kd) ∈ Zd |
∑

kiαi = Nα}. (2.3.8)

For Td-invariant function (2.3.5) a simple computation shows that the spectral

measure (2.3.4) is given by a d-dimensional twisted Mellin transform,

νn(f) =
∑
k∈N∆

∫
Rd

+
xk11 · · ·x

kd
d e

−N
∑
xif(x)dx∫

Rd
+
xk11 · · ·x

kd
d e

−N
∑
xidx

. (2.3.9)
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2.3.2 Asymptotics for summands

We also begins with d = 1. Given a symbolic function f , consider the integral

AN(f)(s) =

∫∞
0
f(x)xNse−Nx dx∫∞
0
xNse−Nx dx

, (2.3.10)

as N →∞. By definition, this is just the “N -twisted Mellin transform” MNf(Ns),

which, according to (2.3.2), equals MfN(Ns), where fN(x) = f(x/N). Thus by

Theorem 2.2.3,

AN(f)(s) ∼
∑
k

1

k!

(
1

N

)k
f (k)(s)gk(Ns). (2.3.11)

Note that since gk(x) is a polynomial of degree [k/2], the above formula does give us

an asymptotic expansion. In particular, we have

AN(f)(s) = f(s) +
1

N

(
f ′(s) + f ′′(s)

s

2

)
+

1

N2

(
f ′′(s) + f ′′′(s)

5s

6
+ f (4)(s)

s2

8

)
+O(N−3).

In general for d > 1, we would like to consider the d-dimensional “N -twisted”

Mellin transform

ANf(x) =

∫
Rd

+
eN(

∑
xi log yi−yi)f(y) dy∫

Rd
+
eN(

∑
xi log yi−yi) dy

. (2.3.12)

Note that the d-dimensional twisted Mellin transform is just the same as applying a

sequence of 1-dimensional twisted Mellin transforms, one for each variable. It follows

from theorem 2.2.3 that

ANf(x) ∼
∑
α

1

α!
N−|α|f (α)(x) gα(Nx), (2.3.13)

where

gα(x) = gα1(x1) . . . gαd
(xd)
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and

gk(s) =
∑

0≤`≤k

(−1)`
(
k

`

)
s`s[k−`]. (2.3.14)

2.3.3 A generalized Euler-Maclaurin formula

Let ∆ ⊆ Rn be an n-dimensional convex polytope. By elementary calculus the

Riemann integral of a function f ∈ C∞(∆):

∫
∆

f(x) dx

is approximated by the Riemann sum

1

Nn

∑
k∈N∆∩Zn

f

(
k

N

)

up to an error term of order O(N−1).

Recently Guillemin and Sternberg ([GuS06]) showed that if ∆ is a simple lattice

polytope, i.e., if its vertices are lattice points, then this O(N−1) can be replaced by an

asymptotic series in inverse powers of N . In particular for polytopes associated with

toric varieties (such as the polytope (2.3.8)) the terms in this series can be explicitly

computed by the following method.

Enumerate the facets of ∆, and for the ith facet let ui ∈ Zn be a primitive lattice

vector which is perpendicular to this facet and points “outward” from ∆ into Rn.

Then ∆ can be defined by a set of inequalities

〈ui, x〉 ≤ ci , i = 1, . . . , r (2.3.15)

where r is the number of facets. Let ∆h be the polytope

〈ui, x〉 ≤ ci + hi , i = 1, . . . , r . (2.3.16)
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Theorem 2.3.1 ([GuS06]). For f ∈ C∞(Rn)

1

Nn

∑
k∈Zn∩N∆

f

(
k

N

)
∼

(
τ

(
1

N

∂

∂h

)∫
∆h

f(x) dx

)
(h = 0) (2.3.17)

where

τ(w1, . . . , wr) =
r∏
i=1

wi
1− e−wi

(2.3.18)

and τ
(

1
N

∂
∂h

)
is the operator obtained from (2.3.18) by making the substitution wi →

1
N

∂
∂hi

.

Now notice that if we divide (2.3.9) by Nn the right hand side is exactly a Riemann

sum of the form above. Hence if we replace ANf by the series (2.3.11) and apply

(2.3.17) to each summand we get an asymptotic expansion of νN(f) in inverse powers

of N in which the summands can be read off from the summands on the right hand

side of (2.3.17).
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Chapter 3

Stability Theory

The “quantization commutes with reduction” theorem establishes a bijection between

the set ofG-invariant holomorphic sections of a line bundle, L, on a KählerG-manifold

M , with the set of holomorphic sections on the quotient line bundle, Lred, on the sym-

plectic quotient, Mred, of M . One direction of this map, that an upstairs invariant

holomorphic section gives a downstairs holomorphic section, is obvious. As for the

other direction, one first pulls back any holomorphic section of the quotient line bun-

dle to an invariant holomorphic section of the upstairs bundle on a dense open subset.

Then one compares the norms of the downstairs section and the corresponding up-

stairs section (under different metrics). The difference of these two norms is measured

by the stability function. It turns out that this function has a number of remarkable

properties, and as a corollary, one can canonically extend the upstairs section on this

dense open subset to an invariant holomorphic section over the whole manifold by

setting it equal to zero on the complement.

Since the stability function measures the difference of the downstairs section with

corresponding upstairs section, it provide a nature bridge between the two stories.

In principle, any spectral problem concerning these quantum states on the quotient

bundle can be translated to the corresponding problem on the upstairs bundle via

the stability function.
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3.1 Backgrounds

3.1.1 Kähler reduction

Suppose (M,ω) is a symplectic manifold, G a connected compact Lie group acting in

a Hamiltonian fashion on M , and Φ : M → g∗ a moment map, i.e., Φ is equivariant

with respect to the given G-action on M and the coadjoint G-action on g∗, with the

defining property

d〈Φ, v〉 = ιvM
ω, v ∈ g, (3.1.1)

where vM is the vector field on M generated by the one-parameter subgroup

{exp(−tv) | t ∈ R}

of G. Furthermore we assume that Φ is proper, 0 is a regular value and that G acts

freely on the zero level set Φ−1(0). Then by the Marsden-Weinstein theorem, the

quotient space

Mred = Φ−1(0)/G

is a connected compact symplectic manifold with symplectic form ωred satisfying

ι∗ω = π∗0ωred, (3.1.2)

where ι : Φ−1(0) ↪→ M is the inclusion map, and π0 : Φ−1(0) → Mred the quotient

map. Moreover, if ω is integral, so is ωred; and if (M,ω) is Kähler with holomorphic

G-action, then Mred is a compact Kähler manifold and ωred is a Kähler form.

3.1.2 GIT quotients

The Kähler quotient Mred also has the following GIT description:

Let GC be the complexification of G, i.e., GC is the unique connected complex Lie

group with Lie algebra gC = g ⊕
√
−1g which contains G as its maximal compact
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subgroup. We will assume that the action of G on M extends canonically to a

holomorphic action of GC on M (This will automatically be the case if M is compact.

For more details, c.f. appendix A.2.) The infinitesimal action of GC on M is given by

wM = JvM (3.1.3)

for v ∈ g, w =
√
−1v, where J is the automorphism of TM defining the complex

structure.

The set of stable points 1 , Mst, of M (with respect to this GC action) is defined

to be the GC-flow out of Φ−1(0):

Mst = GC · Φ−1(0). (3.1.4)

This is an open subset of M on which GC acts freely, and each GC-orbit in Mst

intersects Φ−1(0) in precisely one G-orbit, c.f. [GuS82]. Moreover, for any G-invariant

holomorphic section sk of Lk, Mst contains all p with sk(p) 6= 0. (For a proof, see the

arguments at the end of §3.2.2). In addition, if M is compact M −Mst is just the

common zero sets of these sk’s. Since Mst is a principal GC bundle over Mred, the GC

action on Mst is proper. The quotient space Mst/GC has the structure of a complex

manifold. Moreover, since each GC-orbit in Mst intersects Φ−1(0) in precisely one

G-orbit, this GIT quotient space coincides with the symplectic quotient:

Mred = Mst/GC.

In other words, Mred is a Kähler manifold with ωred its Kähler form, and the projection

map π : Mst →Mred is holomorphic.

1In GIT there are several different notations of sbability, called semistable, stable and properly
stable respectively. However, under our assumptions all these definitions coincide with our definition
here.
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3.1.3 Reduction at the quantum level

Suppose (L, 〈·, ·〉) is a pre-quantum line bundle overM . There is a unique holomorphic

connection ∇ on L, (called the metric connection), which is compatible with the

Hermitian inner product on L, i.e., satisfies the compatibility condition for every

locally nonvanishing holomorphic section s : U → L,

∇s
s

= ∂ log 〈s, s〉 ∈ Ω1,0(U). (3.1.5)

The pre-quantization condition amounts to requiring that the curvature form of the

connection ∇ is −ω, i.e.,

curv(∇) := −
√
−1∂̄∂ log 〈s, s〉 = −ω. (3.1.6)

To define reduction on the quantum level, we assume that the G action on M

can be lifted to an action τ# of G on L by holomorphic line bundle automorphisms.

For details, c.f. appendix A.1. By averaging, we may assume that τ# preserves the

metric 〈·, ·〉, and thus preserves the connection ∇ and the curvature form ω. The

infinitesimal action of g on sections of L is given by Kostant’s formula ([Kos70])

Lvs = ∇vM
s−

√
−1〈Φ, v〉s (3.1.7)

for all smooth sections s ∈ Γ(L) and all v ∈ g. Since G acts freely on Φ−1(0), the

lifted action τ# is free on ι∗L. The quotient

Lred = ι∗L/G

is now a holomorphic line bundle over Mred.

On the other hand, by [GuS82], the lifted action τ# can be extended canonically

to an action τ#
C of GC on L. Denote by Lst the restriction of L to the open set Mst,
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then GC acts freely on Lst, and we get the GIT description of the quotient line bundle,

Lred = Lst/GC.

On Lred there is a naturally defined Hermitian structure, 〈·, ·〉red, i.e.,

π∗0〈s, s〉red = ι∗〈π∗s, π∗s〉 (3.1.8)

for all s ∈ Γ(Lred). Moreover, the induced curvature form of Lred is the reduced Kähler

form ωred, c.f. corollary 3.2.8. In other words, the quotient line bundle (Lred, 〈·, ·〉red)

is a pre-quantum line bundle over the quotient space (Mred, ωred).

3.2 The stability function

3.2.1 Definition of the stability function

Definition 3.2.1. The stability function ψ : Mst → R is defined to satisfy

〈π∗s, π∗s〉 = eψπ∗〈s, s〉red . (3.2.1)

More precisely, suppose U is an open subset in Mst and s : U → Lred a non-

vanishing section, then ψ restricted to π−1(U) is defined to be

ψ = log 〈π∗s, π∗s〉 − π∗ log 〈s, s〉red . (3.2.2)

Obviously this definition is independent of the choices of s.

By definition it is easy to see that ψ is a G-invariant function on Mst which

vanishes on Φ−1(0), and by (3.1.6),

ω = π∗ωred +
√
−1 ∂̄∂ψ. (3.2.3)
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Thus ψ can be thought of as a potential function for ω relative to ωred.

Remark 3.2.2. It is easy to see that the stability function associated to the line

bundle LN is Nψ.

Remark 3.2.3. (Reduction by stages) Let G = G1 ×G2 be a product of compact Lie

groups G1 and G2. Then by reduction in stages Mred can be identified with (M
(1)
red)

(2),

where M
(1)
red is the reduction of M with respect to G1 and (M

(1)
red)

(2) the reduction of

M
(1)
red with respect to G2. Let MG

st and MG1
st be the set of stable points in M with respect

to the G-action and G1-action respectively, and (M
(1)
red)

G2
st the set of stable points in

M
(1)
st with respect to the G2-action. Denote by π1 the projection of Mst onto M

(1)
red.

We claim that MG
st ⊂MG1

st and π−1
1 ((M

(1)
red)

G2
st ) = MG

st . The first of these assertions is

obvious and the second assertion follows from the identification

π−1
1 ((M

(1)
red)

G2
st ) = π−1

1 ((G2)CΦ̄−1
2 (0))

= (G1)C(π−1
1 ((G2)CΦ̄−1

2 (0)) ∩ Φ−1
1 (0))

= (G1)C(G2)C(π−1
1 (Φ̄−1

2 (0)) ∩ Φ−1
1 (0))

= GC(Φ−1
2 (0) ∩ Φ−1

1 (0))

= GCΦ−1(0).

Thus ψ = ψ1 + π∗1ψ
1
2, where ψ is the stability function associated with reduction of

M by G, ψ1 the stability function associated with reduction of M by G1, and ψ1
2 the

stability function associated with the reduction of M
(1)
red by G2.

Remark 3.2.4. (Action on product manifolds) As in the previous remark let G =

G1 × G2. Let Mi, i = 1, 2, be Kählerian Gi manifolds and Li pre-quantum line

bundles over Mi, satisfying the assumptions in the previous sections. Denote by ψi

the stability function on Mi associated to Li. Letting G be the product G1 × G2 the

stability function on the G-manifold M1×M2 associated with the product line bundle

pr∗1L1 ⊗ pr∗2L2 is pr∗1ψ1 + pr∗2ψ2.
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3.2.2 Two useful lemmas

Recall that by (3.1.3), the vector field wM for the “imaginary vector” w =
√
−1v ∈

√
−1g is wM = JvM .

Lemma 3.2.5 ([GuS82]). Suppose w =
√
−1v ∈

√
−1g, then wM is the gradient

vector field of 〈Φ, v〉 with respect to the Kähler metric g.

Proof.

d〈Φ, v〉 = ιvM
ω = ω(−JwM , ·) = ω(·, JwM) = g(wM , ·).

Lemma 3.2.6. Suppose w =
√
−1v ∈

√
−1g. Then for any nonvanishing G-

invariant holomorphic section s̃ ∈ Γhol(L)G,

LwM
log 〈s̃, s̃〉 = −2〈Φ, v〉. (3.2.4)

Proof. Since

J(vM +
√
−1wM) = wM −

√
−1vM = −

√
−1(vM +

√
−1wM),

vM +
√
−1wM is a complex vector field of type (0,1). Thus the covariant derivative

∇vM
s̃ = −

√
−1∇wM

s̃. (3.2.5)

Since s̃ is G-invariant, by Kostant’s identity (3.1.7),

0 = Lvs̃ = ∇vM
s̃−

√
−1〈Φ, v〉s̃. (3.2.6)

Thus

∇wM
s̃ = −〈Φ, v〉s̃.
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By metric compatibility, we have for any G-invariant holomorphic section s̃

LwM
log 〈s̃, s̃〉 = −2〈Φ, v〉.

Since dC = JdJ−1, one has

Corollary 3.2.7.
(
dC log〈s̃, s̃〉, vM

)
= −2〈Φ, v〉.

Proof. Notice that J = (
√
−1)p−q on Λp,q, so we get

(
dC log〈s̃, s̃〉, vM

)
=
(
Jd log〈s̃, s̃〉, J−1wM

)
= − (d log〈s̃, s̃〉, wM)

= −LwM
log〈s̃, s̃〉.

This implies that Lred is the prequantum line bundle over Mred:

Corollary 3.2.8. ωred =
√
−1∂̄∂ log〈s, s〉red.

Proof. We only need to check

ι∗ω = π∗0(
√
−1∂̄∂ log〈s, s〉red).

Since ddCf = 2
√
−1∂̄∂f , it suffices to show

ι∗dC log〈π∗s, π∗s〉 = π∗0d
C log〈s, s〉red

at p ∈ Φ−1(0). By definition both sides coincide on Tπ(p)Mred viewed as a subspace

of TpΦ
−1(0). Notice that TpΦ

−1(0) = ker(dπ0)p ⊕ Tπ(p)Mred, and the right hand side

vanishes on ker(dπ0)p, so we only need to show that the left hand side vanishes on
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ker(dπ0)p, which follows from corollary 3.2.7 since Φ(p) = 0:

(dC log〈π∗s, π∗s〉, vM)|p = −2〈Φ(p), v〉 = 0.

Another corollary of Lemma 3.2.6 is the following: Suppose M is compact and

let s̃ be a holomorphic G-invariant section of L and p a point where s̃(p) 6= 0. The

function

〈s̃, s̃〉 : GC · p→ R

takes its maximum at some point q and since GC · p is GC-invariant and

〈s̃, s̃〉(q) ≥ 〈s̃, s̃〉(p) > 0

it follows from (3.2.4) that Φ(q) = 0, i.e. q ∈Mst. But Mst is open and GC-invariant.

Hence p ∈Mst. Thus we’ve proved

Proposition 3.2.9. If p ∈M −Mst, then s(p) = 0 for all s ∈ Γhol(L)G.

3.2.3 Analytic properties of the stability function

From definition we see that ψ is invariant under the real Lie group G. The heart of

stability theory in this chapter is that the stability function also behaves well in the

“imaginary” directions:

Proposition 3.2.10. Suppose w =
√
−1v ∈

√
−1g, then LwM

ψ = −2〈Φ, v〉.

Proof. Suppose s is any holomorphic section of the reduced bundle Lred. Since

π∗ log〈s, s〉red is GC-invariant, we have from (3.2.2),

LwM
ψ = LwM

log〈π∗s, π∗s〉.

Now apply lemma 3.2.6 to the G-invariant section π∗s.
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The main result of this section is

Theorem 3.2.11. ψ is a proper function which takes its maximum value 0 on Φ−1(0).

Moreover, for any p ∈ Φ−1(0), the restriction of ψ to the orbit exp
√
−1g · p has only

one critical point, namely p itself, and this critical point is a global maximum.

Proof. As before we take w =
√
−1v ∈

√
−1g. Since GC acts freely on Mst, we have

a diffeomorphism

κ : Φ−1(0)×
√
−1g →Mst, (p, w) 7→ τC(expw)p. (3.2.7)

We define two functions

ψ0(p, w, t) = (κ∗ψ)(p, tw) (3.2.8)

and

φ0(p, w, t) = 〈κ∗Φ(p, tw), v〉. (3.2.9)

Then proposition 3.2.10 leads to the following differential equation

d

dt
ψ0 = −2φ0, (3.2.10)

with initial conditions

ψ0(p, w, 0) = 0 (3.2.11)

and

φ0(p, w, 0) = 0. (3.2.12)

Since wM is the gradient vector field of 〈Φ, v〉, and t 7→ κ(p, tw) is an integral

curve of wM , we see that φ0 is a strictly increasing function of t. Thus ψ0 is strictly

increasing for t < 0, strictly decreasing for t > 0, and takes its maximal value 0 at

t = 0. This shows that p is the only critical point in the orbit
√
−1g · p.

The fact ψ is proper also follows from the differential equation (3.2.10), since for
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any t0 > 0 we have

ψ0(p, w, t) ≤ C0 − 2(t− t0)C1, t > t0

where

C0 = max
|w|=1

ψ0(p, w, t0) < 0

and

C1 = min
|w|=1

φ0(p, w, t0) > 0.

Remark 3.2.12. The proof above also gives us an alternate way to compute the

stability function, namely we only need to solve the differential equation (3.2.10) along

each orbit exp(
√
−1g) · p with initial condition (3.2.11). Of course a much more

complicated step is to write down explicitly the decomposition of Mst as a product

Φ−1(0)×
√
−1g.

Corollary 3.2.13. For any s ∈ Γhol(Lred), the norm 〈π∗s, π∗s〉(p) is bounded on Mst,

and tends to 0 as p goes to the boundary of Mst.

3.3 Asymptotic behavior of the stability function

3.3.1 The basic asymptotics

From the previous section we have seen that the stability function takes its global

maximum 0 exactly at Φ−1(0). Thus for λ large, eλψ tends to 0 very fast off Φ−1(0).

So in principle, only a very small neighborhood of Φ−1(0) will contribute to the

asymptotics of the integral ∫
Mst

feλψdx

for f a bounded function in C∞(Mst)
G and for λ large. In this section we will derive

an asymptotic expansion in λ for this integral, beginning with (1.2.3).
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The proof of (1.2.3) is based on the following method of steepest descent: Let X

be an m-dimensional Riemannian manifold with volume form dx, and ψ : X → R

a real-valued smooth function which has a unique maximum at a point p. Suppose

moreover that p is a nondegenerate critical point of ψ. Then for f ∈ C∞(X) with

feλψ in L1(X, dx),

∫
X

f(x)eλψ(x)dx ∼ eλψ(p)

∞∑
k=0

ckλ
−m

2
−k, as λ→∞ (3.3.1)

where the ck’s are constants. Moreover,

c0 = (2π)m/2τpf(p), (3.3.2)

where

τ−1
p =

(det d2ψp(ei, ej))
1/2

|dxp(e1, · · · , en)|
(3.3.3)

for any basis e1, · · · , em of TpM .

From this general result we obtain:

Theorem 3.3.1. Let dx be the Riemannian volume form on exp (
√
−1g) · p induced

by the Kähler-Riemannian metric on Mst, and let f be a smooth function on M .

Then for any p ∈ Φ−1(0) and λ large,

∫
exp

√
−1g·p

f(x)eλψ(x)dx ∼
(
λ

π

)−m/2(
f(p) +

∞∑
i=1

ciλ
−i

)
, (3.3.4)

where ci are constants depending on f, ψ and p.

Proof. We need to compute the Hessian of ψ restricted to exp (
√
−1g) ·p at the point

p. By proposition 3.2.10,

d(dψ(wM)) = d(LwM
ψ) = −2d〈Φ, v〉 = −2ω(vM , ·),
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so

d2ψp(wM , w
′
M) = −2ωp(vM , w

′
M) = −2gp(vM , v

′
M) = −2gp(wM , w

′
M).

This implies τp = 2−m/2.

3.3.2 Asymptotics on submanifolds of Mst

From (3.3.4) we obtain asymptotic formulas similar to (3.3.4) for submanifolds of

Mst which are foliated by the sets exp (
√
−1g) · p. For example, by the Cartan

decomposition

GC = G× exp (
√
−1g)

one gets a splitting

GC · p = G× exp (
√
−1g) · p.

Moreover, this is an orthogonal splitting on Φ−1(0). Thus if we write

ωm

m!
(p) = g(x)dν ∧ dx,

where dν is the Riemannian volume form on the G-orbit G · p, defined by the Kähler-

Riemannian metric, we see that g(x) is G-invariant and g(p) = 1 on Φ−1(0). Thus if

we apply theorem 3.3.1 we get

Corollary 3.3.2. As λ→∞,

∫
GC·p

f(x)eλψ
ωm

m!
∼ V (p)

(
λ

π

)−m/2(
f(p) +

∞∑
i=1

ci(p)λ
−i

)
, (3.3.5)

where V (p) = Vol(G · p) is the Riemannian volume of the G orbit through p.

Similarly the diffeomorphism (3.2.7) gives a splitting of Mst into the imaginary

orbits exp (
√
−1g) · p, and by the same argument one gets
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Corollary 3.3.3. As λ→∞,

∫
Mst

eλψ
ωd

d!
∼ Vol(Φ−1(0))

(
λ

π

)−m/2(
1 +

∞∑
i=1

Ciλ
−i

)
. (3.3.6)

3.3.3 The Half form correction

Now we apply corollary 3.3.2 to prove (1.2.5). Since Mred = Mst/GC, we have a

decomposition of the volume form

ωd

d!
= π∗

ωnred
n!

∧ dµπ, (3.3.7)

where dµπ is the induced volume form on GC · p,

dµπ(x) = h(x)
ωm

m!
,

with h(p) = 1 on Φ−1(0). Now suppose sk ∈ Γhol(Lk
red). Since the stability function

of Lk
red is kψ, (1.2.2) becomes

〈π∗sk, π∗sk〉 = ekψπ∗〈sk, sk〉red.

By (3.3.5),

‖π∗sk‖2 =

∫
Mred

(∫
GC·p

ekψdµπ

)
〈sk, sk〉red

ωnred
n!

=

(
k

π

)−m/2 (
1 +O(k−1)

) ∫
Mred

V (π−1
0 (q))〈sk, sk〉red

ωnred
n!

.

In other words, (
k

π

)m/2
‖π∗sk‖2 = ‖V 1/2sk‖2

red +O(
1

k
), (3.3.8)

where V is the volume function V (q) = V (π−1
0 (q)).

The presence of the factor V can be viewed as a “1
2
-form correction” in the

Kostant-Souriau version of geometric quantization. Namely, let K =
∧d(T 1, 0M)∗
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and Kred =
∧n(T 1, 0Mred)

∗ be the canonical line bundles on M and Mred and let

�,� and �,�red be the Hermitian inner products on these bundles, then

π∗0Kred = ι∗K

and

π∗0(V �,�red) = ι∗ �,� .

So if K 1
2 and K

1
2
red are “1

2
-form” bundles on M and Mred (i.e., the square roots of K

and Kred), then one has a map

Γhol(Lk ⊗K
1
2 )G → Γhol(Lk

red ⊗K
1
2
red)

which is an isometry modulo an error term of order O(k−1). (See [HaK07] and [Li07]

for more details on half form correction.)

3.4 Applications to spectral problems

3.4.1 Maximum points of quantum states

Suppose M is a Kähler manifold with quantum line bundle L, and s̃ ∈ Γhol(L) is

a quantum state. The “invariance of polarization” conjecture of Kostant-Souriau is

closely connected with the question: where does the function 〈s̃, s̃〉 take its maximum?

If C is the set where 〈s̃, s̃〉 takes its maximum, what can one say about C? What is

the asymptotic behavior of the function 〈s̃, s̃〉k in a neighborhood of C?

To address these questions we begin by recalling the following results:

Proposition 3.4.1. If C above is a submanifold of M , then

(a) C is an isotropic submanifold of M ;

(b) ι∗C s̃ is a non-vanishing covariant constant section of ι∗CL;

(c) Moreover if M is a Kähler G-manifold and s̃ is in Γhol(L)G then C is contained

in the zero level set of Φ.
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Proof. (a) Let α =
√
−1∂̄ log〈s̃, s̃〉. Then ω = dα and αp = 0 for every p ∈ C, so

ι∗Cω = 0.

(b) By (3.1.5), ∇s = 0 on C.

(c) By (3.1.7),

∇vM
s =

√
−1〈φ, v〉s = 0

along C, therefore since s is non-zero on C, 〈Φ, v〉 = 0 on C.

We will call a submanifold C of M for which the line bundle ι∗CL admits a nonzero

covariant constant section a Bohr-Sommerfeld set. Notice that if s0 is a section of

ι∗CL which is non-vanishing, then

∇s0

s0

= α0 ⇐⇒ dα0 = ι∗Cω,

so if s is covariant constant then C has to be isotropic. The most interesting Bohr-

Sommerfeld sets are those which are maximally isotropic, i.e., Lagrangian, and the

term “Bohr-Sommerfeld” is usually reserved for these Lagrangian submanifolds .

A basic problem in Bohr-Sommerfeld theory is obtaining converse results to the

proposition above. Given a Bohr-Sommerfeld set, C, does there exist a holomorphic

section, s, of L taking its maximum on C, i.e., for which the measure

〈sk, sk〉µLiouville (3.4.1)

becomes more and more concentrated on C as k → ∞. As we pointed out in the

introduction this problem is often intractable, however if we are in the setting of GIT

theory with M replaced by Mred, then the downstairs version of this question can be

translated into the upstairs version of this question which is often easier. In §3.4.2

we will discuss the behavior of measures of type (3.4.1) in general and then in §3.4.5

discuss this Bohr-Sommerfeld problem.
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3.4.2 Asymptotics of spectral measures

We will now apply stability theory to the spectral measure (1.2.6) on Mred. For f an

integrable function on Mred, consider the asymptotic behavior of the integral

∫
Mred

f〈sk, sk〉µred, (3.4.2)

with sk ∈ Γhol(Lk
red) and k → ∞. It is natural to compare (3.4.2) with the upstairs

integral ∫
Mst

π∗f〈π∗sk, π∗sk〉µ. (3.4.3)

However, since Mst is noncompact, the integral above may not converge in general. To

eliminate the possible convergence issues, we multiply the integrand by a cutoff func-

tion, i.e., a compactly supported function χ which is identically 1 on a neighborhood

of Φ−1(0). In other words, we consider the integral

∫
Mst

χπ∗f〈π∗sk, π∗sk〉µ. (3.4.4)

Obviously different choices of the cutoff function will not affect the asymptotic be-

havior of (3.4.4).

Using the decomposition (3.3.7) we get

∫
Mst

χπ∗f〈π∗sk, π∗sk〉
ωd

d!
=

∫
Mred

(∫
GC·p

ekψχdµπ

)
f〈sk, sk〉red

ωnred
n!

∼
∫
Mred

V f〈sk, sk〉dµred,

where V (q) := V (π−1(q)) is the volume function. We conclude

Proposition 3.4.2. As k →∞ we have

∫
Mred

f〈sk, sk〉µred ∼ (
k

π
)−m/2

∫
M

χf̃Ṽ −1〈π∗sk, π∗sk〉µ,

where f̃ = π∗f, Ṽ = π∗V and χ is any cutoff function near Φ−1(0).
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Similarly if we apply the same arguments to the spectral measure

µN =
∑
i

〈sN,i, sN,i〉µred, (3.4.5)

where {sN,i} is an orthonormal basis of LN
red, we get

Proposition 3.4.3. As N →∞,

∫
Mred

fµN ∼ (
N

π
)−m/2

∫
Mst

χf̃Ṽ −1µGN , (3.4.6)

where

µGN =
∑
i

〈π∗sN,i, π∗sN,i〉µ

is the upstairs G-invariant spectral measure (1.2.7).

3.4.3 Asymptotics of the moments

We next describe the role of “upstairs” versus “downstairs” in describing the asymp-

totic behavior of the distribution function

σk([t,∞)) = Vol{z | 〈sk, sk〉(z) ≥ t}, (3.4.7)

for sk ∈ Γhol(Lk
red), i.e., of the push-forward measure, 〈sk, sk〉∗µ, on the real line R.

The moments (1.2.10) completely determine this measure, and by theorem 3.3.1 the

moments (1.2.10) on Mred are closely related to the corresponding moments (1.2.11)

on M . In fact, by corollary 3.3.2 and the decomposition (3.3.7),∫
Mst

〈π∗sk, π∗sk〉lµ =

∫
Mst

(π∗〈sk, sk〉)lelkψπ∗
ωnred
n!

∧ h(x)ω
m

m!

∼
(
lk

π

)−m/2 ∫
Mred

〈sk, sk〉lV µred.

We conclude
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Proposition 3.4.4. For any integer l, the lth moments (1.2.11) satisfy

m(l, π∗sk, µ) ∼
(
lk

π

)−m/2
mred(l, sk, V µred). (3.4.8)

as k →∞.

3.4.4 Asymptotic expansion of the G-invariant spectral mea-

sure

For the spectral measure (1.2.14), Colin de Verdiere showed that it admits an asymp-

totic expansion (1.2.16) in inverse power of N as N →∞ if the manifold is compact

(See appendix B.2 for a proof of this result). By applying stability theory above,

we get from the Colin de Verdiere’s expansion for the downstairs manifold a similar

asymptotic expansion upstairs for the G-invariant spectral measure without assuming

M to be compact. Namely, since Mred is compact, Colin de Verdiere’s theorem gives

one an asymptotic expansion

µredN (f) = Tr(πredN Mfπ
red
N ) ∼

−∞∑
i=n−1

aredi N i,

and for

πGN : L2(LN , µ) → Γhol(LN)G

the orthogonal projection onto G-invariant holomorphic sections, we will deduce from

this:

Theorem 3.4.5. For any compactly supported G-invariant function f on M ,

Tr(πGNMfπ
G
N) ∼

−∞∑
i=n−1

aGi (f)N i, (3.4.9)

as N →∞, and the coefficients aGi can be computed explicitly from aredi . In particular,

the leading coefficient aGn−1(f) = aredn−1(f0V ), where f0(p) = f(π−1
0 (p)).
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Proof. Let {sN,j} be an orthonormal basis of Γhol(LN
red) with respect to the volume

form V µred, then {π∗sN,j} is an orthogonal basis of Γhol(LN)G, and

Tr(πGNMfπ
G
N) =

∫
M

∑
j

〈π∗sN,j, π∗sN,j〉
‖π∗sN,j‖2

fµ,

where, by the same argument as in the proof of (3.3.8), we have

‖π∗sN,j‖2 ∼
(
N

π

)−m/2(
1 +

∑
i

CiN
−i

)
,

which implies

1

‖π∗sN,j‖2
∼
(
N

π

)m/2(
1 +

∑
i

C̃iN
−i

)
.

Moreover, it is easy to see that

∫
Mred

∑
j

〈sN,j, sN,j〉V f0µred = µredN (f0V ).

Now the theorem follows from straightforward computations

Tr(πGNMfπ
G
N) ∼

(
N

π

)m/2(
1 +

∑
i

C̃iN
−i

)∫
Mst

∑
j

〈π∗sN,j, π∗sN,j〉fµ

∼
(
N

π

)m/2(
1 +

∑
i

C̃iN
−i

)∫
Mred

∫
G·p

−∞∑
i=−m/2

N ici(f, p)

∑
j

〈sN,j, sN,j〉(p)

=

(
N

π

)m/2(
1 +

∑
i

C̃iN
−i

)∫
Mred

−∞∑
i=−m/2

(
N i

∫
G·p

ci(f, p)dν

)∑
j

〈sN,j, sN,j〉(p)

=

(
N

π

)m/2(
1 +

∑
i

C̃iN
−i

)
−∞∑

i=−m/2

N iµredN (ciV )

∼
−∞∑
i=n−1

aGi (f)N i,

where we used the fact that since f is G-invariant, so is ci(f, p). This proves (3.4.9).
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Moreover, since c−m/2(f, p) = f(p)/πm/2, we see that

aGn−1(f) = aredn−1(f0V ),

completing the proof.

3.4.5 Bohr-Sommerfeld Lagrangians

We assume we are in the same setting as before, and denote by ∇red the metric

connection on Lred. Suppose Λred is a Bohr-Sommerfeld Lagrangian submanifold of

Mred, and sBS is a covariant constant section, i.e.,

sBS : Λred → ι∗Λred
Lred, (ι∗Λred

∇red)sBS = 0, (3.4.10)

where ιΛred
: Λred → Mred is the inclusion map. Let Λ = π−1

0 (Λred), then Λ ⊂ Φ−1(0)

is a G-invariant Lagrangian submanifold of M . Since

π∗0∇redsBS = ι∗Λ∇π∗0sBS, (3.4.11)

we see that π∗0sBS is a covariant constant section on Λ. In other words, Λ is a Bohr-

Sommerfeld Lagrangian submanifold of M . Conversely, if Λ is a G-invariant Bohr-

Sommerfeld Lagrangian submanifold of M , then Λred = π0(Λ) is a Bohr-Sommerfeld

Lagrangian submanifold of Mred.

Fixing a volume form µΛ on Λ, the pair (Λred, sBS) defines a functional l on the

space of holomorphic sections by

l : Γhol(Lred) → C, s 7→
∫

Λred

〈ι∗Λred
s, sBS〉µΛred

.

This in turn defines a global holomorphic section sΛred
∈ Γhol(Lred) by duality. In
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other words, sΛred
is the holomorphic section on Mred with the defining property

∫
Mred

〈s, sΛred
〉µred =

∫
Λred

〈ι∗Λred
s, sBS〉µΛred

(3.4.12)

for all s ∈ Γhol(Lred). A fundamental problem in Bohr-Sommerfeld theory is to know

whether the section sΛred
vanishes identically; and if not, to what extent sΛred

is

“concentrated” on the set Λred. One can also ask this question for the analogous

section of Lk
red.

We apply the upstairs-vs-downstairs philosophy to these problems. For the up-

stairs Bohr-Sommerfeld Lagrangian pair (Λ, s̃BS), s̃BS = π∗0sBS, as above one can

associate with it a functional l̃ on Γhol(L)G, which by duality defines a global G-

invariant section s̃Λ ∈ Γhol(L)G. Obviously l 6= 0 if and only if l̃ is nonzero on

Γhol(L)G. However, since s̃BS is a G-invariant section,

〈s̃, s̃BS〉 = 〈s̃G, s̃BS〉,

where s̃G is the orthogonal projection of s̃ ∈ Γhol(L) onto Γhol(L)G. Thus l̃ is nonzero

on Γhol(L)G if and only if it is nonzero on Γhol(L). Thus we proved

Proposition 3.4.6. sΛred
6= 0 if and only if s̃Λ 6= 0.

A natural question to ask is whether π∗sΛred
coincides with s̃Λ on Mst, or alter-

natively, whether π∗0sΛred
= ι∗s̃Λ on Φ−1(0). In view of the 1

2
-form correction, we will

modify the definition of the downstairs section sΛred
to be

∫
Mred

〈s, sΛred
〉V µred =

∫
Λred

〈ι∗Λred
s, sBS〉V µΛred

, (3.4.13)

for s, sΛred
∈ Γhol(Lred). The upstairs version of this is

∫
Mst

〈s̃, s̃Λ〉µ =

∫
Λ

〈ι∗Λs̃, π∗0sBS〉µΛ (3.4.14)

for s̃ = π∗s. Since Λ = π−1
0 (Λred), the right hand sides of (3.4.13) and (3.4.14)
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coincide. Thus ∫
Mst

〈π∗s, s̃Λ〉µ =

∫
Mred

〈s, sΛred
〉V µred (3.4.15)

for all s ∈ Γhol(Lred).

Now we assume sk ∈ Γhol(Lk
red), s

k
BS being the kth tensor power of sBS, and let

s
(k)
Λred

and s̃
(k)
Λ be the corresponding holomorphic sections. Then equation (3.4.15) now

reads ∫
Mst

〈π∗sk, s̃(k)
Λ 〉µ =

∫
Mred

〈sk, s(k)
Λred

〉V µred (3.4.16)

for all sk ∈ Γhol(Lk
red) (However, the sections s̃

(k)
Λ and s

(k)
Λred

are no longer the kth tensor

powers of s̃Λ and sΛred
above). Notice that we can choose the two sections in (3.2.1)

to be different nonvanishing sections and still get the same stability function ψ. Thus

applying stability theory, one has

∫
Mst

〈π∗sk, π∗s(k)
Λred

〉µ ∼ (
k

π
)m/2

∫
Mred

〈sk, s(k)
Λred

〉V µred

for all sk as k →∞. This together with (3.4.16) implies

Proposition 3.4.7. Asymptotically we have

π∗s
(k)
Λred

∼ (
k

π
)m/2s̃

(k)
Λ , k →∞.
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Chapter 4

Spectral properties of toric

varieties

In recent years, toric geometry has become a very active research area in mathematics,

in particular as a testing ground for various conjectures in statistical physics. Many

general conjectures are easier to understand in the toric case, and are first proved in

the toric setting.

There are many different ways to look at toric varieties, and we will take the

symplectic point of view: toric varieties are symplectic manifolds with maximally

large toric symmetry group. According to Delzant’s description, toric varieties gives

us the simplest setting possible for applying our upstairs-vs-downstairs methods:

• The upstairs space is the space Cd.

• The group acting on it is an abelian group G ⊂ Td.

• The G-action is a linear action.

• The upstairs pre-quantum line bundle is the trivial line bundle L = Cd × C.

• The G-invariant sections of this bundle are (linear combinations of) monomials.

• These monomial sections form an orthogonal basis of the space ΓGhol(L).

All these features make the upstairs theory very computable.
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4.1 Delzant’s description of toric varieties

4.1.1 The Delzant construction

Let L = Cd×C be the trivial line bundle over Cd equipped with the Hermitian inner

product

〈1, 1〉 = e−|z|
2

,

where 1 : Cd → L, z 7→ (z, 1) is the standard trivialization of L. The line bundle L is

the pre-quantum line bundle for Cd, since

curv(∇) = −
√
−1∂̄∂ log 〈1, 1〉 =

√
−1
∑

dz̄ ∧ dz = −ω.

Let K = (S1)d be the d-torus, which acts on Cd by the diagonal action,

τ(eit1 , · · · , eitd) · (z1, · · · , zd) = (eit1z1, · · · , eitdzd).

This is a Hamiltonian action with moment map

φ(z) =
d∑
i=1

|zi|2e∗i , (4.1.1)

where e∗1, · · · , e∗d is the standard basis of k∗ = Rd.

Now suppose G ⊂ K is an m-dimensional sub-torus of K, g = Lie(G) its Lie

algebra, and Z∗
G ⊂ g∗ the weight lattice 1. Then the restriction of the K-action to G

is still Hamiltonian, with moment map

Φ(z) = L ◦ φ(z) =
d∑
i=1

|zi|2αi, (4.1.2)

where αi = L(e∗i ) ∈ Z∗
G, and L : k∗ → g∗ is the transpose of the inclusion g ↪→ k.

We assume that the moment map Φ is proper, or alternatively, that the αi’s are

1The weight lattice is by definition the dual of the group lattice ZG = Ker(exp : g → G).
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polarized: there exists v ∈ g such that αi(v) > 0 for all 1 ≤ i ≤ d. Let α ∈ Z∗
G be

fixed, with the property that G acts freely on Φ−1(α) 2. Then the symplectic quotient

at level α,

Mα = Φ−1(α)/G,

is a symplectic toric manifold; and by Delzant’s theorem, all toric manifolds arise this

way.

The Hamiltonian action of K on Cd induces a Hamiltonian action of K on Mα,

with moment map Φα defined by

φ ◦ ια = Φα ◦ πα, (4.1.3)

where ια : Φ−1(α) ↪→ Cd is the inclusion map, and πα : Φ−1(α) → Mα the projection

map. The moment polytope of this Hamiltonian action on Mα is

∆α = L−1(α) ∩ Rd
+ = {t ∈ Rd | ti ≥ 0,

∑
tiαi = α}. (4.1.4)

If we replace L by Lk, i.e. the trivial line bundle over Cd with Hermitian inner product

〈1, 1〉k = e−k|z|
2
, then everything proceeds as above, and the moment polytope is

changed to k∆α = ∆kα.

4.1.2 Line bundles over toric varieties

As we showed in section 3.1, Mα also admits the following GIT description,

Mα = Cd
st(α)/GC,

2One can show that G acts freely on Φ−1(α) iff for any vertex t ∈ ∆α, the set {αi : i ∈ It} is
a lattice basis for Z∗G, where ∆α is the moment polytope (4.1.4), and It is the index set such that
ti 6= 0.
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where GC ' (C∗)n is the complexification of G, and Cd
st(α) is the GC flow-out of

Φ−1(α). This flow-out is easily seen to be identical with the set

Cd
st(α) = {z ∈ Cd | Iz ∈ I∆α}, (4.1.5)

where

Iz = {i | zi 6= 0}

and

I∆α = {It | t ∈ ∆α}.

Now let G acts on the line bundle L by acting on the trivial section, 1, of L, by

weight α. (In Kostant’s formula (3.1.7) this has the effect of shifting the moment

map Φ by α, so that the new moment map becomes Φ − α and the α level set of Φ

becomes the zero level set of Φ − α). This action extends to an action of GC on L

which acts on the trivial section 1 by the complexification, αC, of the weight α and

we can form the quotient line bundle,

Lα = ι∗αL/G = Lst(α)/GC,

where Lst(α) is the restriction of L to Cd
st(α).

The holomorphic sections of Lk
α are closely related to monomials in Cd. In fact,

since L is the trivial line bundle, the monomials

zm = zm1
1 · · · zmd

d

are holomorphic sections of L, and by Kostant’s formula, zm is a G-invariant section

of L (with respect to the moment map Φα) if and only if

τ#(exp v)∗zm = eiα(v)zm
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for all v ∈ g; in other words, if and only if m is an integer point in ∆α. So we obtain

Γhol(L)G = span{zm | m ∈ ∆α ∩ Zd}. (4.1.6)

In view of (4.1.5), Cd
st(α) is Zariski open, so the GIT mapping

γ : Γhol(L)G → Γhol(Lα)

is bijective, although Cd is noncompact. As a result, the sections

sm = γ(zm), m ∈ ∆α ∩ Zd. (4.1.7)

give a basis of Γhol(Lα).

To compute the norm of these sections sm, we introduce the following notation.

Let j : ∆α ↪→ R+
d be the inclusion map, and ti the standard ith coordinate functions

of Rd. Then the lattice distance of x ∈ ∆α to the ith facet of ∆α is li(x) = j∗ti(x).

On Φ−1(α) one has

〈zm, zm〉 = |zm1
1 |2 · · · |zmd

d |2e−|z|2 ,

which implies

〈sm, sm〉α = (Φα)
∗(lm1

1 · · · lmd
d e−l) , (4.1.8)

where l = l1 + · · ·+ ld. As a corollary, we see that the stability function on Cd
st(α) is

ψ(z) = −|z|2 + log |zm|2 − π∗Φ∗
α(
∑

mi log li − l). (4.1.9)

Another corollary of (4.1.8) is that the potential function for the Kähler form on is

Φ∗
α(
∑
mi log li − l). Finally by the Duistermaat-Heckman theorem the push-forward

of the symplectic measure on Mα by Φα is the Lebesgue measure dσ on ∆α, so the

L2 norm of sm is

〈sm, sm〉L2 =

∫
∆α

lm1
1 · · · lmd

d e−ldσ.
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For toric varieties, the “Bohr-Sommerfeld” issues that we discussed in section

3.4.1 are easily dealt with: Let s̃ be the G-invariant section, zm1
1 · · · zmd

d , of L, with

(m1, · · · ,md) ∈ ∆α. Then 〈s̃, s̃〉 take its maximum on the set Φ−1(m1, · · · ,md), and

if (m1, · · · ,md) is in the interior of ∆α, this set is a Lagrangian torus: an orbit of Td.

Moreover, if s is the section of Lα corresponding to s̃, 〈s, s〉 takes its maximum on

the projection of this orbit in Mα, which is also a Lagrangian submanifold.

4.1.3 Canonical affines

We end this section by briefly describing a natural coordinate chart on Mα – the

canonical affines. (For more details c.f. [DuP07]). Let v be a vertex of ∆. Since ∆ is

a Delzant’s polytope, #Iv = n and {αi | i ∈ Iv} is a lattice basis of Z∗
G. Denote by

∆v = {t ∈ ∆ | It ⊃ Iv}, (4.1.10)

the open subset in ∆α obtained by deleting all facets which don’t contain v. Let

Zv = Φ−1
α (∆v).

Definition 4.1.1. The canonical affines in Mα are the open subsets

Uv = Zv/G. (4.1.11)

Since {αi | i ∈ Iv} is a lattice basis, for j /∈ Iv we have αj =
∑
cj,iαi, where cj,i

are integers. Suppose α =
∑
aiαi, then Zv is defined by the equations

|zi|2 = ai −
∑
j 6∈Iv

cj,i|zj|2, i ∈ Iv (4.1.12)

and the resulting inequalities ∑
cj,i|zj|2 < ai. (4.1.13)
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So Uv can be identified with the set (4.1.12). The set

zi =

ai −∑
j /∈Iv

cj,i|zj|2
1/2

is a cross-section of the G-action on Zv, and the restriction to this cross-section of the

standard symplectic form on Cd is
√
−1

∑
i/∈Iz dzi ∧ dz̄i. So the reduced symplectic

form is

ωα =
√
−1

∑
j /∈Iv

dzj ∧ dz̄j, (4.1.14)

in other words, the zj’s with j /∈ Iv are Darboux coordinates on Uv.

4.2 The stability functions on toric varieties

4.2.1 The general formula

In this section we compute the stability functions for the toric varieties Mα above. For

z ∈ Mst there is a unique g ∈ exp
√
−1g such that g · z ∈ Φ−1(α), and by definition,

if s(z) = zm = π∗sm,

ψ(z) = log 〈s, s〉(z)− log 〈s, s〉(g · z)

= −|z|2 + log |zm|2 + |g · z|2 − log |(g · z)m|2.
(4.2.1)

Moreover, If the circle group (eiθ, · · · , eiθ) is contained in G, or alternatively, if v =

(1, · · · , 1) ∈ g, or alternatively if Mα can be obtained by reduction from CPd−1, then

|z|2 =
∑

αi(v)|zi|2 = 〈Φ(z), v〉,

thus

|g · z|2 = 〈Φ(g · z), v〉 = 〈α, v〉, (4.2.2)
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and (4.2.1) simplifies to

ψ(z) = −|z|2 + log |zm|2 + α(v)− log |(g · z)m|2. (4.2.3)

Given a weight β ∈ Z∗
G let χβ : GC → C be the character of GC associated to β.

Restricted to exp(
√
−1g), χβ is the map

χβ(exp iξ) = e−β(ξ). (4.2.4)

Now note that by (4.2.3),

ψ(z) = −|z|2 + α(v) + log |zm|2 − log(
∏

χαi
(g)2mi)|zm|2

= −|z|2 + α(v)− log
∏

χαi(g)2mi .

But zm = π∗sm for sm ∈ Γhol(Lα) if and only if m is in ∆α, i.e.
∑
miαi = α, so we

get finally by (4.2.4),
∏
χαi

(g)mi = χα(g) and

ψ(z) = −|z|2 + α(v)− 2 logχα(g). (4.2.5)

Recall now that the map

Φ−1(α)× exp(
√
−1g) → Cd

st

is bijective, so the inverse of this map followed by projection onto exp(
√
−1g) gives

us a map

γ : Cd
st → exp(

√
−1g), (4.2.6)

and by the computation above we’ve proved

Theorem 4.2.1. The stability function for Mα, viewed as a GIT quotient of Cd, is

ψ(z) = −|z|2 + α(v)− 2(log γ∗χα)(z). (4.2.7)
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For example for CPn−1 itself with Cn
st = Cn−{0} and α = 1, γ(z) = |z| and hence

ψ(z) = −|z|2 + 1 + log |z|2. (4.2.8)

The formula (4.2.7) is valid modulo the assumption that Mα can be obtained by

reduction from CPd−1, i.e. modulo the assumption (4.2.2). Dropping this assumption

we have to replace (4.2.7) by the slightly more complicated formula

ψ(z) = −|z|2 + |γ(z)−1z|2 − 2(log γ∗χα)(z). (4.2.9)

4.2.2 Stability functions on canonical affines

We can make the formula (4.2.7) more explicit by restricting to the canonical affines,

Uv, of §4.1.3. For any vertex v of ∆ it is easy to see that

Uv = Cd
∆v
/GC,

where

Cd
∆v

= {z ∈ Cd | Iz ⊃ Iv} (4.2.10)

is an open subset of Cd
st. By relabelling we may assume Iv = {1, 2 · · · , n}. Since the

relabelling makes α1, · · · , αn ∈ g∗ into a lattice basis of Z∗
G, αk =

∑
ck,iαi for k > n,

where ck,i are integers. Let f1, · · · , fn be the dual basis of the group lattice, ZG, then

the map

Cn → GC, (w1, · · · , wn) 7→ w1f1 + · · ·+ wnfn mod ZG (4.2.11)

gives one an isomorphism of GC with the complex torus (C∗)n and in terms of this

isomorphism the GC-action on Cd
∆v

is given by

(w1, · · · , wn) · z =

(
w1z1, · · · , wnzn, (

n∏
i=1

w
cn+1,i

i )zn+1, · · · , (
n∏
i=1

w
cd,i

i )zd

)
.
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Now suppose z ∈ Cd
∆v

. Then the system of equations obtained from (4.1.12) and

(4.2.1),

r2
i |zi|2 +

d∑
k=n+1

ck,i(
n∏
j=1

r
ck,i

j )2|zk|2 = ai, 1 ≤ i ≤ n,

has a unique solution, g = (r1(z), · · · , rn(z)) ∈ (R+)n = exp (
√
−1g), i.e., the g in

(4.2.1) is (r1, · · · , rn). Via the identification (4.2.10) the weight α ∈ Z∗
G corresponds

by (4.2.11) to the weight (a1, · · · , an) ∈ Zn and by (4.2.7) and (4.2.9)

ψ|Cd
∆v

= −|z|2 + α(v)− 2
∑
i

ai log ri(z) (4.2.12)

in the projective case and

ψ|Cd
∆v

= −|z|2 +
∑
i

r2
i |zi|2 +

∑
k>n

|(
n∏
i=1

r
ck,i

i )zk|2 − 2
∑
i

ai log ri. (4.2.13)

in general.

4.2.3 Example: The stability function on the Hirzebruch sur-

faces

As an example, let’s compute the stability function for Hirzebruch surfaces. Recall

that the Hirzebruch surface Hn is the toric 4-manifold whose moment polytope is the

polygon with vertices (0, 0), (0, 1), (1, 1), (n + 1, 0). By the Delzant construction, we

see that Hn is in fact the toric manifold obtained from the T2-action on C4,

(eiθ1 , eiθ2) · z = (eiθ1z1, e
iθ2z2, e

iθ1−inθ2z3, e
iθ2z4).

By the procedure above, we find the stability function

ψ(z) = −|z|2 − a1 log r1 − a2 log r2 + a1 + a2 − nr2n
1 r

2
2|z3|2,
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where r1, r2 are the solution to the system of equations

r2
1|z1|2 + r2n

1 r
2
2|z3|2 = a1,

r2
2|z2|2 − nr2n

1 r
2
2|z3|2 + r2

1|z4|2 = a2.

4.3 Semiclassical behavior of the spectral measures

of toric varieties

As we have mentioned, the stability theory derived in chapter 3 is particularly useful

for toric varieties Mα, since the upstairs space is the complex space, Cd, the Lie

group G is abelian, its action on Cd is linear, and the G-invariant sections of L are

just linear combinations of monomials. As a consequence, the expressions (1.2.7),

(1.2.11), (1.2.16) etc. are relatively easy to compute.

For example, consider the spectral measure

µN =
∑

〈sN,i, sN,i〉µred,

where {sN,i} is an orthonormal basis of Γhol(LN), then by proposition 3.4.3,

∫
Mα

fµN ∼
(
N

π

)−m/2 ∫
Cd

π∗f

π∗V
χ
∑

〈π∗sN,i, π∗sN,i〉µ.

The right hand side has a very simple asymptotic expansion using the twisted Mellin

transform. Together with the results of section 3.4.4 one gets an alternative proof of

theorem 1.1 of [BGU07]:

Theorem 4.3.1. There exists differential operators Pi(x,D) of order 2i such that

µN(f) ∼
∑
i

Nd−m−i
∫
Pi(x,D)f(x)dx, N →∞.

In this way the coefficients of the downstairs spectral measure asymptotics can be

computed explicitly by the coefficients of the asymptotic expansion of the invariant
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upstairs spectral measure asymptotics – the relation of the leading terms is given in

theorem 3.4.5, and the other coefficients depend on the asymptotics of the Laplace

integral (3.3.1) together with the value of the stability function near Φ−1(0). Similarly

theorem 1.2 of [BGU07] can be derived from the results of section 3.4.2 and upstairs

analogues of these results in section 2.3.

We can also apply the same method to study the pointwise asymptotics of 〈sk,sk〉(x)
‖sk‖2L2

.

For any c ∈ Int∆ let F (x) =
∑
ci log li − l.

Lemma 4.3.2. c is the unique critical point of F in the interior of ∆, and is a

nondegenerate maximum.

Proof. Since F (x) → −∞ as x tends to the boundary ∂∆, F has a maximum in

interior of ∆. Since li(c) = ci, it is obvious that c is the only critical point of F , thus

the global maximum.

Applying the steepest descent method, one get

∫
∆

eλFdσ = τc

(
λ

2π

)−m/2
eλF (c)(1 +O(1/λ)). (4.3.1)

It follows that

eλF∫
∆
eλFdσ

= τ−1
c

(
λ

2π

)m/2
eλ(F−F (c))(1 +O(1/λ)). (4.3.2)

Now suppose k ∈ ∆ is a rational point, N ∈ N such that Nk is an integer point.

Applying the previous result to sNk ∈ Γhol(LN
α ), we get

〈sNk, sNk〉(x)
‖sNk, sNk‖2

L2

= τ−1
x

(
N

2π

)m/2
e−N(F (k)−F (x))(1 +O(N−1)).

This is one of the main estimates in [STZ04]. It implies that sNk(x)
‖sNk‖

tends to a δ-section

of LN
α concentrated on Φ−1

α (k) as N →∞.

80



4.4 Universal distribution laws on toric varieties

4.4.1 Non-rescaled distribution law for Bargmann space

We turn now to study the asymptotics of the probability distribution (3.4.7) on toric

varieties. Let’s begin with the upstairs story, where

σN,k([t,∞)) = Vol{z ∈ CCd | 〈sk, sk〉N(z) ≥ t}. (4.4.1)

Suppose k = Na with a ∈ ∆. We begin by observing that

‖zk‖2
N =

∫
Cd

〈zk, zk〉Ndzdz̄ =
( π
N

)d∏
i

(ki)!

Nki
,

and hence

〈sk, sk〉N =

(
N

π

)d
N |k|

k!
|zk|2e−N |z|2 . (4.4.2)

We first assume that k = (k1, · · · , kd) with ki > 0 for all 1 ≤ i ≤ d, and observe

that σN,k([t,∞)) is the volume of the region in Cd

|zk|2e−N |z|2 >
( π
N

)d k!

N |k| t,

or, with a = k
N

, the region

|za|2e−|z|2 >
(( π

N

)d k!

N |k| t

)1/N

. (4.4.3)

By Stirling’s formula,

ki! =
√

2πki

(
ki
e

)ki
(

1 +O(
1

N
)

)
,
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so the right hand side of (4.4.3) is equal to

λN =

(
πdN−d/2t

∏
i

(2πai)
1/2

)1/N (a
e

)a(
1 +O(

1

N2
)

)
.

Thus if we set |zi|2 = ri and let f(r) be the function

f(r) =
d∑
i=1

(ai log ri − ri) ,

the inequality (4.4.3) becomes

f(r) ≥ log λN =
∑
i

(ai log ai − ai)−
d

2N
logN +

log t+ γ

N
+O(

1

N2
), (4.4.4)

where

γ = log

(
πd
∏
i

(2πai)
1/2

)
. (4.4.5)

We now note that f(r) has a unique maximum at r = a and that in a neighborhood

of this maximum,

f(r) =
∑
i

(
ai log ai − ai −

1

2ai
(ri − ai)

2

)
+ · · · .

Hence for N large (ignoring terms in N of order O( 1
N

)) (4.4.3) reduces to

(1 +O(|r − a|))
∑
i

1

2ai
(ri − ai)

2 ≤ d

2N
logN +O(

1

N
),

or, since ri = |zi|2,

(1 +O(|r − a|))
∑
i

1

2ai

(
|zi|2 − ai

)2 ≤ d

2N
logN +O(

1

N
). (4.4.6)

To compute the volume of this set to the leading order, we first note that the volume
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of the ellipsoid
d∑
i=1

1

2ai
x2
i ≤ ε (4.4.7)

in Rd is

γd

(∏
2ai

)1/2

εd/2, (4.4.8)

where γd is the volume of the unit d-ball. Now consider the map

g : Rd
+ → Rd, si 7→ xi = s2

i − ai.

The pre-image of the region (4.4.7) with respect to this map is the set

∑ 1

2ai
(s2
i − ai)

2 ≤ ε. (4.4.9)

If s is a point in this set, then si =
√
ai +O(ε1/4), so

det(Dg(s)) =
∏
i

(2si) = 2d
∏
i

√
ai(1 +O(ε1/4)),

and thus by (4.4.8) the volume of the region (4.4.9) is equal, modulo O(ε1/4), to

γd

(ε
2

)d/2
. (4.4.10)

Finally note that the region (4.4.6) is, with ε = d
2N

logN , the pre-image of the

region (4.4.9) with respect to the torus fibration, si = |zi|. Since each torus fiber

has volume
∏

(2πsi) and si =
√
ai +O(ε1/4), the total volume of the region (4.4.6) is

equal modulo a factor of 1 +O(ε1/4) to

(2π)dγd

(∏
i

aiε

2

)1/2

, (4.4.11)
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and hence by substituting d logN
2N

for ε we arrive finally at the asymptotic formula

σN,k ([t,∞)) ∼ πdγd
∏
i

(
ai
d

N
logN

)1/2

. (4.4.12)

Remark 4.4.1. More generally suppose k = (k1, · · · , kl, 0, · · · , 0) with ki > 0 for

1 ≤ i ≤ l, then σN,k([t,∞)) is, to its leading order, equal to the volume of the region

l∑
i=1

1

2ai
(|zi|2 − ai)

2 +
d∑

i=l+1

|zi|2 ≤
d

2N
logN

To compute the volume of this set, we regard it as the pre-image of the l-torus fibration

over the 2d− l dimensional ellipsoid

l∑
i=1

1

2ai
(s2
i − ai)

2 +
d∑

i=l+1

(x2
i + y2

i ) ≤
d

2N
logN,

and by the same argument as above, get

σN,k ([t,∞)) ∼ 2l−dπlγ2d−l

(
d logN

N

)d− l
2 ∏

i

(ai)
1/2 . (4.4.13)

4.4.2 Rescaled distribution laws for Bargmann space

For simplicity we assume all ki’s are positive. From (4.4.3), (4.4.4) and (4.4.5) we

have
d∑
i=1

1

2ai

(
|zi|2 − ai

)2 ≤ εN , (4.4.14)

where

εN =
d

2N
logN − log t+ γ

N
+ o

(
1

N

)
. (4.4.15)

Thus the t term gets absorbed in the O( 1
N

) and doesn’t affect the leading asymptotics

of σN([t,∞)). However, we can remedy this problem by rescaling techniques.

The first choice of rescaling is to eliminate the leading term d
2N

logN . To do so,
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we replace t by Nd/2t. Then

εN = (− log t− γ)
1

N
+ o(

1

N
) (4.4.16)

and the computations in the last section show that this rescaled version of σN,k([t,∞))

satisfies (4.4.9) with ε = εN given by (4.4.16) and hence depends in an interesting

way on t. (One proviso, however, is that log t has to be smaller than −γ.)

There are also many other interesting choices of rescalings: we may rescale t such

that the term containing log t dominate other terms. For example, we may replace t

by e−N
α(logN)βt, where 0 < α < 1 or α = 0, β > 1. In this case

εN = Nα−1(logN)βt+O(
logN

N
). (4.4.17)

We may also replace t by N−t, which is the extreme case α = 0, β = 1 above, then

εN =
d+ 2t

N
logN +O(

1

N
). (4.4.18)

4.4.3 Universal rescaled law on toric varieties

In this section we suppose β ∈ ∆α is rational, and N is large with Nβ ∈ Zd. One of

the main results in [STZ04] is the following universal rescaled law for the probability

distribution function (4.4.1) on toric varieties,

lim
N→∞

(
N

π
)n/2σN,Nβ((

N

π
)n/2t) =

(log c/t)n/2

cΓ(n/2 + 1)
. (4.4.19)

By measure theoretic arguments, they deduce this from moment estimates, (c.f. §4.1

of [STZ04]) ∫
Mα

xldνN →
cl−1

ln/2
, N →∞, (4.4.20)
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where l is any positive integer, νN is the push-forward measure

νN =

(∣∣∣∣(Nπ )−n/4φNβ

∣∣∣∣2
)
∗

(
(
N

π
)n/2ν

)
,

with φNβ = sNβ/‖sNβ‖ and ν the pullback of the Fubini-Study form via a projective

embedding. By a simple computation it is easy to see that

∫
xldνN(x) =

(
N

π

)−n(l−1)
2
∫
Mα

|φNβ|2lν =

(
N

π

)−n(l−1)
2

mα(l, φNβ, ν). (4.4.21)

The upstairs analogue of (4.4.20) for toric varieties is rather easy to prove:

Lemma 4.4.2. For any l, the lth moments

(
N

π

)−d(l−1)/2

m(l,
zNβ

‖zNβ‖
, dµ) → cl−1

ld/2
(N →∞). (4.4.22)

Proof. Direct computation.

Thus we can apply proposition 3.4.4 to derive (4.4.20) from (4.4.22). By (3.4.8)

and (4.4.8),

mα(l,
sNβ
‖sNβ‖

,
ωnα
n!

) ∼ l−m/2
(
N

π

)m(l−1)/2

m(l,
zNβ

‖zNβ‖
,
ωd

d!
).

Thus (
N

π

)−n(l−1)/2

mα(l,
sNβ
‖sNβ‖

,
ωnα
n!

) → cl−1

ln/2

as N → ∞ for all l. This together with the measure theoretic arguments alluded to

above implies the distribution law (4.4.19) for the volume form V µα on Mα.

Remark 4.4.3. Here we only consider the case when β is an interior point of the

Delzant polytope, which corresponds to the case r = 0 in [STZ04]. However, one can

modify the arguments above slightly to show the same result for general r and Nβ

replaced by Nβ + o(1).
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Chapter 5

The stability functions on some

non-toric varieties

In this chapter we make a tentative first step toward generalizing the results of chapter

4 to the non-abelian analogues of toric varieties: spherical varieties. The simplest

examples of spherical varieties are the coadjoint orbits of the unitary group U(n)

viewed as U(n − 1)-manifolds. It is well known that the coadjoint orbits of U(n)

can be identified with the sets of isospectral Hermitian matrices H(λ) ⊂ H(n), i.e.,

Hermitian matrices with fixed eigenvalues

λ1 ≥ λ2 ≥ · · · ≥ λn.

Suppose there is only one strict inequality λk > λk+1 while the others are all equal,

then if k = 1 or n−1 H(λ) CPn−1 (which is toric), and if 1 < k < n−1 it is Gr(k,Cn)

(which is non-toric). Following Shaun Martin, we will show how these varieties can

be obtained by symplectic reduction from a linear action of a compact Lie group on

Cd, and compute their stability functions. More generally, we will study the stability

functions for several classes of quiver varieties, e.g., polygon spaces.
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5.1 The stability function on Grassmannians: an

illustrative example

5.1.1 GIT for Grassmannians

Suppose k < n. It is well known that the complex Grassmannian Gr(k,Cn) can be

realized as the quotient space of Ckn by symplectic reduction or as a GIT quotient as

follows:

Let M = Mk,n(C) ' Ckn be the space of complex k × n matrices. We equip Ckn

with its standard Kähler metric, the standard trivial line bundle C×Ckn → Ckn, and

the standard Hermitian inner product on this line bundle,

〈1, 1〉(Z) = e−TrZZ∗ . (5.1.1)

Now let G = U(k) act on Mk,n by left multiplication. This action preserves the

inner product (5.1.1), and thus preserves the Kähler form
√
−1∂∂̄ TrZZ∗. It is not

hard to see that it is a Hamiltonian action with moment map

Φ : Mk,n → Hk, Z 7→ ZZ∗, (5.1.2)

whereHk is the space of k×k Hermitian matrices. Here we identifyHk with
√
−1Hk =

Lie(U(k)), and identify Hk with Lie(U(k))∗ = H∗
k via the Killing form. Notice that

the identity matrix I lies in the annihilator of the commutator ideal,

[Hk,Hk]
0 = {a ∈ H∗

k | 〈[h1, h2], a〉 = 0 for all h1, h2 ∈ Hk},

so Φ− I is also a moment map, and it’s clear that the reduced space

Mred = Φ−1(I)/G

is the Grassmannian Gr(k,Cn).
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On the other hand, the complexification of U(k) is GL(k,C), and it’s not hard to

see that the set of stable points, Mst, is exactly the set of k×n matrices A ∈M which

have rank k, and that the quotient Mst/GL(k,C) is again Gr(k,Cn). This gives us

the GIT description of Gr(k,Cn).

As for the reduced line bundle, Lred, on Mred, this is obtained from the trivial

line bundle on Mst by “shifting” the action of GL(k,C) on the trivial line bundle

in conformity with the shifting, “Φ ⇒ Φ − I”, of the moment map, i.e. by letting

GL(k,C) act on this bundle by the character

γ : GL(k,C) → C∗, γ(A) = det(A).

5.1.2 The stability function on the Grassmannians Gr(k,Cn)

To compute this stability function, we first look for the G-invariant sections of the

twisted line bundle. For any index set

J = {j1, · · · , jk} ⊂ {1, 2, · · · , n}

denote by ZJ = Zj1,··· ,jk the k × k sub-matrix consisting of the j1, · · · , jk columns of

Z.

Lemma 5.1.1. The functions

sJ(Z) = det(ZJ)

are G-invariant sections of the trivial line bundle on Mk,n for the twisted G-action.

Proof. Let H be any n × n Hermitian matrix, and vH the generating vector field of

the one-parameter subgroup generated by H. Then by Kostant’s identity (3.1.7) one

only needs to show

ιvH
∂ log〈sJ , sJ〉 = −

√
−1 Tr ((ZZ∗ − I)H) .
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This follows from direct computation:

ιvH
∂ log〈sJ , sJ〉 = ιvH

∂(−TrZZ∗ + log det(ZJ Z̄J))

= −Tr((ιvH
dZ)Z∗) + ιvH

∂ Tr log(ZJZ
∗
J)

= −Tr((ιvH
dZ)Z∗) + Tr((ιvH

dZJ)Z
∗
J(Z

∗
J)
−1Z−1

J )

= −
√
−1 Tr(H(ZZ∗ − I)),

completing the proof.

Now we are ready to compute the stability function for the Grassmannians. With-

out loss of generality, we suppose

{j1, · · · , jk} = {1, · · · , k}.

For any rank k matrix Z ∈ Mst, let B ∈ GL(k,C) be a nonsingular matrix with

BZ ∈ Φ−1(I). Thus the stability function at point Z is

ψ(Z) = log
(
| det(Z1,··· ,k)|2e−TrZZ∗

)
− log

(
| det((BZ)1,··· ,k)|2e−Tr I

)
= k − Tr(ZZ∗)− log | detB|2

Since B∗B = (Z∗)−1Z−1, we conclude

ψ(Z) = k − Tr(ZZ∗) + log det(ZZ∗). (5.1.3)

Similarly, if we do reduction at mI instead of I, or alternately, use the moment

map Φ−mI, then the invariant sections are given by

sJ(Z) = det(ZJ)
m,

and the stability function is

ψ(Z) = km− Tr(ZZ∗) +m2 log det(ZZ∗).
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5.2 The stability functions on coadjoint orbits of

U(n)

5.2.1 Martin’s reduction procedure

For general coadjoint orbit of U(n), Shaun Martin showed that there is an analogous

GIT description. Since he never published this result, we will roughly outline his

argument here, focusing for simplicity on the case λ1 > · · · > λn.

Let

M = M1,2(C)×M2,3(C)× · · · ×Mn−1,n(C).

Then each component of M is a linear symplectic space, and M is just the linear

symplectic space C(n−1)n(n+1)/3 with standard Kähler form ω = −
√
−1∂∂̄ log ρ, where

ρ is the potential function

ρ(Z) = exp(−
n−1∑
i=1

TrZiZ
∗
i ).

Consider the group

G = U(1)× U(2)× · · · × U(n− 1)

acting on M by the recipe:

τ(U1,··· ,Un−1)(Z1, · · · , Zn−1) = (U1Z1U
∗
2 , · · · , Un−2Zn−2U

∗
n−1, Un−1Zn−1). (5.2.1)

Lemma 5.2.1. The action above is Hamiltonian with moment map

Φ(Z1, · · · , Zn−1) = (Z1Z
∗
1 , Z2Z

∗
2 − Z∗

1Z1, · · · , Zn−1Z
∗
n−1 − Z∗

n−2Zn−2). (5.2.2)

Proof. Given any H = (H1, · · · , Hn−1) ∈ H1 × · · · × Hn−1, denote by UH(t) the one
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parameter subgroup of G generated by H, i.e.,

UH(t)Z =
(
exp (

√
−1tH1)Z1 exp (−

√
−1tH2), · · · ,

exp (
√
−1tHn−2)Zn−2 exp (−

√
−1tHn−1), exp (

√
−1tHn−1)Zn−1

)
.

Let vH be the infinitesimal generator of this group, then

ιvH
(
√
−1∂ log ρ) = −

√
−1
∑

Tr((ιvH
dZi)Z

∗
i ).

Since

ιvH
dZi =

d

dt
(exp (

√
−1tHi)Zi exp (−

√
−1tHi+1))

∣∣∣∣
t=0

=
√
−1(HiZi − ZiHi+1),

we see that

ιvH
(
√
−1∂ log ρ) =

∑
Tr(HiZiZ

∗
i −Hi+1Z

∗
i Zi) = 〈Φ(Z), H〉.

This shows that (5.2.2) is a moment map of τ .

Given a = (a1, · · · , an) ∈ Rn
+, let

φ−1(aI) = Φ−1(a1I1, · · · , an−1In−1),

and let

Ma = Φ−1(aI)/G

be the reduced space at level (a1I1, · · · , an−1In−1) ∈ [g, g]0. Consider the residual

action of GL(n,C) on M ,

κ : GL(n,C)×M →M, κAZ = (Z1, · · · , Zn−2, Zn−1A
−1). (5.2.3)

Then the actions κ and τ commute, and by the same argument as above we see that
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κ|U(n) is a Hamiltonian action with a moment map

Ψ : M → Hn, Ψ(Z) = Z∗
n−1Zn−1 + anIn. (5.2.4)

We thus get a Hamiltonian action of U(n) on the reduced space Ma with moment

map Ψa : Ma → Hn, which satisfies

Ψ ◦ i = Ψa ◦ π0,

where, as usual, i : Φ−1(aI) ↪→ M is the inclusion map and π0 : Φ−1(aI) → Ma the

projection.

Theorem 5.2.2 ([Mar98]). Ψa is a U(n)-equivariant symplectomorphism of Ma

onto H(λ), with λi =
∑n

j=i aj.

Proof. First we prove that Ψa maps Ma onto the isospectral set H(λ). In view of the

relation Ψ ◦ i = Ψa ◦ π0, we only need to show Image(Ψ) = H(λ). In fact, if ZiZ
∗
i has

eigenvalues (µ1, · · · , µi), then the eigenvalues of ZiZ
∗
i are exactly (µ1, · · · , µi, 0), so

it is straightforward to see that Z2Z
∗
2 = Z1Z

∗
1 + a2I2 has eigenvalues a1 + a2, a2, and

in general ZiZ
∗
i has eigenvalues

a1 + · · ·+ ai, a2 + · · ·+ ai, · · · , ai.

This proves that Ψa maps Ma into H(λ), and since G acts transitively on H(λ), this

map is onto.

Next note that by dimension-counting dimMa = dimH(λ), so Ψa is a finite-to-one

covering. Since the adjoint orbits of U(n) are simply-connected, we conclude that this

map is also injective 1, and thus a diffeomorphism.

1This fact can also be proved using tools from elementary matrix theory, e.g., the singular value
decomposition.
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Since Ψa is a moment map, it is a Poisson mapping between Ma and H(n), i.e.,

{f ◦Ψa, g ◦Ψa}Ma = {f, g}H(λ) ◦Ψa

for any f, g ∈ C∞(H(λ)). Thus Ψa is a symplectomorphism between Ma and H(λ).

Finally the U(n)-equivariance comes from the fact that

Ψ(U · Z) = (U−1)∗Z∗
n−1Zn−1U

−1 + anIn = U(Z∗
n−1Zn−1 + anIn)U

−1 = U ·Ψ(Z).

This completes the proof.

The GIT description of this reduction procedure is now clear:

Z = (Z1, · · · , Zn−1) ∈Mst

if and only if Zi is of rank i for all i, and

Ma = Mst/GC

with GC the product

GC = GL(1,C)× · · · ×GL(n− 1,C)

whose action is compatible with (5.2.1).

5.2.2 Twisted line bundles over U(n)−coadjoint orbits

As in the toric case, reduction at level zero of the moment map (5.2.4) is not very inter-

esting, since the reduced line bundle is the trivial line bundle. To get the Grassman-

nian, we shifted the moment map by the identity matrix. Equivalently, we “twisted”

the action of GL(k,C) on the trivial line bundle C×Ckn by a character of GL(k,C). It

is to this shifted moment map/twisted action that we applied the reduction procedure
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to obtain a reduced line bundle on Gr(k,Cn).

Similarly, for U(n)-coadjoint orbits we will twist the GC action on the trivial line

bundle over M by characters of GC. Every character of GC is of the form

γ = γm1
1 · · · γmn−1

n−1 , (5.2.5)

where γk(A) = det(Ak) for A = (A1, · · · , An−1). Let

πk : M → Mk,n, (Z1, · · · , Zn−1) → ZkZk+1 · · ·Zn−1.

Then πk intertwines the action of GC on M with the standard left action of U(k) on

Mk,n, and intertwines the action κ of U(n) on M with the standard right action of

U(n) on Mk,n. Let Lk be the holomorphic line bundle on Mk,n associated with the

character

γk : GL(k,C) → C∗, A 7→ det(A). (5.2.6)

Then the bundle π∗kLk is the holomorphic line bundle on M associated with γk and

L :=
n−1⊗
k=1

(π∗kLk)
mk (5.2.7)

is the holomorphic line bundle associated with the character γ. In particular if sk is

a GL(k,C)-invariant holomorphic section of Lk, then

(π∗1s1)
m1 · · · (π∗n−1sn−1)

mn−1 (5.2.8)

is a GC-invariant holomorphic section of L, and all GC-invariant holomorphic sections

of L are linear combinations of these sections. Since the representation of GL(n,C)

on the space Γhol(Lk) is its k-th elementary representation we conclude

Theorem 5.2.3. The representation of GL(n,C) on the space Γhol(L) is the irre-

ducible representation with highest weight
∑n−1

i=1 miαi, where α1, · · · , αn−1 are the
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simple roots of GL(n,C).

For the canonical trivializing section of L its Hermitian inner product with itself

is
n−1∏
i=1

det(ZiZi+1 · · ·Zn−1Z
∗
n−1 · · ·Z∗

i )
−mi

and hence the potential function for the L-twisted Kähler structure on M is

ρL =
n−1∑
i=1

TrZiZ
∗
i −mi log det(Zi · · ·Zn−1Z

∗
n−1 · · ·Z∗

i ) (5.2.9)

and the corresponding L-twisted moment map is

ΦL(Z1, · · · , Zn−1) = (Z1Z
∗
1 −m1I1, · · · , Zn−1Z

∗
n−1 −mn−1In−1). (5.2.10)

5.2.3 The stability functions on U(n)-coadjoint orbits

These stability functions are computed in more or less the same way as above. By

the same arguments as in the proof of lemma 5.2.1, one can see that

s(Z1, · · · , Zn−1) =
∏

(det(Zi)1,··· ,i)
mi−mi−1 (5.2.11)

is G-invariant for the moment map Φ− (m1I1, · · · ,mn−1In−1).

Now suppose (Z1, · · · , Zn−1) ∈Mst, then there are Bi ∈ GL(i,C) such that

B1Z1Z
∗
1B

∗
1 = m1I1 (5.2.12)

and

BiZiZ
∗
i B

∗
i = Z∗

i−1B
∗
i−1Bi−1Zi−1 +miIi, 2 ≤ i ≤ n− 1. (5.2.13)

From (5.2.12) we have

det(BiB
∗
1) = m1 det(Z1Z

∗
1)−1,
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and from this and (5.2.13) we conclude

det(BiZiZ
∗
i B

∗
i ) = det(miIi +Bi−1Zi−1Z

∗
i−1B

∗
i−1)

= det((mi +mi−1)Ii−1 +Bi−2Zi−2Z
∗
i−2B

∗
i−2)

= m1 + · · ·+mi.

So we get for all i,

det(BiB
∗
i ) = (m1 + · · ·+mi) det(ZiZ

∗
i )
−1.

Now it is easy to compute

ψ(Z) = log
(
e−

∑
Tr(ZiZ

∗
i )
∏

| det(Zi)1,··· ,i|2mi−2mi−1

)
− log

(
e−

∑
imi

∏
| det(BiZi)1,··· ,i|2mi−2mi−1

)
=
∑

imi −
∑

Tr(ZiZ
∗
i )−

∑
(mi −mi−1) log | detBi|2

=
∑

imi −
∑

Tr(ZiZ
∗
i ) +

∑
(mi −mi−1)(m1 + · · ·+mi) log det(ZiZ

∗
i ).

Remark 5.2.4. Although we only carry out the computations for generic U(n)-

coadjoint orbits, i.e., for the isospectral sets with

λ1 < · · · < λn,

the same argument apply to all U(n)-coadjoint orbits. In fact, for the isospectral set

with λ1 < · · · < λr whose multiplicities are i1, · · · , ir, we can take the upstairs space

to be

Mi1×(i1+i2) ×M(i1+i2)×(i1+i2+i3) ×M(n−ir)×n

and obtain results for these degenerate coadjoint orbits completely analogous to those

above.
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5.3 The stability functions on quiver varieties

5.3.1 Quiver Varieties

Let’s first recall some notations from quiver algebra theory. A quiver Q is an oriented

graph (I, E), where I = {1, 2, · · · , n} is the set of vertices, and E ⊂ I × I the set of

edges. A representation, V , of a quiver assigns a Hermitian vector space Vi to each

vertex i of the quiver and a linear map Zij ∈ Hom(Vi, Vj) to each edge (i, j) ∈ E. The

dimension vector of the quiver representation V is the vector l = (l1, · · · , ln), where

li = dimVi. Thus the space of representations of Q with underlying vector spaces V

fixed is the complex space

M = Hom(V ) :=
⊕

(i,j)∈E

Hom(Vi, Vj). (5.3.1)

We equip M with its standard symplectic form and consider the unitary group

U(V ) = U(V1)× · · · × U(Vn)

acting on M by

(u1, · · · , un) · (Zij) = (ujZiju
−1
i ). (5.3.2)

The isomorphism classes of representations of Q of dimension l is in bijection with

the GL(V )-orbits on Hom(V ). Geometrically this quotient space can have bad sin-

gularities, and to avoid this problem, one replaces this quotient by its GIT quotient,

or equivalently, the Kähler quotient of Hom(V ) by the U(V )-action. These quotients

are what one calls quiver varieties.
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Proposition 5.3.1. The action (5.3.2) is Hamiltonian with moment map

µ : Hom(V ) → g∗,

µ(Zij) =

 ∑
(j,1)∈E

Zj1Z
∗
j1 −

∑
(1,j)∈E

Z∗
1jZ1j, · · · ,

∑
(j,n)∈E

ZjnZ
∗
jn −

∑
(n,j)∈E

Z∗
njZnj

 .

(5.3.3)

The proof involves the same computation as in lemma 5.2.1, so we will omit it.

Notice that by (5.3.2) the circle group {(eiθIl1 , · · · , eiθIln)} act trivially on M , so

we get an induced action of the quotient group G = U(V )/S1. The Lie algebra of G

is given by

{(H1, · · · , Hn) | Hi Hermitian ,
∑

TrHi = 0}

and this G-action also has µ as its moment map. Letting (λ1, · · · , λn) ∈ Rn with

l1λ1 + · · ·+ lnλn = 0,

and supposing that the G-action is free on µ−1(λI), the quiver variety associated to

λ is by definition the quotient

Rλ(l) = µ−1(λI)/G,

where λI = (λ1Il1 , · · · , λnIln).

We can also modify the definition of quiver varieties to get an effective U(V )-

action. Namely, we attach to Q another collection of Hermitian vector spaces (the

“frame”), Ṽ = (Ṽ1, · · · , Ṽn), with dimension vector l̃ = (l̃1, · · · , l̃n), and redefine the

space M to be

Hom(V, Ṽ ) :=
⊕

(i,j)∈E

Hom(Vi, Vj)⊕
⊕
i∈I

Hom(Vi, Ṽi).
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The group U(V ) acts on Hom(V, Ṽ ) by

(u1, · · · , un) · (Zij, Yi) = (ujZiju
−1
i , Yiu

−1
i ).

As above the U(V )-action is Hamiltonian, and the kth component of its moment map

is

(µ(Zij, Yi))k =
∑

(j,k)∈E

ZjkZ
∗
jk −

∑
(k,j)∈E

Z∗
kjZkj − Y ∗

k Yk.

Now the center S1 acts nontrivially on Hom(V, Ṽ ) providing that the “frames” Ṽi

are not all zero, and we define the framed quiver variety Rλ(l, l̃) to be the Kähler

quotient of Hom(V, Ṽ ) by the U(V )-action above at the level λ = (λ1Il1 , · · · , λnIln).

As examples, the Grassmannian and the coadjoint orbit of U(n) that we considered

in the previous section are just the framed quiver varieties whose underlying quivers

are depicted below:

Cn

Ck

?

C1 C2 Cn−2- Cn−1

Cn

- · · · - -

?

5.3.2 Stability functions

We equip M with the trivial line bundle and, for actions of U(V ) associated with

characters
∏

(detAi)
λi , describe the invariant sections.

Proposition 5.3.2. For fixed λ ∈ Zn, the sections

s(Zij) =
∏

(i,j)∈E

det((Zij)J)
νij (5.3.4)

are invariant sections with respect to the moment map µ− λI, where νij are integers

satisfying ∑
j

νji −
∑
j

νij = λi. (5.3.5)

The proof is essentially the same proof as that of Lemma 5.2.1.
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From now on we will require that the quiver,Q, be noncyclic, otherwise there will

be infinitely many G-invariant sections. (Moreover, in the cyclic case the quiver vari-

ety is not compact.) For a general quiver variety whose underlying quiver is noncyclic,

we can, in principle, compute the stability function, using the G-invariant sections

above, as we did for toric varieties in section 4.2; but in practice the computation can

be quite complicated.

However, in the special case that the quiver is a star quiver, i.e., is of the following

shape:

•

• • • •

...
• • • •
• • • •�

��= ���9

Z
ZZ}

� �

� �

� �

· · ·

· · ·
· · ·

one can write down the stability functions fairly explicitly: on each “arm”, we just

apply the same technique we used for the coadjoint orbits of U(n).

As an example, we’ll compute the stability function for polygon space. This is by

definition a quiver variety whose underlying quiver is the oriented graph

•

•

...
•
•�

��= ���9

Z
ZZ}

m+ 1

1
2

m

and for which the Vi’s satisfy dimVi = 1 for 1 ≤ i ≤ m and dimVm+1 = 2. Thus

Hom(V ) =
⊕

Hom(C,C2) = (C2)m (5.3.6)

and

G = (S1)m × U(2)/S1 ' (S1)m × SO(3). (5.3.7)

The moment map for this data is

(Z1, · · · , Zm) 7→ (−|Z1|2, · · · ,−|Zm|2, Z1Z
∗
1 + · · ·+ ZmZ

∗
m), (5.3.8)

where Zi = (xi, yi) ∈ C2.

Now consider the quiver variety µ−1(λI)/G, with λ = (λ1, · · · , λm, λm+1) satisfy-
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ing

λ1 + · · ·+ λm + 2λm+1 = 0

and λi < 0 for 1 ≤ i ≤ m. Let’s explain why this variety is called “polygon space”.

The (S1)m-action on (C2)m is the standard action, so reducing at level (λ1, · · · , λm)

gives us a product of spheres S2
−λ1

× · · · × S2
−λm

of radii −λ1, · · · ,−λm. So we can

think of an element of S2
−λ1

× · · · × S2
−λm

as a polygon path in R3 whose ith edge is

a vector of length −λi in S2
−λi

. The SO(3)-action on this product of spheres is the

standard diagonal action, and the moment map sums up the points, i.e. takes as its

value the endpoint of the polygon path. However, under the identification (5.3.7),

the Lie algebra of SO(3) gets identified with H(2)/{aI2}. Thus the fact that the

last entry of the moment map (5.3.8) equals λm+1I2 implies that this endpoint is the

origin in the Lie algebra of SO(3). In other words, our polygon path is a polygon. So

the quiver variety Rλ(1, · · · , 1, 2) is just the space of all polygons in R3 whose sides

are of length −λ1, · · · ,−λm, up to rotation.

Using the invariant section s(Z) =
∏m

i=1 x
−λi
i to compute the stability function

for this space we have

ψ(Z) = −
∑

(|xi|2 + |yi|2) +
∑

(−λi) log |xi|2 +
∑

(−λi)−
∑

(−λi) log
−λi|xi|2

|xi|2 + |yi|2

= 2λm+1 − |Z|2 +
∑

λi log
−λi
|Zi|2

.

Finally we point out that everything we said above applies to framed quiver vari-

eties, in which case the U(V )-action is free on Φ−1(λI). The coadjoint orbits of U(n)

are just special cases of quiver varieties of this type.
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Appendix A

Hamiltonian actions in geometric

quantization

A.1 Quantizing Hamiltonian actions

We will start by recalling some concepts in symplectic Hamiltonian geometry. Let

(M,ω) be a symplectic manifold. For any smooth function f ∈ C∞(M), the Hamil-

tonian vector field associated to f is the vector field vf on M satisfying

ω(vf , Y ) = df(Y ) (A.1.1)

for all vector fields Y on M . The existence of such a vector field is guaranteed by the

non-degeneracy of ω. Given any two smooth functions f, g ∈ C∞(M), their Poisson

bracket is defined to be

{f, g} = ω(vf , vg). (A.1.2)

In a local Darboux coordinates {x1, · · · , xn, ξ1, · · · , ξn} the Poisson bracket above has

the explicit expression

{f, g} =
∑
i

(
∂f

∂xi

∂g

∂ξi
− ∂f

∂ξi

∂g

∂xi
).
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It is well known that the set of Hamiltonian vector fields form a Lie sub-algebra in

the Lie algebra of all vector fields on M ,

v{f,g} = −[vf , vg]. (A.1.3)

Now suppose G is a connected compact Lie group, and

τ : G×M →M

a smooth action of G on M . Moreover, we suppose that the G-action preserves the

symplectic structure, in other words, for every g ∈ G,

τ ∗gω = ω. (A.1.4)

Let g be the Lie algebra of G and g∗ its dual Lie algebra. Every v ∈ g generates a

one-parameter subgroup of G,

{exp(−tv) | t ∈ R}.

Denote by v# the vector field generated by this subgroup. The G-action τ is called a

Hamiltonian action if there exists a map Φ : M → g∗, called the moment map, such

that

1. v# is the Hamiltonian vector field associated to the function

Φv(·) := 〈Φ(·), v〉. (A.1.5)

2. Φ is equivariant with respect to the G-action on M and the coadjoint action of

G on g∗.

Note that in the case G is a torus, the equivariant condition above is reduced to the

condition that Φ is G-invariant.
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Now suppose (M,ω) is pre-quantizable, i.e. the cohomology class [ω] is integral.

Let L be a pre-quantum line bundle over (M,ω). Recall that in the geometric quanti-

zation procedure of Kostant and Souriau, any f ∈ C∞(M) is quantized to a quantum

operator Q(f) on Γ(L),

Q(f) = −
√
−1~∇vf

+ f. (A.1.6)

A natural question arise: how to quantize the Hamiltonian action τ? In other words,

how to lift the G-action on M to a “suitable” G-action on L?

In general it is not possible to find a lifting of G-action. However, at the infinites-

imal level we do have a canonical lifting, i.e. a canonical representation of g on the

space of smooth sections of L. In fact, given any v ∈ g the function Φv defined by

(A.1.5) has v# as its Hamiltonian vector field. Now in view of (A.1.6), one can define

the g-action on Γ(L) by

Lvs = ∇v#s−
√
−1〈Φ, v〉s. (A.1.7)

In the following we will make the assumption

Assumption I. The g-action (A.1.7) can be integrated to a global G-action on L.

For example, when G is connected and simply connected, we can always lift the G-

action on M to a linear G-action on L whose infinitesimal action is given by (A.1.7).

In general the obstruction for such a lifting lies in a G-equivariant cohomology

class,

Theorem A.1.1 ([Rie01]). The G-action on M lifts to a linear action on L iff

c1(L) ∈ ι∗H2
G(M ; Z),

where HG(M) is the equivariant cohomology ring of M and ι∗ the “forgetfulness” map

H∗
G → H∗.

We can always assume that the lifted action preserves the Hermitian metric (via

averaging) and the connection ∇, and thus preserves the curvature. These assump-
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tions can be viewed as the “quantum version” of the fact that the G-action on M

preserves the symplectic structure.

Finally let’s compute an example. Let M = Cd be the complex space, L = Cd×C

the trivial line bundle with the Hermitian metric

〈1, 1〉 = e−|z|
2

.

Let G = S1 acting on M by the diagonal action,

eiθ · (z1, · · · , zd) = (eiθz1, · · · , eiθzd). (A.1.8)

The moment maps of this action are

Φ(α)(z) = α−
∑

|zk|2,

where α ∈ Z∗
G ⊂ g∗ ' R is a real number. Given any v ∈ g ' R, we have

v# = −
√
−1v

∑
(zi

∂

∂zi
− z̄i

∂

∂z̄i
).

Thus for the section s = (z, 1),

∇v#s+
√
−1〈Φ(α), v〉s =

√
−1αvs,

It follows that the S1-action (A.1.8) is lifted to

eiθ(z, w) = (eiθz, eiαθw) (A.1.9)

on L. (Note that the lifted action depends on the choice of the moment map.)
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A.2 Quantizing GIT actions

Now we explain how the results in the previous section extend to GIT actions. We

suppose (M,ω) is not just symplectic, but rather Kähler. Moreover, assume that the

G-action τ on M is not only Hamiltonian, but also holomorphic. One way to give

a complex structure to the symplectic quotient Mred is to realize Mred as the GIT

quotient of some complex manifold with respect to a holomorphic complex group

action, The complex group being the complexification of G, which we will denote by

GC. By definition GC is the unique complex Lie group satisfying

• gC = g⊕
√
−1g.

• GC has G as its maximal compact subgroup.

For example, the complexification of S1 is C∗, and the complexification of U(n) is

GL(n,C).

We would like to extend the Hamiltonian holomorphic G-action on M to a holo-

morphic GC-action on M . As in the lifting case, this is not always possible. However,

at the infinitesimal level there is a canonical way to extend the g-action to gC-action.

In fact, for w =
√
−1v ∈

√
−1g, we just define

w# := Jv#, (A.2.1)

where J is the almost complex structure on M . We will assume

Assumption II. The gC-action defined by (A.2.1) can be integrated to a global holo-

morphic GC-action on M .

It was proved by V. Guillemin and S. Sternberg in [GuS82] that if M is a com-

pact Kähler manifold and G is a compact connected Lie group acting on M which

preserves the polarization 1, then the G-action can be canonically extended to a GC-

action preserving the polarization. In particular, if we take the polarization to be the

1A polarization is an involutive Lagrangian sub-bundle of the complexified tangent bundle TMC =
TM ⊗ C.
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Kähler polarization, we see that a holomorphic action τ on M can be extended to a

holomorphic GC-action τC on M . (However, the GC action is no longer Hamiltonian.)

Now suppose (M,ω) is a pre-quantizable Kähler manifold, and L a pre-quantum

line bundle over M . Suppose the G-action τ on M lifts to a G-action τ# on L. To

quantize the GC-action τC, it is enough to complexifying the G-action τ# on L to a

GC-action τ#
C on L. Under the previous assumptions one can show that this is always

possible. Moreover, it is obvious that at the infinitesimal level the action τ#
C should

be given by

Lws =
√
−1Lvs = ∇w#s+ 〈Φ, v〉s, ∀s ∈ Γ(L) (A.2.2)

for w =
√
−1v ∈

√
−1g. For more details, c.f. [GuS82].

As an example, it is easy to see that the complexification of the action (A.1.8) is

z̃ · (z1, · · · , zd) = (z̃z1, · · · , z̃zd)

for z̃ ∈ C∗, which can be lifted to the holomorphic action on Cd × C,

z̃ · (z, w) = (z̃z, z̃αω).

Finally we remark that the GC-action on M and on L are totally determined

by the corresponding G-action. There are two corollaries of this fact that are very

important for us:

1. If G acts freely on Φ−1(0), then GC acts freely on the set Mst = GC ◦ Φ−1(0).

2. A (holomorphic) section of L is G-invariant if and only if it is GC-invariant.
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A.3 Quantization commutes with reduction

The results concerning quantization and reduction, Hamiltonian action and GIT ac-

tion, which we described in section 3.1, appendix A.1 and Appendix A.2, can be

depicted graphically by the diagram:

M

L

Φ−1(0)

ι∗L

Mred

Lred

Mst

Lst

M

L

⊃

⊃

⊂

⊂

HHH
HHj

HHH
HHj

���
���

���
���

? ? ? ?

?

ι
π0 π

quantum

classical

level:

level:

G-action GC-action
Hamiltonian GIT

By definition, Lred = Lst/GC, thus we have a bijective map

Γhol(Lst)
GC ∼−→ Γhol(Lred). (A.3.1)

As we pointed out at the end of appendix A.2, a section is G-invariant if and only if

it is GC-invariant, i.e.,

Γhol(Lst)
G ∼−→ Γhol(Lst)

GC . (A.3.2)

Composing these two maps with the restriction map

Γhol(L)G−→Γhol(Lst)
G,

we get the GIT map

γ : Γhol(L)G−→Γhol(Lred). (A.3.3)

Similarly one can define for every k ∈ N the GIT map

γk : Γhol(Lk)G−→Γhol(Lk
red). (A.3.4)
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The quantization commutes with reduction theorem claims that these maps are

bijection for all k. Let’s briefly describe how the stability function emerged in the

proof of this theorem in [GuS82].

For simplicity we assume that M is compact. In this case there exists some k0 > 0

such that the set Γhol(Lk0)G is nonempty. (This is a highly nontrivial result. For a

proof, c.f. the appendix of [GuS82]). Let s̃ be an element in this set. Then the

argument at the end of section 3.2.2 tells us that the set Mst is Zariski open: its

complement M −Mst is contained in a codimension one subvariety of M . (If M is

noncompact, we need to assume that there exists some s̃ ∈ Γhol(Lk0)G such that the

function 〈s̃, s̃〉 attains its maximum on each closure of orbit, GC ◦ p, for all p satisfying

s̃(p) 6= 0. Assuming this, the same argument applies.)

To prove that γk is bijective, we only need to find a unique extension of the

holomorphic section π∗sk of Lk
st to a G-invariant holomorphic section of Lk. This can

be done as follows: Combining the stability theory, corollary 3.2.9, with the argument

above, we see that the only way to extend π∗sk from Lk
st to Lk is to define π∗sk = 0

on M − Mst, and that if we define sk this way then by Liouville’s theorem sk is

holomorphic on all of M . This proves that γk is bijective, for all k.
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Appendix B

(Generalized) Toeplitz Operators

B.1 The algebra of Toeplitz operators

Let Ω be an open, strictly pseudoconvex domain with compact closure and smooth

boundary in a complex analytic manifold of complex dimensionm. Denote byX = ∂Ω

its boundary. We will equip with X the measure ν intrinsically defined as follows: let

ρ be a defining function of Ω, i.e.,

• ρ > 0 in the interior of Ω,

• ρ = 0 on the boundary X,

• dρ 6= 0 near X.

Then the one-form

α =
1

2
√
−1

(∂ρ− ∂̄ρ)

∣∣∣∣
X

(B.1.1)

is a contact form on X. In other words,

ν = α ∧ (dα)n−1 (B.1.2)

is a volume form on X.

Let H be the Hardy space on X, i.e. the closure in L2 of the space of C∞ functions

on X which can be extended to holomorphic functions in Ω. It is a closed Hilbert
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subspace in L2(X). The orthogonal projection

π : L2(X) −→ H

is called the (generalized) Szegö projector.

Definition B.1.1. An operator T : C∞(X) → C∞(X) is called a Toeplitz operator

of order k if it can be written in the form

T = πPπ, (B.1.3)

where P : L2(X) → L2(X) is a classical pseudodifferential operator of order k on X.

It can be shown that, like the algebra of classical pseudodifferential operators, the

Toeplitz operators form a (noncommutative) ring under composition, filtered by their

degrees. For Toeplitz operators we also have the concept of principle symbol, which

plays a similar role as for pseudodifferential operators. We will describe it now. Let

Σ+ = {(x, ξ) | ξ = tαx, t > 0} (B.1.4)

be the principal R+-bundle on X generated by α in T ∗X. It is the symplectic cone

corresponding to the contact manifold X. The principle symbol of T , denoted by

σ(T ), is defined to be the restriction of σ(P ) to Σ+, i.e.

σ(T ) = σ(P )|Σ+ , (B.1.5)

where P is a pseudodifferential operator on X such that T = πPπ. It can be shown

that the principle symbol (B.1.5) is well-defined, and has properties like the principal

symbol of a classical pseudodifferential operator:

1. σ(T1)σ(T2) = σ(T1T2),

2. σ([T1, T2]) = {σ(T1), σ(T2)},
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3. If T is of order k with σ(T ) = 0, then T is of order k − 1.

A Toeplitz operator T is called elliptic if its principal symbol σ(T ) 6= 0 everywhere.

From the symbolic properties above one can construct a parametrix T ′ for any elliptic

Toeplitz operator T , i.e. T ′ is a Toeplitz operator of order −k such that both I−TT ′

and I −T ′T are smoothing operators. As in the pseudodifferential case, any Toeplitz

operator of order k < 0 is a compact operator. It follows that the spectrum of T is

discrete and has no finite point of accumulation.

As been pointed out in [Bou79] and [BoG81], the Toeplitz operators form an

algebra of pseudo-local operators, and a pseudodifferential operator can be viewed as a

special kind of Toeplitz operator. Many classical results for classical pseudodifferential

operators can be extended to Toeplitz operators. For example, we have the following

trace formula,

Proposition B.1.2 ([BoG81]). Let f be a compactly supported smooth function on

the real line R, and let T and G be Toeplitz operators as above. Moreover, assume Q

is Zoll 1. Then

trace(e
√
−1tQf(T )) ∼

∑
k

ak(f)χk(t), (B.1.6)

where χk(t) is the distribution

χk(t) =
∑
n>0

nkeink. (B.1.7)

Moreover, the leading coefficient is

a0(f) = γ

∫
σ(Q)=1

f(σ(T ))(z)dz. (B.1.8)

1i.e., assume Q is self-adjoint and elliptic and that spec(Q) = Z+.
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B.2 The asymptotics of spectral measures

Let (M,ω) be a pre-quantizable Kähler manifold, (L, h) a pre-quantum line bundle

over M . Denote by L∗ the dual line bundle of L. Let

D(L∗) = {(x, ξ) ∈ L∗ | x ∈M, 〈ξ, ξ〉 ≤ 1} (B.2.1)

be the disc bundle in the dual bundle. As observed by Grauert, D(L∗) is a strictly

pseudoconvex domain in L∗. The manifold we are interested in is its boundary,

X = ∂D = {(x, ξ) ∈ L∗ | ‖ξ‖ = 1}, (B.2.2)

the unit circle bundle in the dual bundle.

There is a natural S1-action on this unit circle bundle. Let Q be its infinitesimal

generator,

Q = π
1√
−1

∂

∂θ
π, (B.2.3)

where π is the Szegö projector.

Lemma B.2.1 ([Gui79]). Q is a first order self-adjoint elliptic Toeplitz operator.

Moreover, Q is a Zoll operator whose eigenspace corresponding to the eigenvalue k

can be identified with the space of holomorphic sections of Lk, Γhol(Lk).

For any smooth function f ∈ C∞(X), let Mf be the operator “multiplication by

f”. We may view Γhol(Ln) as a subspace of H2, and denote by

πn : L2(Ln) → Γhol(Ln)

the orthogonal projection. Now we can prove

Theorem B.2.2. There is an asymptotic expansion

trace(πnMfπn) ∼
−∞∑

k=d−1

ak(f)nk, n→∞, (B.2.4)
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where d = dimM .

Proof. By the trace formula (B.1.6),

trace(eitQMf ) ∼
∑

akχk(t)

where

χk(t) =
∑
n>0

nkeint.

On the other hand,

trace(eitQMf ) =
∑

eint TrπnMfπn.

By comparing the coefficient of eint, we get the theorem.

Finally we point out that the coefficients ak in the asymptotic expansion above

are given by the noncommutative residue trace on the algebra of Toeplitz operators,

[Gui93]. Recall that a trace functional for an associative algebra A is by definition a

linear map τ : A −→ C with the property

τ(AB) = τ(BA)

for all A,B ∈ A. In [Gui93], V. Guillemin showed that up to a multiplicative constant,

there is a unique trace on the algebra of Toeplitz operators associated with a strictly

pseudoconvex domain, defined as following: Fixing a first order self-adjoint elliptic

Toeplitz operator Q, consider the zeta function

ζT (z) = trace(QzT ). (B.2.5)

This is well-defined and holomorphic for <(z) � 0, and can be extended to a mero-

morphic function to C with simple isolated poles at z = −m − 1,−m,−m + 1, · · · .

The residue trace of T with respect to Q is then defined to be the residue of this
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meromorphic function at z = 0:

resQ(T ) = resz=0(ζT (z)). (B.2.6)

Now for any <(z) � 0, theorem B.2.2 gives

trace(Q−zπnMfπn) ∼
−∞∑

k=d−1

akn
k−z.

Summing over n,

trace(Q−zMf ) ∼
∑
k

akζ(z − k),

where ζ is the classical zeta function. This implies

ak−1 = resz=k(Q
−zMf ),

which is exactly the noncommutative residue.
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