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Abstract

The economic advantages of longer fuel cycle, improved fuel utilization and reduced
spent fuel storage have been driving the nuclear industry to pursue higher discharge
burnup of Light Water Reactor (LWR) fuel. A design basis accident, the Reactivity
Initiated Accident (RIA), became a concern for further increase of burnup as sim-
ulated RIA tests revealed lower enthalpy threshold for fuel failure associated with
fuel dispersal, which may compromise the core coolability and/or cause radiological
release should this happened in LWRs. Valuable information on the behavior of high
burnup fuel during RIA are provided by the simulation tests. However atypical design
and operating conditions in simulated tests limited the application of experimental
data directly to evaluate the failure potential of LWR fuels. To better interpret the
experimental results and improve the capability of the fuel performance codes to
predict high burnup fuel behavior, this thesis developed mechanistic models of high
burnup fuel during an RIA and implemented models in a transient fuel performance
code FRAPTRAN 1.3.

Fission gas release (FGR) and swelling were systematically modeled to quantify
gaseous loading effects. The grain boundary fission gas inventory is simulated prior
to the transient using a diffusion model in FRAPCON 3.3 code. The restructuring of
high burnup fuel in rim region is described in terms of porosity, pore size distribution,
fission gas concentration, and pore overpressure.

The model assumes the fragmentation of fuel upon the separation of grain bound-
ary or when a threshold temperature is exceeded in the rim region. The fission gas in
fragmented fuel is assumed to release instantaneously to the free volume when the fuel
expansion and swelling creates sufficient pellet-clad gap. The relaxation of rim pore
at rapid temperature increase and the thermal expansion of fission gas in fragmented
fuel are considered as additional loads on the cladding besides the contact force due
to fuel thermal expansion. An analytical approximation is made to calculate the clad
radial displacement subjected to fission gas expansion accounting for the constraint

of the cladding on the fission gas which would otherwise be neglected in a rigid pellet
model FRACAS-I in the FRAPTRAN code.
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In comparison to the measured FGR from CABRI, NSRR and BIGR test facilities,
this mechanistic model can reasonably predict fission gas release fraction for most of
the test cases covering a burnup range of 26-64 MWd/kgU and enthalpy deposit of
37-200 cal/g. It reveals the effects of burnup and enthalpy deposit on the fission
gas release: burnup is an important parameter affecting fission gas inventory and
fuel micro-structure evolution during base irradiation; enthalpy deposit is directly
connected to the availability of fission gas release via the grain boundary separation
by the intergranular bubble over-pressurization.

Analysis of the fission gas radial profile is made with the aid of the neutronic code
MCODE to validate the fission gas release from the rim of UO, fuel. The analysis
indicates fission gas release is partly from the rim region and the majority of fission gas
release is from grain boundaries for burnup up to 50 MWd/kgU. Fission gas induced
hoop strain is predicted to be less than 0.3% in the early phase of RIA with peak fuel
enthalpy less than 145 cal/g. Given the fact that the concerned failure mode is the
PCMI failure at low energy deposit, the pellet thermal expansion is still considered
as effective in analyzing the PCMI failure.

However at high level of enthalpy deposit, when clad yield strength is decreased
at escalated temperature due to film boiling, the fission gas either released into the
plenum or retained in the fuel pellet might strain more the cladding. This is observed
in the large deformation of the cladding in some test cases in NSRR and BIGR due
to pressure load.

A new set of heat transfer correlations were selected and implemented in the
FRAPTRAN code to model the cladding-coolant heat transfer of high burnup fuel at
room temperature and atmospheric pressure condition. This new set of correlations
addressed the effects of subcooling and oxiation on the heat transfer characteristics
at pool boiling conditions. They reflect the increase of rewetting temperature and
increase of Critical Heat Flux (CHF') due to subcooling. They account for oxidation
effects on the transition and film boiling regime and heat conduction through thick
oxide as the oxidation is considered as a prominent feature of surface condition change
of high burnup fuel.

In addition to high burnup fuels tested in NSRR, several fresh fuel tests with
different degree of subcooling and a few separate-effects RIA tests are also included
to validate the applicabilty of this set of correlations. For fuel enthalpy up to 190
cal/g and oxidation up to 25 micron, the predicted peak cladding temperature (PCT)
and duration of DNB achieves generally good agreement with the experimental data.

The analysis of high burnup fuel heat transfer reveals that the surface oxidation
could cause an early rewetting of high burnup fuel or suppression of DNB. Surface
oxidation can delay the heat conducting to the surface while keeping the surface heat
transfer in the effective nucleate boiling regime. It also raises the miniumum stable
film boiling temperature by lowering the interface temperature during liquid-solid
contact resulting from vapor breaking down.

Also modeled was Pellet-Cladding Mechanical Interaction (PCMI) failure of irra-
diated and hydrided cladding. The hydride rim accumulated at outer clad is assumed
to cause the crack initiation. The fracture toughness of irradiated and hydrided
cladding is obtained by fitting experimental data at different temperature range. The
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model sets forth a simple criterion for failure associated with crack growth based on
the J integral approach. The simplification is that for the thin clad, failure is assumed
to occur at the onset of crack tip growth.

In comparison to CABRI and NSRR test results and other failure models, the
model shows a good capability to separate the failure cases from non-failure cases.
These models have been applied to LWR conditions to determine the failure potential
of high burnup fuel. It shows that, at high burnup (and therefore high hydride levels
in the cladding), the failure enthalpy is smaller than at low burnup. The pulse width
is an important parameter in the burnup up to 50 MWd/kg, but starts to become
less important for higher burnup with highly corroded cladding.

Thesis Supervisor: Mujid S. Kazimi
Title: TEPCO Professor of Nuclear Engineering

Thesis Reader: Jacopo Buongiorno
Title: Assistant Professor of Nuclear Science and Engineering
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Chapter 1

Introduction

1.1 Motivation

The economic advantages of longer fuel cycle, improved fuel utilization and reduced
spent fuel storage have been driving the nuclear industry to pursue a higher discharge
burnup for the LWR fuel.

This has been largely achieved by increasing the reload UO; enrichment and by
technical improvement of the cladding alloy. Nevertheless, owing to the already long
duty in LWR environment, it is becoming more challenging to increase the burnup of
current LWR fuel and especially to accommodate transient conditions.

At high burnup, corrosion and irradiation degrades the mechanical properties
of the cladding, the gaseous fission products released into the free volume increase
the fuel plenum pressure, the gaseous and solid fission products contained in the
ceramic pellet cause swelling of the pellet, imposing a displacement loading during
pellet cladding gap closure. These issues raise concerns of fuel failure and consequent
radiological release during operational transients or postulated accident conditions.
One specific concern is the Reactivity-Initiated Accident (RIA) as fuel failures in
simulation tests indicate it might be a constraint for further increasing burnup.

In spite of the fact that many in-pile and out-of-pile experiments provide infor-
mation on various aspects of high burnup fuel, prediction of the fuel performance by

computer codes, especially for transient conditions, is still less satisfactory. Important
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phenomena pertinent to high burnup fuel are often missed or not well addressed in
fuel performance codes.

It is of important to accurately model the high burnup fuel behavior and phenom-
ena identified in the transient tests to improve prediction of the thermal-mechanical
response of the fuel pin, to evaluate the burnup limits for safe operation, and to

provide insights on how to improve the fuel design.

1.2 Background

1.2.1 High burnup fuel issues

High burnup fuel is associated with either increased irradiation time or uprated power.
In either case, detrimental effects can occur to the fuel element or the cladding en-

closure. Typical issues associated with high burnup fuel are listed below:

¢ Oxidation
The Zircaloy water reactions produce zirconia on the outer surface of the cladding.
In PWRs, the corrosion tends to be uniform, while in BWRs, a nodular corro-
sion is more likely. Although the thickness of oxide layer varies significantly at
a certain burnup, it does increase at high burnup. For example, in a PWR fuel
rod with average burnup greater than 60 MWd/kg, at a coolant outlet temper-
ature > 327 °C, an oxide layer thickness can be greater than 100 microns [1].

A thick oxidation layer:

— Degrades the cladding thermal conductivity,

— Thins the metallic cladding wall,

— Leads to formation of hydride blisters when spallation occurs.
Another form of oxidation occurs at the inner side of the cladding surface. As
burnup increases, the pellet cladding gap is closed due to swelling of pellet and

creep down of cladding. After the gap closure, a chemical bonding is formed

between the cladding inner surface and pellet outer surface. The full bonding
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occurs at a fuel burnup of about 50 MWd/kg [2]. This bonding prevents the
axial transport of fission gases in the fuel and induces severe pellet cladding

mechanical interaction.

e Hydrogen pickup

Hydrogen in the water loop is generated either by chemical reaction between the
zirconium alloy and water coolant or by radiolytic decomposition of water. The
released hydrogen, subsequently permeates through the porous oxide layer and
migrates into the metallic cladding. Because of the low solubility of hydrogen
in alpha phase zirconium, (50-100 ppm at 280-300 °C), the excess hydrogen
precipitates as brittle hydrides in the metallic cladding. As a result, the ductility
of the cladding is reduced.

e Crud deposition
Depending on the water chemistry characteristics, crud is deposited on the outer
surface of the cladding. Sometimes, the amount of deposition is a function of
burnup [2]. The crud deposition may cause
— Unexpected change in core power distribution.
— Axial offset abnormality when boron is picked up in the crud.

— Localized corrosion when the process is chemically favorable.

— Dryout of fuel rod surface when the crud is thick.

e Irradiation hardening
Both zirconium and its alloys show mechanical properties change under the ir-
radiation environment. The defects clusters produced by fast fluence introduces
a hardening mechanism to change the mechanical properties of the cladding:
— Increases the yield strength and the ultimate tensile strength.

~ Decreases the rate of work hardening.

— Decreases the ductile to brittle transition temperature.
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o Hission gas release and swelling
Fission gas release (FGR) results in the pressure increase of the fuel internal
plenum. This has always been the safety concern of fuel design for its potential
to lift off the cladding. At a burnup higher than 40-50 MWd/kg, fission gas
release of UQ, fuel tends to increase rapidly. This leads to high plenum pressure
as well as deteriorate the gap gas heat transfer. Even worse, deterioration of
gap heat transfer introduces a feedback mechanism to further increase fission

gas release by increasing the fuel temperature.

The gaseous products precipitated as intergranular or intragranular bubbles and
solid fission products cause additional swelling of the pellet especially during

transient condition.

e Formation of high burnup structure
As the LWR fuel is irradiated at an average burnup of 40 MWd/kg , a typical
high burnup structure is formed in the rim region of the UO; pellet that depends
on temperature, fuel enrichment and neutron flux spectrum. This is due to
the fact that U-238 neutron absorption is particularly higher near a surface
exposed to water, thus leading to higher Pu-239 build up. Plutonium in turn
has a high fission cross-section yielding a higher fission rate per unit volume at
pellet surface when the pellet reaches high burnup. Post irradiation examination

shows that this structure is characterized by:
— Large sized pores
— High porosity of about 10-20%
— Formation of sub-micron grains

— Depletion of fission gas from fuel matrix

The high fission gas content and high porosity increases the potential for fission

gas release and swelling.

e Degradation of thermal conductivity

It is widely agreed that the thermal conductivity of UO; will degrade in the
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irradiation environment. For example, at a linear power of 25 kW/m, the
centerline temperature of UQO, fuel with a burnup of 86 MWd/kg increases by
250 K over its initial value [3]. The thermal conductivity degradation can be

attributed to:

— Build-up of solid and gaseous fission products
— Presence of radiation defects

— Formation of porosities

The degraded thermal conductivity raises the fuel temperature, increases the

fission gas release and leads to a narrower margin to fuel melting.

e Other issues
Beside these issues associated with cladding and pellet, fuel assembly growth
and distortion under irradiation, grid-to-rod fretting wear from debris caught
in assembly, and failure to full insertion of control rod are exacerbated at high

burnup.

1.2.2 Reactivity initiated accidents

A reactivity initiated accident is a postulated accident. The design basis accident for
PWRs is the control Rod Ejection Accident (REA): whereby the high system pressure
is assumed to eject outside the core the control assembly at the failure of the control
rod drive mechanism housing. The design basis accident for BWRs is the control Rod
Drop Accident (RDA): the control blade is assumed to drop down below the core by
gravity resulting from detachment from the rod drive.

The significance of the RIA lies in that if a reactivity insertion is greater than
prompt critical, the power surge would only be limited by fuel temperature feedback,
until eventually terminated by a reactor trip. Safety concerns over RIA are: whether
the fuel can withstand such a transient without failure; whether the coolability of
the core is compromised; whether the radiological release is acceptable in the event

of fuel failure.
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Based on the evaluation of early simulated RIA tests SPERT-CDC and TREAT in
1970s, the Nuclear Regulatory Commission (NRC) in the U.S. adopted two criteria.
The first one is concerning the core coolability: the radial average peak fuel enthalpy
can not exceed 280 cal/g. The second one is for evaluating radiological consequence
due to fuel clad failure: cladding failure is assumed when Departure from Nucleate
Boiling (DNB) occurs in PWR and critical heat flux is reached for BWR at high
power condition and radial average fuel enthalpy exceeds 170 cal/g for BWR at zero
and low power condition.

In 1980s, MacDonald reevaluated the early results from SPERT and TREAT as
well as the new Power Burst Facility (PBF) test results conducted at the Idaho
National Engineering Laboratory [4]. He concludes that a design limit of 230 cal/g
might be chosen and a possible failure threshold of 140 cal/g has been identified for
fuel rods irradiated up to a burnup of 4.6 MWd/kg, although the RIA will not pose
a safety concern considering the low enthalpy deposit calculated in the event [4].

In 1990s, the nuclear industry continued its efforts to increase the burnup. Sim-
ulated tests conducted at CABRI and Nuclear Safety Research Reactor (NSRR) re-
vealed that fuel rod failures can occur at an enthalpy level less than 70 cal/g [5] [6].
Moreover, fuel dispersal was found to be associated with most of the high burnup
fuel failure [5]. Thus, this area has attracted attention from nuclear industry and
regulatory authorities as it might impose a limitation for increase fuel burnup.

The simulated RIA tests can be categorized by test facilities:

e SPERT
In 1970s, tests were conducted in the SPERT Capsule Driver Core (CDC) for the
U.S. Atomic Energy Commission. Single rods were tested in an instrumented

water-filled capsule at ambient conditions. The power pulse width was about

20 ms. The burnup was up to 32 MWd/kg.

e PBF
During 1980s, simulated RIA tests were conducted in the Power Burst Facility

(PBF) at Idaho National Laboratory. The reactor consisted of a driver core in
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a water pool and a pressurized water loop that can provide a wide range of test

conditions. The power pulse width was 15 ms.

NSRR

NSRR is a modified TRIGA-ACPR (Annular Core Pulse Reactor) with a dry
space located in the center of the core. A single instrumented fuel rod in a
water-filled capsule was placed in the center of the core and pulse irradiated in
the simulated RIA test. About 1200 experiments have bee performed by the
the test facility of NSRR to evaluate the thresholds, modes, and consequences
of fuel rod failure in terms of fuel enthalpy, fuel burnup, coolant conditions and

fuel design [7].

Since 1989, many irradiated fuel have been tested in the NSRR. For PWRs,
about twenty-nine tests, with burnup ranging from 38 to 79 MWd/kg, have
been performed. Sixteen tests with BWR fuel have been performed with burnup
of 26 to 61 MWd/kg. In recent tests, the integrity of advanced cladding alloy
MDA and Zirlo under RIA have been investigated. All the irradiated tests were
conducted at atmospheric pressure and most of them were at room temperature.

NSRR features a very narrow power pulse about 5 ms.

CABRI

In 1993, the first high burnup test was performed in the CABRI facility led
by Institute for Protection and Nuclear Safety (IPSN). It indicated failure of
high burnup fuel can occur at a much lower enthalpy deposit than assumed
thus far. The objective of the CABRI Rep-Na program was to investigate the
high burnup effects on fuel behavior and to verify the RIA safety criteria. The
driver core of the reactor is in a water pool while the test loop has sodium
coolant at a pressure of 0.5 MPa at a temperature of 280 °C. Since the heat
transfer characteristics of the sodium are different from the LWR conditions.
It could only represent the fuel behavior in the early phase of RIA. Except
for RepNa2, which is a rod irradiated in BR3, all the others have been cut

from commercial rods and refabricated to fit the size of the CABRI reactor. In
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addition to UQO; fuel, tests of MOX fuel have also been conducted in CABRI
reactor. In 2000, IRSN launched in a new international program called CABRI
Water Loop, in which the tests would be conducted in a pressurized water loop,
more representative of the thermal hydraulics conditions of LWRs. In reference
tests CIPO in 2002, advanced cladding alloy M5 and Zirlo have been tested in
the sodium loop. After renovation with a water loop, six other test series are

undergoing and planned: CIPQ, CIP1-CIP5.

¢ IGR

During the 1980s and early 1990s, the Russian Research Centre “Kurchatov
Institute” (RRC KI) conducted simulated RIA tests and post test examinations
of more than 200 VVER fuel rods [8]. At the final stage of the program, refab-
ricated fuel rods manufactured from commercially irradiated VVER fuel up to
50 MWd/kg were tested in IGR test reactor. Fresh fuel were tested at a power
pulse from 0.14 to 1.5 second and coolant conditions varies from 0.1 to 16 MPa
at 20 °C. High burnup fuel were tested at a power pulse from 0.6 to 0.8 second
at room temperature and ambient conditions. Ballooning and subsequent burst
has been identified as the failure mechanism with no appreciable difference be-
tween fresh fuel and high burnup fuel. The peak fuel enthalpy at failures of
high burnup fuel takes approximately the same values as fresh fuel.

e BIGR

To study the VVER high burnup fuel behavior in a wide range of peak fuel
enthalpy generated by narrow power pulse, 12 test fuel rods refabricated from
VVER 440 and VVER 1000 commercial fuel rods irradiated from 47-60 MWd/kg
were tested at BIGR. The BIGR reactor is a fast pulse research reactor with a
homogeneous uranium-graphite core. The Zr-1%Nb cladding shows again suffi-
cient ductility during the RIA tests. The failure occurs at an peak fuel enthalpy
level around 170 cal/g similar as the tests results in IGR [9] [10].

The fuel failure observed in the simulated RIA tests above can be illustrated

by Figure 1-1. Depending on the cladding temperature and the nature of loading
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force, the failure modes are characterized as brittle fracture, ballooning and melting
failure. The failure of high burnup fuel in NSRR tests and CABRI tests belongs to
the category of fracture. The high burnup VVER fuel in IGR and BIGR tests have
failed by ballooning with less corrosion and higher fuel enthalpy deposit.

Among high burnup issues identified in section 1.2.1, oxidation and hydride are
known as the reason for the fracture failure by reducing the ductility. This is further
exacerbated with irradiation and transient loading.

The effects of fission gas release and swelling during an RIA are not well un-
derstood. Experimental programme for separate effects due to fission gas are still

undergoing to further reveal its contribution and kinetics.

1.3 Objective

In view of the key high burnup issues identified for RIA scenario, this thesis aims at
developing and improving mechanistic models to predict high burnup fuel response

during RIA. Modeling efforts are directed towards:

e Modeling fission gas release and swelling to quantify the effects due to fission
gas loading systematically by accounting for the grain boundary fission gas

accumulation and formation of high burnup structure.

e Modeling Pellet-Cladding Mechanical Interaction (PCMI) failure of irradiated
and hydrided cladding to best differentiate the failure fuels from non-failure

fuels.

e Modeling heat transfer of high burnup fuel by capturing effects of subcooling and
oxidation to provide the basis of predicting cladding temperature to characterize

the failure modes.

Models are assembled in an integrated fuel performance code FRAPTRAN and are
validated by experimental data from international programme. Models are applied

to LWR conditions to determine the failure conditions of high burnup fuels.
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1.4 Model development

1.4.1 Analysis codes

Models are developed and integrated in existing fuel performance codes to analyze
the burnup fuel behavior during RIA conditions, The analysis codes in this report are

listed below.

e FRAPCON 3.3

FRAPCON is a code developed by Pacific Northwest National Laboratory
(PNNL) to model the fuel performance of UO, and MOX pellet with Zry-2
and Zry-4 cladding. The code calculates the temperature, pressure, and defor-
mation of a fuel rod as functions of time-dependent fuel rod power and coolant
boundary conditions. The phenomena modeled by the code include

— Heat conduction through the fuel and cladding,

— Cladding elastic and plastic deformation,

— Fuel-cladding mechanical interaction,

— Fission gas release,

— Fuel rod internal gas pressure,

— Heat transfer between fuel and cladding,

— Cladding oxidation,

— Heat transfer from cladding to coolant.
The latest version 3.3 is used for base simulation in this work to provide pre-

transient parameters. This version is also modified to provide parameters the

fission gas release and swelling models applied to RIA.

e FRAPTRAN 1.3
FRAPTRAN is a transient fuel performance code developed by PNNL to model
LWR fuel behavior up to 65 MWd/kg [12]. Phenomenological models including

heat conduction, rod internal gas pressure and cladding stress strain calculations
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are coupled to predict the thermal and mechanical response under transient
conditions. It features solving 1-D radial heat conduction through a composite
cylinder including a pellet, a gap and a cladding by finite difference method.
In the closed regime of a gap, mechanical deformation of the clad is modeled
by the free thermal expansion of the pellet. In open regime of gap, the thin-
walled theory is applied. The thermal and mechanical properties of Zircaloy
cladding UQ, fuel at temperatures ranging from room temperature to melting
are defined in a material property package, MATPRO [13]. A modified version
of MATPRO-11 Revision 2 is used in FRAPTRAN and FRAPCON to reflect

the burnup dependency of material thermal and mechanical properties.

e MCODE 1.0
MCODE is a core/fuel depletion code developed at MIT [14]. It couples the
particle transport code MCNP4c3 and isotope generation/depletion code ORI-
GEN2.1. It is used to study the fission products generation profile within the
fuel pellet.

1.4.2 Model diagram

The models implemented in the fuel codes are shown schematically in Figure 1-2.
The transient fission gas release and swelling models are developed and applied in the
FRAPTRAN code. A heat transfer incorporating the oxidation effects of high burnup
fuel is implemented. A PCMI failure model based on fracture mechanics is applied in
the FRAPTRAN code. FRAPCON code is modified and coupled with FRAPTRAN
to generate fission gas inventory. MCODE 1.0 is used together with the fission gas
release model in FRAPTRAN to calculate the Xe/Kr ratio. The thermal-mechanical
parameters in CABRI UO, tests, NSRR tests, and BIGR tests are used to validate

the models.
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1.5 Thesis organization

This reports consists of six chapters.

This chapter (Chapter 1) provides an introduction to the issues of high burnup
fuel behavior during RIA conditions, and to describe the motivation, objectives, and
analysis tools used in the thesis.

Chapter 2 then describes fission gas release and swelling models.

Chapter 3 presents the development of heat transfer models during reactivity
initiated accident conditions.

Chapter 4 presents a model for the PCMI failure of the high burnup fuel in most
test conditions.

Chapter 5 are the applications of the models to LWR conditions. The two con-
ditions representing the reactivity insertion are the Hot Zero Power (HZP) condition
of a PWR and the Cold Zero Power (CZP) condition of a BWR.

In chapter 6, the work is summarized, concluding remarks and recommendations

for future work are made.
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Chapter 2

Modeling fission gas release and

swelling

2.1 Introduction

This chapter describes fission gas release and swelling models developed for high
burnup UO, fuel during RIA and their implementations in the FRAPTRAN and
FRAPCON codes.

The fission gas inventory prior to an RIA transient is systematically established.
Fission gas at the grain boundaries and in fuel matrix are provided by simulating
the base irradiation of each test case by FRAPCON code. The fission gas in the rim
pores is calculated based on a new high burnup structure model accounting for the

depletion of fission gas from fuel matrix.

A new method is developed in the thesis to couple the fission gas induced de-
formation of pellet under the constraint of cladding with the existing fuel thermal
expansion model, FRACAS-I, in FRAPTRAN. Gaseous swelling accounts for both

the rim pore relaxation and fission gas thermal expansion.

All models are validated by extensive database covering simulated RIA tests from
NSRR, CABRI and BIGR.
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2.2 Fission gas release

Due to the insolubility of gaseous fission products in UQO, the fission gas is either
trapped into the natural or irradiation induced defects or released to a free volume
like cracking, open porosity, and fuel surface. The fission gas can precipitate in the fuel
matrix in the form of intragranular bubbles or at the grain boundary as intergranular
bubbles.

Gaseous fission products such as Xe and Kr released into plenum could increase
the internal pressure of the fuel rod and degrade the heat transfer. Therefore, fission
gas release is a very important parameter affecting fuel performance.

For high burnup, the fission gas inventory is increased at grain boundaries and
in the rim region where there is high fission gas content due to local radial power
peaking. As burnup is above 40-50 MWd/kgU, fractional fission gas release tends
to increase rapidly. During a transient condition, thermal shock entailed cracking or
fuel fragmentation promotes additional release path connecting the free volume to
the grain boundary fission gas. For example, post irradiation examination (PIE) of
simulated RIA indicates a large fraction of fission gas is released (5 to 30%). They
contribute additional pressure loading on the cladding besides filling gas, and increase

the possibility to fail the cladding.

2.2.1 Mechanism of steady state fission gas release

The generally accepted mechanisms for fission gas release in LWR fuels are:

e Athermal release
After a nuclear fission reaction, fission fragments are born with significant ki-
netic energy. They, as heavy charged particles, will generally be stopped in the
fuel matrix via the Coulomb forces of the electrons. If this process happens
near a free surface within the range of fission fragments motion of around 10
pm gaseous products in the fragments might be released directly to the free

volume.

The elastic collisions between lattice atoms and fission fragments or neutrons
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will displace atoms from the lattice. These displaced atoms, called primary-
knock-ons, can further collide with other atoms to produce a cascade of collision.
Any gaseous atoms in the fuel matrix might be knocked out in a collision and

be released to a nearby free volume if they obtain sufficient kinetic energy.

Both of the recoil and knockout process are independent of temperature. They
are the dominating mechanisms of fission gas release at low temperature (less
than 600 °C). They generally contribute a small fraction of fission gas release
unless high open porosity are available to increase .the specific surface of open

porosity.

When burnup increase, high porosity and grain subdivision are formed in the
rim region, which gives additional surface, thus increasing the possibility of
fission gas release. This athermal release had been modeled by some research

work to explain the enhanced fission gas release of high burnup {15] [11].

However there is an argument that pore coalescence and initial channeling of
porosities will not take place at the outermost rim until local burnup is very high
(> 150 MWd/kgU) [16]. By Monte Carlo simulation according to porosity and
pore size distribution in the rim region, Koo concluded that above a threshold
porosity of 24%, the number of rim pores forming release channel increases
rapidly [17]. Spino pointed out that 24% is too low considering the experimental

results and supporting evidence from 3-D pore-reconstruction technique [18].

An alternative explanation of the enhanced fission gas release of high burnup
fuel is that a restructured rim serves as an added thermal resistance of the
fuel, thus increasing fission gas release via the thermal diffusion mechanism by

raising fuel temperature.

Thermal diffusion controlled release

An increase of fuel temperature causes an increase of mobility of gas atoms
due to lattice diffusion as illustrated by a typical diffusion coefficient shown in
Figure 2-1. Gas atoms are able to migrate along a temperature gradient to a

favorable sink like grain boundaries. Precipitated gas bubbles may further grow
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via the incoming atoms and vacancies. At a certain point, when bubbles touch
a free surface like open porosities or cracks, the fission gas would be released to

the free volume. The classic model is Booth’s diffusion model [20], in which the

Xe diffusion coefficient
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Figure 2-1: Xenon diffusion coefficient at a fission rate of 36 W/g [19]

fuel grains are assumed to be spherical and a perfect sink is set as the boundary

condition at a grain boundary.

% = %D%H%C(r, t) + B(t) (2.1)
Initial condition:
C(r,00=0
Boundary condition:
C(a,t)=0
) 0=0



An analytic solution for the fractional fission gas release is thus obtained by

solving the diffusion equation:

F, =1- 6o’ + Ba® f: 1 exp(—n?nDt/a?) (2.2)
release = ° T 90Dt * wiDE Lt mt T ‘

An approximation for Feqse < 57% is:

Dt \1/2 Dt 2Dt
P 4o — 3% for TF <L 03
release = 0.4342 6(e'1—e"'2Dt/“2)a2 x2Dt ( : )
1'— w2 Dt - 3Dt fO'I" a,§ Z ]'7

where D is the gas diffusion coefficient in m?/s, a is the grain radius in meters
and t is the time in seconds. ((t) is the gas production rate. Along the same
line, many mechanistic models have been developed. Speight proposed a model
to account for the trapping of intragranular bubble and irradiation induced
resolution [21]. White and Tucker developed a model with an elaborate tunnel
network accounting for the gas transfer through an intermittent open grain-edge
tunnel network [22]. Forsberg and Massih developed a model with grain bound-
ary saturation as the condition for fission gas release from grain boundary to the
free volume [23]. Kim theoretically analyzed a two stage release accounting for
lattice diffusion as well as grain boundary diffusion and demonstrated that the
model can explain the burnup enhancement of fractional fission gas release [24].
Koo proposed a model consisting of two module: grain face and grain edge, the
interlinkage of fission gas at the grain edge by swelling is a prerequisite condition
for fission gas release [25]. Given the simplicity and computational efficiency,
Massih’s model had been adopted in FRAPCON. Accounting for the resolution
of intergranular bubbles, Forsberg and Massih changed the boundary condition
to

C(a,t) = b(t)AN(t)/2D (2.4)

where N = surface gas concentration, A = resolution layer depth and b =

resolution rate. They use an approximation of the integration kernel K to
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express the fission gas accumulation at the grain boundary and in the fuel

grain.
/ 4rr®C(r, t)dr = / K (7 — 719)Bc(70)dTo (2.5)
0 0
Be = IB/D
T=Dt

K = 8a%/m Z exp(—n®n®1/a?)/n?

n=1
In a new published paper [26], a four-term approximation of the integration
kernel is made. This is used in FRAPCON 3.3 [27]. In FRAPCON, the resolu-
tion rate is treated as an adjustable parameter. The partition of fission gas is
defined as:
AGResolved = AGRF/(1+ F) (2.6)

AGg = AGS/(1+ F) (2.7)

where, F is an adjustable multiplier, AG% is the originally calculated fission
gas at grain boundary, AGp is the grain boundary fission gas after resolution.
The resolved fission gas at grain boundary as well as the fission gas in inter-
granular bubbles is also treated to be released when the saturation criterion is
met. The saturation criterion in Massih’s model is determined by an assumed

intergranular bubble size and critical surface fractional coverage:

47'bf (0)f [ 27
Nyt = —5—(— 2.8
sat 3kBTsin20(n, + ) (28)
where
v is surface tension of the bubble = 0.6 N/m?
r is bubble radius = 0.5 micron
kg is Boltzmann constant

T is the temperature in K
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pg is the hydrostatic pressure in Pa

fe is the fractional coverage of grain boundary at saturation = 0.25

0 is the dihedral half-angle = 50 °

f(6) =1—3cosf/2 + cos® /2.

This model has been validated by 28 steady state cases with a standard deviation
of 2.8% FGR and 18 power ramp cases with a standard deviation of 5.3% FGR

[28]. Before the saturation criterion is reached, the gas accumulation at the
/
/
/

o rp

Grain boundary \ I 7Il

Figure 2-2: Illustration of intergranular bubble

grain boundary can be calculated by the Massih model. This provides a fission
gas inventory available for the transient burst release discussed in Section 2.2.2.
Thus the FRAPCON code had to be modified in our work to provide in the

output the pre-transient parameters characterizing the fission gas inventory for

RIA analysis.

2.2.2 Mechanisms of transient fission gas release

In post irradiation thermal annealing experiments, an initial rapid release has been

observed followed by release kinetics controlled by thermal diffusion [29]. This burst

release of fission gas from polycrystalline UO; is believed to be the venting of fission

gas accumulated at grain boundaries. Analogous to thermal annealing and other

temperature transients, an RIA transient leads to a very high heating rate at 10° K

/sec. Thus the burst release process should be the same as for the other. However

due to the short duration of a power pulse, bulk thermal diffusion is unlikely to be

activated. Micrographs from TEM shows that for a previously irradiated fuel held at
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1500 °C for 6 hr, no evidence of large amounts of gas collected at grain boundaries
[30]. Kashibe’s work also confirmed that the diffusional release is estimated to be less
than 1% during the 1500 °C and 6 hr annealing [31]. Given a power pulse duration
of only from 5 milliseconds to a few hundred milliseconds in simulated tests, even at
a higher temperature, a simple estimation based on diffusion theory can rule out the
bulk diffusion effects on fission gas release. Mechanisms of burst release involve two

possible pathways [32]:

o Interlinkage of bubbles by the growth of bubbles from the arrival of the vacancies

and gas atoms.

e Micro-cracking along the grain boundary due to the stress exerted by the over-

pressure of intergranular bubbles.

Both approaches or the combination of the above mechanisms have been adopted in
modeling transient fission gas release [32]. The nature of fast heating during an RIA
enables the cracking along grain boundary to be the more likely mechanism. This is
also evidenced by extensive fuel fragmentation observed in most of the RepNa tests

and in the NSRR tests [33].

2.2.3 Burst release model

Calculating the micro-cracking along the grain boundary requires detailed information
of bubble distribution and the stress field. This is often empirically modeled [25][34]:
the entire grain boundary gas inventory is assumed to be vented out instantaneously
as the linear power level changes and temperature exceeds a certain value.

In modeling fission gas release during RIA in the SCANAIR code [33], Lemoine
used the following condition for grain boundary separation:

PH (1—f

p>ps+7+ 7 )or (2.9)

where f is the grain surface gas coverage fraction, ps is the surface tension pressure

in Pa and o, is the fuel fracture stress in Pa. Some estimation of the GB gas content
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as a function of burnup in irradiated UO; and MOX have been made based on few

microprobe results [33].

We also use Eq 2.9 as the criterion for grain boundary separation. Recognizing that
the fission gas content in grain boundary depends largely on the irradiation history,
we use the Massih model in FRAPCON code to provide this fission gas inventory.
The grain surface gas coverage is also determined from the code calculation instead of
setting a constant value. For the rim region, in which the grain boundary information
is quite different from the central region of the fuel pellet, a threshold temperature
is set for fragmentation of the fuel. From the SILENE experiments, the temperature
threshold of fragmentation can be 2300-2400 K [35]. It is clearly lower in PWR fuel <
1500 K [35] and it is possible to obtain grain boundary cracking at a lower temperature
(around 900 to 1000 °K) [33]. In fact, the high burnup fuel disc experiment indicates
some fragmentation when temperature increases [36]. This can be rationalized by
the fact that high porosity appears in the rim region: increasing the porosity of UO,
from 5 to 16% causes a 70% reduction in fracture strength [29]. In our model, the

threshold temperature is set as 1400 K.

Therefore, transient fission gas release is assumed to occur as long as the fragmen-
tation occurs. Once the grain boundary is separated, fission gas would be released
through the grain boundary edges, faces, and corners as they are connected to free
volume of fuel. Neglecting the gas flow in the porous media, a simultaneous release

is assumed in this process.

So far, fission gas release during RIA tests has been measured by the rod punc-
ture, in which gas are collected with determination of total volume, interior void and
composition of the collected gas. PIE analysis using Electron Probe Micron-Analysis
(EPMA) provide additional information about the distribution of fission gas. But no

information concerning the kinetics of fission gas release is available.

A program of separate effects of fission gas release, SILENE, is undergoing to
obtain a better quantification of the kinetic aspects of fission gas under RIA transients

[35]. Our model can be further improved if such information becomes available.
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2.3 Swelling during transients

2.3.1 Modeling of high burnup structure

As an LWR fuel pin is irradiated to an average burnup of 40 MWd/kgU and a local
rim burnup range of 70-80 MWd/kgU, a typical high burnup structure is formed in
the rim region of the fuel pellet that depends on the fuel enrichment and neutron flux
spectrum. Post irradiation examination shows that this structure is characterized by
large micrometer sized pores that contribute a porosity of 10-20% in the rim region
of the fuel, and by formation of fine grains of the size of fractions of micrometers.

It is generally agreed that this micro-structure is due to the combination of high
burnup and low operating temperatures. It can be characterized by parameters such

as thickness of rim, porosity, pore size distribution and xenon gas depletion.

e Thickness of the rim region
The thickness of the rim region is generally correlated with the burnup. A

simple model based on the average burnup can be deduced from Ref. [37]:
Wrim = 1.02BUg, — 178 (2.10)

where BU,,, is the fuel radial average burnup in MWd/kgU and wyip, is the

thickness of the rim in pm

e Xenon depletion
The xenon depletion observed by EPMA indicates that the majority of the
fission gas produced during fuel irradiation is contained in the large rim pores.

A correlation for the amount of xenon is [38]:
..l 1
Xec =C— C(g + (BUQ - E exp(—a(BU - BU()))) (211)

where Xe, is the xenon concentration in %wt. ¢ is the xenon production rate
in %wt /BU, BUj, is a threshold burnup for the xenon depletion measured in

MWD /kgU and a is a constant measured in the reciprocal of BU units related
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to the xenon equilibrium concentration.

Porosity
The porosity is correlated to the radial position in the fuel by an exponential

formula:

P(r/ro) = a1 + exp(az + as(r/ro)) (2.12)

where 7¢ is the fuel radius and a,, a2, and a3 are burnup dependent parameters

as follows:

a; = 0.001144BU,,, — 0.02287 (2.13)
a3 = 1.05BU,,, — 100.6 (2.14)
a3 = —1.057BUp, + 99.01 (2.15)

It is fitted with experimental specimen for UO, initially with 3-5% U-235 and
covering burnup 40 MWd/kgU to 67 MWd/kgU and average linear heat from
170 to 230 W/cm as shown in Figure 2-3.

Pore size distribution
According to Ref. [39], the pore size follows the lognormal distribution in the
rim region except for the very outermost fuel region. The probability f(rp)dr,

that the pore radius is within 7, and 7, + dr;, is given as:

1 Inr, — )2
Flrpdry = —=— exp(—-(—n%’-;-yl-)drp (2.16)
p

where the pore size 7, is in m, 4 and o? are the statistical mean and variance
for Inr, respectively. To determine the parameters pu and o, the pore size
distribution of a 40.3 MWd/kgU sample is used [39]: 7pmin = 0.25 pm 7pmae

= 2.0 pm and 75 mede = 0.55 pm. Since:

Inrymes = p+ 30 (2.17)

In7pmode = P — o’ (2.18)
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We can get: p =-14.27, 02 = 0.1457.

To verify the assumption that the pore size distribution can be represented by
the same set of parameters, consider the dependence of porosity, P, on pore
number density, N. The porosity would depend linearly on pore size number
density if the pore size distribution is not dependent on burnup and radial

position. Therefore:
P(r[ro) = V(rp)N(r/ro) (2.19)

Where V is the average volume of each pore in m3:

_ 0 4
V= /0 —;rﬁf(rp)drp (2.20)
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Figure 2-3: Fitting of porosity in the rim region

44



Since we have:

Tp,maz — 2
/ 2 exp(— BE A

202
(14+n)(2u+0?+ naz))
2
m M + 0'2 + 'n0'2 — ln(rp maz) M + o2 + n0.2 - ln('rp m'in)
T (erf moz)y _ orf :
|3t (TR ey g 2200 )
(2.21)

= — g exp(

The average volume of pores is obtained as:

V(r,) = - 4; 2,u+3a ))\/—

(ot (132 \};j(’"pm““) et (LE 32 amn)

(2.22)

Figure 2-4 plots the experimental porosity versus pore number density at a
certain radial position for burnup from 40.3-67 MWd/kgU. As can be seen, the

above parameters can reasonably represent the pore size distribution.

e Thermal conductivity of high burnup fuel
It is generally accepted that the thermal conductivity of UO, will degrade in

the irradiation environment. This can be attributed to:
— Build-up of solid and gaseous fission products
— Presence of radiation defects
— Formation of porosity
At a temperature below 1900 K, the elementary theory of conductivity of a solid

UO, describes the lattice vibration as the mechanism of heat transport in the
ionic solid [29]. This is usually described by:
1

K= (2.23)

where A and B are coefficients accounting for phonon-defects and phonon-
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phonon scattering respectively. At a higher temperature above 1900 K, an
electronic conduction may dominate. This contribution is reflected by adding

another term Sezp(—2).

For high burnup fuel, attempts have been made accounting for each separative
effect due to irradiation defects, fission products solutions and precipitates in
the thermal conductivity model [40}[41]. However, the complexity of irradiation
environment and the difficulties in the measurement often obscure distinctions
among each separative effect. Other semi-empirical models are developed to
fit the experimental data. [3, 42, 27]. The current thermal conductivity model
developed by PNNL in FRAPTRAN and FRAPCON code was modified on the
basis of NFI model [42]. Thermal conductivity of UO, calculated by the model
in FRAPCON for a burnup up to 150 MWd/kgU is shown in Figure 2-5. None
of the above models address explicitly the rim structure, although in the range

of burnup where the model is validated, the rim structure should have appeared.
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Figure 2-4: Porosity vs. pore number density
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Figure 2-5: Thermal conductivity calculated by FRAPCON model

It is recognized that the high porosity in the rim structure could contribute to
further degradation of thermal conductivity [40]. Accounting for this effect, Koo
presents a model showing additional 20% reduction of thermal conductivity in
Halden’s thermal conductivity model [43]. However measurement of thermal
conductivities of both high burnup disc and PWR. fuel up to 100 MWd/kg
indicate that the thermal conductivity degradation at the rim is not so severe
as it would have been without the rim structure [36, 41, 44]. This may be
explained as damage recovery [44] or removal of fission gas from the fuel matrix

[36].

To verify the applicability of the PNNL model, the data for thermal conductivity
of high burnup structure listed in Table 2.1 are used to compare with the model

calculation.
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The data from ref. [36] is normalized to 95% theoretical density by the the

equation below [41].
Kos(T) = _—__—11——0£3{$)1)

where f(T) = 2.6 — 0.57/100, and P is the porosity. Prediction of the thermal
conductivity at 95% theoretical density by the PNNL model and Halden model

K(T)

compared with the experimental data are shown in Figure 2-6 and Figure 2-7
respectively. PNNL model shows 5% under-prediction of the thermal conduc-
tivity at a typical operating temperature of rim around 800 K. Halden model
under predicts the thermal conductivity by 10%. Thus in the analysis of RIA,
we have adopted the PNNL model.

2.3.2 Modeling of rim pore relaxation

A Transmission electron microscopy (TEM) observation was made on the rim of a

BWR fuel pellet with an average burnup of 49 MWd/kgU by Nogita and Une [45]. The

micrograph of the surface of gas pores shows extremely high density of dislocations,

which suggests that they contain fission gas at high pressure. For a spherical bubble,

Table 2.1: Thermal conductivity of high burnup fuel

T(K) Tir®=700K® Tir=730K Tir=973K ¢ Tirr = 873 K

Bu = 8 Bu = 96 Bu = 922 Bu = 998
MWd/kg MWd/kg MWd/kg MWd/kg

490 - - 1.72 1.67

500 2.18 2.06 - -

550 2.16 2.04 - -

600 2.14 2.03 - -

650 2.12 2.01 - -

700 2.10 1.99 - -

750 2.08 1.97 - -

800 2.07 1.95 - -

%Tirr is the irradiation temperature.
®Data in columns 2-3 are normalized to 95% theoretical density [41].
“Data in columns 4-5 are not normalized [36].
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Figure 2-6: Comparison of FRAPCON model with experimental thermal conductivity

the criterion of onset of dislocation punching is:

Pez = pb/T (2.24)

where, p., is the excess pressure above equilibrium, p is shear modulus, r is the
radius of bubble and b is the Burgers vector (the parameter characterizes the slip
of dislocation lines in crystalline solids). b = 0.39 nm for UO; [29].The pressure is

estimated to be 194 to 48 MPa for bubbles in 0.5 to 2 um using Eq 2.24 [45].

Assuming that the xenon depletion in the rim is equal to the fission gas of the
pores, Koo quantitatively estimated the pressure is 477 MPa in a pore with radius 0.5
pm using the data from Spino’s experiment [37]. This pressure seems unrealistically
high as compared to the pressure that can induce plastic flow of the surrounding fuel

matrix.

To evaluate swelling of the pores under transient condition, we re-evaluate the
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Figure 2-7: Comparison of Halden model with experimental thermal conductivity

excess pressure of rim pores. By equating fission gas in the rim to the pores, we get:

Xedrr)or(G20) = (2Ll / )Py, (225)

B+k T

where p; is the fuel density in kg /m3, Ny is Avogadro’s number and My, is the

Xe atomic mass in kg /mole.

Neglecting hydrostatic pressure, the pressure in the rim pore is expressed as:

p=— (2.26)

Tp

where C is a function of temperature and burnup in N/m. Plugging the above equa-

tion into Eq 2.25, we obtain:

Crs oy
p (Inr, — p) )dlnrp=\/90 Xe, Nav

/ooo(CB+7I;:BTrp)eXp(_ 907 (TG eV 221
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At a certain burnup, the integral on the left hand side is evaluated by the adaptive
Simpson method over a range of (-30, 30) of the pore size distribution for a given
C. By changing the initial guess value of C, the integral is obtained as a function
of C. Comparing the calculated integral with the right hand side of the equation,
the C that satisfies above equations is determined by a numerical interpolation. This
numerical procedure however is less favorable to be implemented into a fuel code.
Thus an analytical approximation is obtained in the following way: given the fact

that the pore size follows a log normal distribution, the function

 exp(—(lnr, — p)?/20%)

P Jono (2.28)
is approximated by a ¢ function
S 1) T;::laz . exp(—(In \;%_0#)2 /20?) dr, (2.29)
where, 7, satisfies: 2 g
d_i; [7,19e><1>(—(1n Eau) /20 )] _0 (2.30)
750 = exp(p + 0°) (2.31)
Plug Eq 2.29 into Eq 2.27, we get:
47C maz  exp(—(lnr, — p)?/20?)
3BC/rpo + 3KT /,p’m p Vono ar
=T 330/21:? T 3ere Pt 202)\@ (232
e BEC A )

Given the value of right hand side of Eq 2.27, C can be easily determined by Eq 2.32.
Both the analytical solution and the numerical solution are listed in Table 2.2. As
can be seen, this approximation gives very reasonable agreement with the numerical
evaluation. The excess pressure as a function of burnup and pore radius is plotted in

Figure 2-8. It is slightly lower than Nogita’s analysis. This pressure is more realistic
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since Nogita’s analysis actually gives an upper bound of the excess pressure.
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Figure 2-8: Pore pressure vs. pore radius at different burnup

The driving force for swelling can be either influx of vacancies or internal pressure
inside the pores. Because of the starvation of vacancies in the rim regions where the
pore is already over-pressurized. The mechanism of swelling is more likely due to the
driving pressure. When the pressure exceeds the yield strength of the surrounding
matrix, it pushes a dislocation into the matrix [19]. Thus we propose a mechanical
equilibrium model described as follows: during the transient, as the local rim temper-

ature increases, the pore pressure is first calculated using the xenon state equation.

Table 2.2: Coefficient of excess pressure of rim pores
BU (MWd/kgU) C (N/m) Numerical C(N/m) Analytical.

52 19.74 19.66
62 32.8 33.32
72 45.5 47.11
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If the pore pressure exceeds the equilibrium condition:

C
p> - + pH (2.33)

p

where py is the hydrostatic pressure. The pore relaxation is assumed to occur by
induction of the local plasticity in the fuel surrounding the pore (by punching dislo-
cation loop). The pore volume increases by mr2b [19]. The new radius of the pore,

after pushing a dislocation, is

3b
47'p,old

Tpnew = Tp,old(]- + )1/3 (234)

where, b = 0.39 nm is the Burgers vector for UO;. The volume increase continues

until the equilibrium condition (2.35) is reached.

C
p= - + PH (2.35)

P

At the pellet radius r, the volume change due to the pore relaxation is then:

AV(r/r0) = N(r/re) [ 553 = TS 1) (2:36)

The fuel swelling due to the rim pore relaxation is added to the fuel thermal expansion
term and affect the cladding deformation by imposing that the clad outward radial
displacement follows that of the fuel during PCMI.

2.3.3 Coupling with FRACAS-I model in FRAPTRAN

The intergranular bubbles are assumed to be in the lenticular form in equilibrium
status as described in the Forsberg-Massih model. During a short transient, influx
of vacancies and diffusion of gas bubbles from interior grain are unlikely to happen,
thus the growth of intergranular bubbles is negligible.

After grain boundary separation, the grain boundary fission gas is assumed to mix

in the porous fuel medium. subjected to a hydrostatic pressure if the P/C gap is still
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closed. Thermal expansion of the grain boundary fission gas contributes to the load
on the cladding.

The FRACAS-I mechanical deformation model in the FRAPTRAN code assumes
no resistance to the fuel deformation occurs during the PCMI. For a strong PCMI
which induces high interface pressure, it is necessary to consider the constraint by
the cladding on fission gas expansion.

Therefore, we develop a two step method in the FRAPTRAN code to couple our

fuel swelling model with the existing mechanical deformation model FRACAS-I:

1. Predict the state of stress and strain of the cladding due to thermal expansion

of the pellet by the FRACAS-I rigid pellet model.

2. Correct the above solution by calculating the incremental displacement due to

fission gas by linearizion of the Generalized Hook’s law and Prandtl flow rule.

This method admits that fuel thermal expansion is the primary force during PCMI
and the fission gas thermal expansion contributes the secondary loading. At each time
step, when deformation of the cladding is calculated by the FRACAS-I model, an
incremental displacement is given by the fission gas thermal expansion. This solution
must satisfy the stress and strain of cladding due to any displacement loading as well
as the gas state equation. It is schematically illustrated in Figure 2-9.

Neglecting the radial stress, the generalized Hooke’s law is written in the following

form:
1 P
Eg = E(O’g - I/O’z) +é&5+ dEz +er (237)
1
€, = E(az —vog) + €L+ del +er (2.38)
& = —%(ag +0,) + & +de? +ep (2.39)

where, 8, z and r refer to the hoop, axial and radial direction respectively. P is the
accumulated plastic strain. de® is the increment of plastic strain. er is the thermal
strain of cladding. All variables except e? refers to the current time step following

the same convention as used in Ref. [12] in describing the FRACAS-I model.
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Figure 2-9: Illustration of fission gas induced deformation
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Displacement of the cladding inner surface is:

u(rs) = Feq — %e, (2.40)

where, ¢ is the thickness of cladding and 7 is the average radius of cladding. Plugging
Eq 2.37-Eq 2.39 into Eq 2.40 we obtain:

“(fi)

1
= E(O’g —vo,)+eh+def +er (2.41)
Given axial strain at the cladding inner surface, we can calculate the stress as:

A Ap o B,

= (2.42)
Ay Ay g, B,
where
vt
= 14 —-
An t 97
t
A12 = I/(§ - 1)
An = —v
A22 =1
;) Et
B, = E-u(—f—) + 51_-:-(6“; + de? +er) — E(ely + de) + e7)
By, = E(e,— €l —def —er)
Hoop and axial stresses can be obtained explicitly as:
B1Ag — By Ay,
oy = 2.43
* = Ay Anks (243)
B;Aqy; — B1A
o, = 2411 1421 (2.44)

A1 Ay — Ao Ay
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The variation of hoop and axial stress is

0B1Ag — 0ByA12
Y = 2.45
e A11Axn — A12An (2.43)

0By Ay — 6B Ay
oo, = 2.46
A1 Ay — App Ay ( )

Assume ée, = 0, we obtain

5B, = %6u(ri)+%5def—E5de§ (2.47)
6By = —Ebe® (2.48)

Following the Prandtl-Reuss flow rule, we have:

3 1
dEZ = 27%(0.0 - "3"(0'0 + O'Z))dep (249)
3 1
P o _Z P
de? %, (0, 3(09 +0,))de (2.50)
de? = —(deh+ deb) (2.51)

With von-Mise yield criterion, the effective stress is:

Oe = \/ (9~ 02)22_’- % + o2 (2.52)

Correspondingly, the variation of effective stress, and plastic strains are as follows:

0o = —3—(59609 + S,d0,) (2.53)
20,
do,
p_ 9%
de? = 2 (2.54)

where Sy and S, are deviatoric stresses in hoop and axial directions respectively. E,

is the plastic modulus.

Since during the loading in the closed-gap regime, the ratio of hoop to axial stress

is close to 1.0 and radial stress is negligible, we can assume the variation of the ratio
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of deviatoric stress to effective stress is negligible and get equations below:

5ds§ = 2 ode? (2.55)
p — _2 p
dde? 2035’ ,0de (2.56)
0de? = —(bdel) + 5deP) (2.57)
Let
A1 = Ag/(An1ds — ApAs)
Ay = Ap/(Andxn — ApAs)
H1 = An/(Aquz - A12A21)
H2 = Azl/(A11A22 - A12A21)
Then we get
Cn C ) ME/T
11 G2 o _ 1B/ Su(r:) (2.58)
Cy Cxp do, _,UZE/F ‘
where
_ Et 1 359 Et 1 E 30’9 30’z
Cu = 1+)\1(2_ E)E2(2 e) +( %5 A2E)(208 (206)
_ Et 1,35 Et 1 E. 30,4
Crp = )\1( )‘E—( )( )+(/\1 o 5, /\252)(206)
Et Et 1 E 304,30,
Cn = ‘N2( )E( )( #2-2—77@;"'#1@;)(2 (208)
. Et 1 359 39, Et 1 E 30,9
022 - 1—/'1'2(2— )E 20e)(2 e)( /'1’22 E2+ E2)(2 e)

We can get the variation of hoop stress as:

)\1022 + #2012 5U(T’¢)E
Ci1Co — C12Cy 7

805 = (2.59)
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The interface pressure is given by:

_tog+ b,
= -

P (2.60)

We have:
1

where:
Bt MCop+ pCry

K==
;7 C11C2 — C1Chz

On the other hand, the fission gas in the fragmented zone follows the ideal gas

law. In a cylindrical pellet with unit height, the volume of fission gas is:
1 Tf T
Vias = / / wdrdz (2.62)
0o Jo P

Where 7 is the radius of pellet. The swelling strain due to fission gas is:

‘/yas
Eswl = 37!'_7'?- (263)
Radial displacement due to fission gas is:
Jo! 2n(r)RTrdr

) = 2.64
) = g (2.64)

The displacement due to fission gas thus is:

P 1 4K [77 2n(r)RTrdr

0u = —=—+ —=4/ P? 0 2.65
YTk T 2K\/ * 3rs (265)

Therefore by assuming:
e the variation of axial stress due to fission gas effect is zero, and

e the ratio of deviatoric stress to the von-Mise stress remains unchanged

an analytical solution for the incremental displacement due to fission gas is obtained in

Eq 2.65. Then with the correction of fission gas induced displacement, the FRACAS-I
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model predicts the state of stress and strain accounting for this incremental displace-

ment.

2.4 Gas release and fuel swelling model implemen-

tation

2.4.1 Model validation

Test cases used for comparison with the model include irradiated UO; fuel in CABRI,
NSRR and BIGR simulated RIA tests. When the model was being developed, only
the data from CABRI and NSRR were available from literature. This set of test cases
from CABRI and NSRR has been subdivided into two groups: one group for model
parameter fitting and the other for model validation. Later on, the data from BIGR
simulated RIA became available and were used for further validating the model.

The FGR predictions by the modified FRAPTRAN for the NSRR and CABRI
test cases are shown in Figure 2-10. The fuel code gives good agreement with the
experimental data except for large under-prediction of HBO2, HBO3 and HBO4. The
absolute error of FGR is 4.9% for the fitting cases and 5.6% for the validation cases.
BIGR test data serves as another set of independent data to compare the models.
The prediction by our model in FRAPTRAN 1.3_MIT as well as a modified version
of FRAPT-6 [9] are compared with the measured FGR in Figure 2-11. Although
FRAPTRAN1.3 MIT generally underpredicts FGR it still gives a standard error not
exceeding the validation cases in Figure 2-10.

One uncertainty comes from the fission gas inventory prediction during steady
state. This involves more detailed comparison of the radial fission gas distribution
calculated by the Massih Model in FRAPCON with PIE analysis. Only one segment
rod GE-2 in the Third RIS@ Fission Gas Release Project is compared at a terminal
ramped power of 41 kW/m in the FRAPCON code. Given that the standard error
for the steady-state cases is 2.8% FGR, and the standard deviation for the power

ramp cases is 5.3% FGR [27], we can see this prediction during RIA transient is

60



4 11 Cases for model fitting (standard error = 4.9% FGR) ]

30 i ¢ 18 Cases for model validation (standard error = 5.6% FGR) i

+6%

Calculated FGR (%)

30
Measured FGR (%)
a 11 Cases for model fitting (relative error = 71%)
35 ¢ 18 Cases for model validation (relative error = 48% )
30 + o
Ve
KR " 25%
% e
9 20 ¢ //“.0 5%
B A
it e —
% 15 e o o -~ HBO3
| ¢ /ﬁ./A a2 ¢
O10 & L. ST HBO2  ypo4
rS ~ > *
a .~ - . A .
5t e
==
0 1 1 1 1 1 —
0 5 10 15 20 25 30
Measured FGR (%)

Figure 2-10: Prediction of fission gas release for CABRI and NSRR cases
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Figure 2-11: Prediction of fission gas release for BIGR cases

reasonable. The model assumes that the fragmentation in the rim region will also
contribute to the prompt fission gas release. To verify this assumption and to validate
the fission gas distribution in detail. The Xe to Kr ratio is also calculated to compare
with the measured one. Since the ratio of Xe/Kr from fission of plutonium isotopes is
higher than uranium isotopes, this ratio has generally been considered as an indicator
to track fission gas release from the rim structure where there is a high content of

plutonium isotopes.

A calculation by the MCODE 1.0 [14], which couples the particle transport code
MCNP 4c3 and isotope generation and depletion code ORIGEN 2.1, has been per-
formed to generate the radial profile of Xe/Kr ratio for PWR fuel and BWR fuel
tested in NSRR. A single pin cell model shown in Figure 2-12 has been employed
to perform the calculation by MCODE 1.0. Since the test rods in NSRR are short
refabricé.ted rods and have uniform axial burnup profiles, the 2-D pin cell model is
able to represent the isotope generation and depletion in such rods. Figure 2-13 and

Figure 2-14 give the Xe/Kr ratio in rim region as well as in the whole cross section as
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Figure 2-12: Tllustration of pin cell model [14]

a function of radial average burnup. Range of enrichment of test cases is from 2.6%
to 4.5%. The measured Xe/Kr ratios are also plotted on the figures. Most of the
data are bounded by the rim region curve and whole cross section curve (“total” on
the plots in Figure 2-13 and Figure 2-14) except for some BWR fuel: TS5, FK5 and
FKT.

The formula to calculate the Xe/Kr of released fission gas is given as follows:

Xe/Kr = Ez]\il ni/(1+ (Xe/Kr);)

SV na(Xe/Kr)i/(1+ (Xe/Kr):) (2.66)

where n; is the quantity of total fission gas released at the i —th radial node, (Xe/Kr);
the Xe/Kr ratio at radial node i. n; is predicted by the FGR model in the FRAP-
TRAN code. The Xe/Kr radial profile is calculated by MCODE 1.0. The Xe/Kr
ratio is compared with that obtained from rod punctures in NSRR tests as shown in
Figure 2-15 and Figure 2-16.

Analysis of the Xe/Kr ratio of HBO2-HBO4 indicates that the large under-
prediction of fission gas release in Figure 2-10 is partially due to the under-prediction

of the fission gas release from the rim region. Figure 2-16 shows more clearly there
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Figure 2-13: Xe to Kr ratio for PWR fuel vs. burnup
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Figure 2-14: Xe to Kr ratio for BWR fuel vs. burnup
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is an over-prediction of Xe/Kr for TS5, FK6 and FK7. As shown in Table A.4,
all of these cases have larger FGR during base irradiation. This may lead to more

uncertainty in fission gas distribution prior to RIA transients.

+1

12 ¢ -
115 Standard Error = 0.85 P
ol _~"HBO7 HBO3 -1
11 _ ~HBO6 P
glos . //// * ////
> 10 e HBO2 .-~ HBOA4
s P -
g 95 - el 012 mad ¢ .
o 'd
§ 9 rad . 7 o GK1
< - -
@) 8.5 | /// ///
8 7~ -7
P
//
75 + P
7 I L J
7 8 9 10 11 12
Measured Xe/Kr

Figure 2-15: Validation of Xe to Kr ratio for PWR fuel

Figure 2-17 gives predictions of the permanent hoop strains by the modified
FRAPTRAN code. The large scattering of these data points is largely due to the
lack of detailed pre-transient state of the test fuel rod. Ref. [46] states that some
preconditioning may lead to the fuel chips in the P/C gap, which effectively decrease
the gap thickness. Ref. [47] shows that the frictional model is missing in the fuel
code.

To reveal the effects due to fission gas, the prediction of the permanent hoop
strain by the modified code as compared to the original FRAPTRAN code is given
in Figure 2-18. The model predicts the fission gas induced hoop strain during PCMI
is less than 0.3%, much smaller than that due to the thermal expansion of the pellet.
The only large improvement of GK1 however is found in the high temperature phase.
Figure 2-18 gives the peak value of measured permanent hoop strain. Since the

uniform axial power profile in NSRR cases can’t produce the local ballooning type
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Figure 2-16: Validation of Xe to Kr ratio for BWR fuel

deformation. This might be the reason of the large under-prediction of OI2.

Figure 2-19 gives the prediction of average permanent hoop strain by the FRAP-
TRAN 1.3_MIT and the calculation by Russian codes [9]. Table 2.3-Table 2.14 list de-
tailed calculation results. These BIGR cases generally have larger enthalpy deposition
and more ductile cladding to survive the PCMI phase. Thus the large deformations

are mainly due to the pressure loading.
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Figure 2-17: Prediction of permanent hoop strain for CABRI and NSRR cases
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TRAN 1.3.MIT

67



¢ FRAPTRAN 1.3_MIT 0RAPTRA-5 A FRAPT-6

=12 ¢
S
5§10 -
8 !
o : A®
S 8 ¢
=
5 A
g 6 =
Eoal .
A s,
gl A A
2 3 o o
= 2+ 8 O 8 e
2
(3]
UO L i 1 1 ] ]
0 2 4 6 8 10 12

Measured permanent hoop strain (%)

Figure 2-19: Prediction of permanent hoop strain for BIGR cases

Table 2.3: Test Results for fuel rod RT'1

Parameter Measured Calculated
FRAP-T6 RAPTRA-5 FRAPTRAN1.3.MIT

Bunrup (MWd/kg) 48.3 - - -
Base FGR (%) 2.85 - - 1.36

Initial Gas Pressure 2.1 2.1 2.1 2.1
(MPa)

Peak Fuel Enthalpy - 142.9 141.6 142.3
(cal/g)

Fuel Maximum - 2323 2327 2102
Temperature(K)

Peak Cladding - 1111 1162 1347.6
Temperature (K)

Permanent Hoop 2.20 2.66 1.86 241
Strain (%) :

Fission Gas Release 22.8 15.5 - 15.61 (2.2% from
(%) rim)
Rim size (micron) 60 - - 60

Fuel Failure Unfailed Unfailed Unfailed Unfailed
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Table 2.4: Test Results for fuel rod RT?2

Parameter Measured Calculated

FRAP-T6 RAPTRA-5 FRAPTRAN1.3.MIT
Bunrup (MWd/kg) 48.0 - - -
Base FGR (%) 2.85 - - 1.32
Initial Gas Pressure 2.1 2.1 21 2.1
(MPa)
Peak Fuel Enthalpy - 114.3 116.2 115.5
(cal/g)
Fuel Maximum - 1963 2011 1825.6
Temperature (K)
Peak Cladding - 982 1019 1232.9
Temperature (K)
Permanent Hoop 0.63 1.94 0.88 1.81
Strain (%)
Fission Gas Release 16.1 14.3 - 12.3  (0.0% from
(%) rim)
Rim size (micron) 60 - - 60
Fuel Failure Unfailed Unfailed Unfailed Unfailed

Table 2.5: Test Results for fuel rod RT3

Parameter Measured Calculated

FRAP-T6 RAPTRA-5 FRAPTRANL.3MIT
Bunrup (MWd/kg) 47.5 - - -
Base FGR (%) 2.85 - - 1.2
Initial Gas Pressure 2.1 2.1 2.1 2.1
(MPa)
Peak Fuel Enthalpy - 138.6 137.2 133.6
(cal/g)
Fuel Maximum - 2266 2279 2030.8
Temperature (K)
Peak Cladding - 1104 1127 1296.5
Temperature (K)
Permanent Hoop 2.00 2.46 1.55 1.85
Strain (%)
Fission Gas Release 21.3 15.3 - 13.7 (0.8% from
(%) rim)
Rim size (micron) 60 - - 60
Fuel Failure Unfailed Unfailed Unfailed Unfailed
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Table 2.6: Test Results for fuel rod RT4

Parameter Measured Calculated
FRAP-T6 RAPTRA-5 FRAPTRAN1.3.MIT

Bunrup (MWd/kg) 60.1 - -

Base FGR (%) 2.82 - - 2.23
Initial Gas Pressure 2.1 2.1 2.1 2.1
(MPa)

Peak Fuel Enthalpy - 125.3 123.9 126.2
(cal/g)

Fuel Maximum - 2099 2126 1967.2
Temperature (K)

Peak Cladding - 1110 1099 1037.1
Temperature (K)

Permanent Hoop 3.70 3.23 1.77 2.11
Strain (%)

Fission Gas Release - 17.1 - 18.1 (83% from
(%) rim)
Rim size (micron) 175 - - 175
Fuel Failure Unfailed Unfailed Unfailed Unfailed

Table 2.7: Test Results for fuel rod RT5

Parameter Measured Calculated
FRAP-T6 RAPTRA-5 FRAPTRAN1.3.MIT

Bunrup (MWd/kg) 48.6 - -

Base FGR (%) 4.46 - - 1.18
Initial Gas Pressure 2.1 2.1 2.1 2.1
(MPa)

Peak Fuel Enthalpy - 146.4 145.6 146.2
(cal/g)

Fuel Maximum - 2353 2379 2151.5
Temperature (K)

Peak Cladding - 1125 1175 1358.2
Temperature (K)

Permanent Hoop 2.70 2.83 2.01 2.84
Strain (%)

Fission Gas Release 26 16.6 - 155 (2.6% from
(%) rim)
Rim size (micron) 60 - - 60

Fuel Failure Unfailed Unfailed Unfailed Unfailed
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Table 2.8: Test Results for fuel rod RT6

Parameter Measured Calculated
FRAP-T6 RAPTRA-5 FRAPTRANI1.3.MIT

Bunrup (MWd/kg) 47.8 - -

Base FGR (%) 2.41 - - 0.5
Initial Gas Pressure 2.1 2.1 2.1 2.1
(MPa)

Peak Fuel Enthalpy - 152.5 152.7 152.5
(cal/g)

Fuel Maximum - 2421 2459 2213.8
Temperature (K)

Peak Cladding - 1157 1207 1406.9
Temperature (K)

Permanent  Hoop 3.20 3.36 2.39 2.86
Strain (%)

Fission Gas Release 26 18 - 156 (24% from
(%) rim)
Rim size (micron) 60 - - 60

Fuel Failure Unfailed Unfailed Unfailed Unfailed

Table 2.9: Test Results for fuel rod RT7

Parameter Measured Calculated
FRAP-T6 RAPTRA-5 FRAPTRAN1.3.MIT

Burnup (MWd/kg) 60.3 - - -

Base FGR (%) 1.15 - - 2.2
Initial Gas Pressure 2.0 2.0 2.0 2.0
(MPa)

Peak Fuel Enthalpy - 131.7 136.4 140.3
(cal/g)

Fuel Maximum - 2183 2251 2110.9
Temperature (K)

Peak Cladding - 1146 1126 1223.2
Temperature (K)

Permanent Hoop 2.07 3.68 2.73 2.9
Strain (%)

Fission Gas Release 26.8 17.5 - 184 (9.1% from
(%) rim)
Rim size (micron) - - - 175
Fuel Failure Unfailed Unfailed Unfailed Unfailed
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Table 2.10: Test Results for fuel rod RT8

Parameter Measured Calculated
FRAP-T6 RAPTRA-5 FRAPTRAN1.3.MIT

Burnup (MWd/kg) 60.2 - - -
Base FGR (%) 2.82 - - 2.26

Initial Gas Pressure 2.0 2.0 2.0 2.0
(MPa) '

Peak Fuel Enthalpy - 162.3 166.4 162.4
(cal/g)

Fuel Maximum - 2514 2580 2327
Temperature (K)

Peak Cladding - 1219 1265 1440.5
Temperature (K)

Permanent Hoop 6.08 8.64 5.73 247
Strain (%)

Fission Gas Release - 19.1 - 16.0 (5.3% from
(%) rim)
Rim size (micron) 175 - - 175
Fuel Failure Failed - - Unfailed

Table 2.11: Test Results for fuel rod RT9

Parameter Measured Calculated
FRAP-T6 RAPTRA-5 FRAPTRAN1.3.MIT

Burnup (MWd/kg) 59.9 - -

Base FGR (%) 2.82 - - 2.34
Initial Gas Pressure 2.0 2.0 2.0 2.0
(MPa)

Peak Fuel Enthalpy - 162.4 167.5 171.5
(cal/g)

Fuel Maximum - 2524 2584 2446.3
Temperature (K)

Peak Cladding - 1164 1249 1213.3
Temperature (K)

Permanent Hoop 6.27 441 2.77 1.25
Strain (%)

Fission Gas Release - 19.3 - 121 (0.0% from
(%) rim)
Rim size (micron) 175 - - 175
Fuel Failure Failed - - -
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Table 2.12: Test Results for fuel rod RT10

Parameter Measured Calculated
FRAP-T6 RAPTRA-5 FRAPTRANI1.3.MIT

Burnup (MWd/kg) 47.0 - -

Base FGR (%) 2.08 - - 1.22
Initial Gas Pressure 2.0 2.0 2.0 2.0
(MPa)

Peak Fuel Enthalpy - 162.5 165.9 162.8
(cal/g)

Fuel Maximum - 2542 2578 2302
Temperature (K)

Peak Cladding - 1214 1251 1425.6
Temperature (K)

Permanent Hoop 8.94 6.12 5.45 3.60
Strain (%)

Fission Gas Release - 18.4 - 31.2 (18.6% from
(%) rim)
Rim size (micron) 175 - - 175
Fuel Failure Failed Failed Failed Unfailed
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Table 2.13: Test Results for fuel rod RT11

Parameter Measured Calculated
FRAP-T6 RAPTRA-5 FRAPTRAN1.3.MIT

Burnup (MWd/kg) 47.2 - - -
Base FGR. (%) 2.08 ; i 1.17

Initial Gas Pressure 2.0 2.0 2.0 2.0
(MPa)

Peak Fuel Enthalpy - 188.4 186.7 184.9
(cal/g)

Fuel Maximum - 2782 2774 2473.6
Temperature (K)

Peak Cladding - 1306 1333 1708.5
Temperature (K)

Permanent Hoop 5.45 3.68 5.76 3.7
Strain (%)

Fission Gas Release - 22.0 - 155 (2.3% from
(%) rim)
Rim size (micron) 60 - - 60
Fuel Failure Failed Failed Failed -

%Execution stopped when Tclad > 1738 K

Table 2.14: Test Results for fuel rod RT12

Parameter Measured Calculated

FRAP-T6 RAPTRA-5 FRAPTRAN1.3MIT
Burnup (MWd/kg) 474 - - : -
Base FGR (%) 2.08 ; ; 1.17

Initial Gas Pressure 0.1 0.1 0.1 0.1
(MPa)

Peak Fuel Enthalpy - 154.7 154.9 152.5
(cal/g)

Fuel Maximum - 2472 2466 2206.8
Temperature (K)

Peak Cladding - 1180 1249 1319.5
Temperature (K)

Permanent Hoop 4.35 3.11 2.54 1.93
Strain (%)

Fission Gas Release - 16.5 - 151 (2.6% from
(%) rim)
Rim size (micron) 60 - - 60

Fuel Failure Unfailed - - Unfailed
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2.4.2 Discussion

Figure 2-20 and Figure 2-21 show the trend of fission gas release as a function of peak
fuel enthalpy and burnup level. The general increase of FGR as peak fuel enthalpy
increase is captured by the model prediction for burnup 26-42 MWd/kg. Above
45 MWd/kg, the rim structure gives additional contribution to the FGR. This is
observed in both the measured and calculated trend. In the low enthalpy and high
burnup range (HBO2-HBO4), however, the model gives large under-prediction. As
mentioned in Section 2.4.1, this is partially due to under-prediction of the fission gas
from the rim region. This trend is more likely to be an athermal process, in which the
tensile thermal stress plays a more important role rather than the gas excess pressure
alone in intergranular bubbles. A detailed characterization of the micro-structure and

accurate calculation of the stress field would help to improve this prediction.
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Figure 2-20: Measured FGR vs. enthalpy for CABRI and NSRR cases

Fission gas retention calculated by FGR model is compared with EPMA analysis
in Figure 2-22 and Figure 2-23. The model is capable of predicting that the majority of

the fission gas release takes place in the central region, but there are some limitations
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Figure 2-21: Calculated FGR vs. enthalpy for CABRI and NSRR cases

due to the assumption of complete grain boundary separation. In Optical Microscopy
(OM) and Scanning Electron Microscopy (SEM) ceramographs carried out on test rod
FK1 after RIA test, a weak separation of crystal grains was observed at the pellet
center [48]. Therefore, there is a possibility that the grain boundary separation leading
to a partial communication with the free volume.

By changing the power level, a sensitivity study of case OI2 is shown in Figure 2-
24. When the peak cladding temperature is less than around 750 K, the deformation
is determined by the PCMI in the early phase. When the peak cladding temperature
is greater than 1100 K by further increasing the power, large deformation appears in
the high temperature phase. Figure 2-25 gives the yield stress of Zry-4 calculated by
the MATPRO in FRAPTRAN code. As can be seen in the early phase, the cladding
yield strength is at least a few hundred MPas, due to the low temperature as well as
strain hardening and strain rate hardening. When the temperature is above 1100 K,
it drops down to a few tens of MPas. The fill gas and the fission gas released into
the plenum makes the large deformation possible. Note that the End of Life (EOL)
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gap gas pressure could be higher in a commercial rod than in the test rod because
the commercial rod has a relatively smaller plenum to fuel volume ratio than that of
the test rod by a factor of 2 [50]. For a commercial rod, the DNB should be more of

concern as the rod pressure is more likely to cause the ballooning of the fuel rod.

2.5 Summary and conclusions

This chapter summarizes the improved FRAPTRAN modeling of fission gas induced
deformation during an RIA.

The Massih model in FRAPCON code is used to initialize the fission gas inventory
at grain boundaries. A detailed modeling of micro-structure of the rim region is
given in terms of porosity, pore size distribution, fission gas concentration and pore
overpressure.

The model assumes the fragmentation of fuel upon the separation of grain bound-
ary or when a threshold temperature is exceeded in the rim region. The fission gas in
fragmented fuel is assumed to release instantaneously to the free volume when the fuel
expansion and swelling creates sufficient pellet-clad gap. The relaxation of rim pore
at rapid temperature increase and the thermal expansion of fission gas in fragmented
fuel are considered as additional loads on the cladding besides the contact force due
to fuel thermal expansion. A two step method is developed to couple the fission gas
induced deformation with the rigid pellet model FRACAS-I in FRAPTRAN code.

The models are validated by NSRR, CABRI and BIGR simulation tests in terms
of FGR, Xe/Kr, and permanent hoop strain. Fission gas induced hoop strain is
predicted to be less than 0.3% in the early phase of RIA when the peak fuel enthalpy
is less than 145 cal/g. This is attributed to the high interface pressure suppressing
fission gas expansion. The fission gas induced deformation in the early phase of
RIA is not significant as expected even in the presence of rim structure and large
amount of fission gas at grain boundaries for high burnup fuel. Thus, a simple pellet
expansion model is still considered as effective in analyzing the PCMI failure of fuel

pins. However, with the increased amount of energy deposit, large deformation of
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clad is possible due to decreased cladding strength at escalated temperature. Xe/Kr
analysis indicates fission gas release is partly from the rim region and the majority
of fission gas is released from the grain boundary for burnup up to 50 MWd/kgU.
Validation by Xe/Kr shows the capability of the model to partition the fission gas

release from rim and intergranular bubbles in central pellet.
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Chapter 3

Modeling cladding-coolant heat

transfer

3.1 Introduction

This chapter describes the choice and development of models for cladding-coolant
heat transfer of high burnup fuel during a Reactivity-Initiated Accident (RIA) at
atmospheric pressure and room temperature.

For a number of un-failed test rods at NSRR, escalation of cladding surface tem-
perature has been observed and is believed to be associated with cladding coolant
heat transfer in the film boiling regime. Such a phenomenon poses particularly in-
teresting questions regarding the safety margin of high burnup fuel during RIA. On
one hand, the temperature increase of the cladding could lead to an increase of its
ductility, which may help avoid a brittle failure due to PCMI failure. On the other
hand, decreased yield strength of zircaloy cladding at high temperature may allow
ballooning and burst failure of the cladding with pressure loading due to fission gas
release of high burnup fuel. An accurate prediction of the cladding temperature is
required in the fuel performance code to provide the foundation to address these
questions and to better quantify the safety margin.

The original FRAPTRAN code however doesn’t have the capability to predict the

cladding surface temperature using existing heat transfer packages. Therefore a new
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set of heat transfer models have been implemented in the modified fuel performance
code designated as FRAPTRAN 1.3_MIT. The minimum stable film boiling temper-
ature, affected by subcooling and clad oxidation, is modeled by a modified Henry
correlation. This accounts for the effects of thermal properties of the cladding surface
on the transient temperature drop during liquid-solid contact. The transition boiling
regime is described as the interpolation of the heat flux between two anchor points on
the pool boiling curve: Critical Heat Flux (CHF) and minimum stable film boiling
heat flux. The CHF correlation is the Zuber hydrodynamic model multiplied by a
subcooling factor. Frederking correlation is chosen to model the film boiling regime.
Heat conduction through the oxide layer of the cladding surface of high burnup fuel is
calculated by solving the heat conduction equations with thermal properties of zirco-
nia taken from MATPRO [13]. The heat transfer models are validated with the data
from simulated RIA tests conducted at room temperature and atmospheric pressure

condition in NSRR.

3.2 Model description

Simulated RIA tests at NSRR were conducted at room temperature and atmospheric
pressure, which may best represent the cold zero power (CZP) condition of BWRs. In
the simulated test, a single instrumented test rod was placed in a water filled capsule,
and was pulse irradiated. In the early phase of an RIA test, the temperature of the
pellet would increase rapidly as a result of the power burst and the gap was closed
due to the thermal expansion and swelling of pellet. With sufficient heat transferred
to the cladding and coolant, a vapor envelope developed around the cladding causing
film boiling at the cladding outer surface. The sustained film boiling could lead to
a high temperature of cladding. Later on, the gap was reopened due to mechanical
deformation and reduced power, the cladding temperature would drop down slowly
and eventually the rewetting temperature was met. Then the breakdown of the vapor
film leads to rewetting of the cladding. Neglecting the increase of water temperature

in the capsule, heat transfer from cladding to coolant may be characterized as pool
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boiling conditions.

Ohnishi derived empirical correlations from inverse heat conduction calculation
of the measured cladding surface temperature of fresh test fuel at subcooled boiling
condition [51]. Application of these heat transfer correlations in the NSR-77 code,
and similar empirical correlations in the DYN3D code [52], give good predictions of
the cladding surface temperature history of fresh fuel. However, when the models for
fresh fuel have been applied to the cases of high burnup fuel, prediction of cladding
surface temperature and quenching behavior was far from matching the experimental
data [53]. In fact, the observed cladding temperature is lower and duration of DNB
is shorter for high burnup fuel than fresh fuel at similar enthalpy deposit [54]. From
the results of simulated RIA tests of fresh fuel with pre-oxidized cladding, Sugiyama
concluded that wettability change is the dominant factor in explaining the heat trans-
fer of high burnup fuel [54]. Nevertheless no model was presented to account for the
effect on heat transfer. Therefore, our modeling of the heat transfer is focused on
capturing the effects due to oxidation, which is a distinctive feature of high burnup
fuel. Other possible factors affecting heat transfer are also investigated to improve

the prediction of cladding temperature of high burnup fuel during the RIA transient.

3.2.1 Oxidation effects

To model the oxidation effects, we consider two factors:

e Heat conduction through the oxide layer;

e Change of surface heat transfer characteristics by oxidation.

The former is modeled by solving the transient heat conduction equation through
the oxide layer with thermal-physical properties obtained from MATPRO [13]. One
radial node is meshed with thermal properties of zirconia in the numerical solution
of the 1-D heat conduction problem.

The oxidation effect on surface heat transfer characteristics is modeled by taking
into account the thermal-physical properties of the oxide layer instead of its wetta-

bility. The reasons are as follows:
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e The experimental work on wettability change is usually done by oxidation of
the surface, associated with the thermal-physical property change of a coating

material [55]. It can not exclude the effect due to thermal property change.

e The influence of substrate material thermal properties on the pool boiling curve

was demonstrated by the work of Westwater [56]

e Lack of measurement data of contact angle of zirconia to provide a good foun-

dation for a wettability model.

Furthermore, this effect can be rationalized by Henry’s postulate that liquid-solid
contact resulting from the returning liquid after bubble detachment from the wall or
breaking through the liquid could produce thermal transients in the solid wall and
that these surface transients could then lead to the progressive breakdown of the film
boiling regime [57]. Thus, the thermal properties of the surface material affecting the

interface temperature during liquid-solid contact can significantly influence rewetting.

3.2.2 Subcooling effects

Due to a high degree of subcooling in NSRR simulated RIA tests, the boiling heat
transfer would be greatly affected. The effect on CHF has been addressed by Ivey
and Morris (1966) by experiment for horizontal wires with degree of subcooling from
0 to 70 °C and pressure 0.03 to 3.4 MPa for a wide range of coolants: water, ethyl
alcohol, ammonia, carbon tetrachloride and isooctane [58]. A subcooling factor was

given as follows:

Foube =1+ 0.1(ps/pg)* o 1 (Toar — T0) [z, (3.1)

It is used in the heat transfer models to account for subcooling effects although it
slightly exceeds the range of subcooling in the original experiment. In the transition
and film boiling regime, simulated RIA tests on fresh fuel indicates subcooling also

has a strong effect to enhance the heat transfer [51].
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3.2.3 Transient effects

In nucleate boiling regime, the bubble dynamics are investigated as follows. The bub-
ble size at departure is given by the Fritz equation, which is a function of liquid solid
contact angle [59]. Bubble growth rate at atmospheric pressure is shown in Figure 3-1
using the analytical solution by Mikic. As superheat increases, the bubble growth
time is decreased. As can be seen, the order of bubble growth time is in millisecond.
After the bubble detach, the thermal boundary would be re-established. This period
including both the bubble growth and the waiting time is given by the Malenkov
correlation as a function of heat flux and contact angle [59] shown in Figure 3-2.
Though it decreases with the increase of heat flux, at the critical heat flux, it is still

10 millisecond for the example at contact angle of 90°.
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Figure 3-1: Bubble growth kinetics at different super heat

Therefore, the mechanism that describes the heat transfer at steady state may
not be able to describe accurately the heat transfer in the early phase, as the power

pulse width is comparable to the bubble growth and release time. On the other
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Figure 3-3: Cladding heating rate and temperature with adiabatic boundary condition
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hand, the duration of the nucleate boiling regime is also very short. By setting two
kinds of boundary conditions for test case FK3, the cladding surface heating rate is
examined in Figure 3-3. One is a typical heat transfer correlation currently employed
in FRAPTRAN code. The other one is an adiabatic boundary condition. The peak
heating rate is caused by the high heat flux from the fuel surface during the closure
of gap. The depression of the peak predicted by the heat transfer correlations is
caused by encountering nucleate boiling. The time in the nucleate boiling regime is
around 3 ms. This is comparable to the bubble growth time and less than the bubble
release period. Thus the heat transfer is not as effective as that during steady state.
Figure 3-3 also shows that the steady state heat transfer correlation doesn’t lead to
much difference from an adiabatic boundary condition. Therefore, in this regime a

steady state heat transfer correlation is used as shown in the next section.

For CHF, power excursion tests in a pool boiling of water by Tachibana et. al
found that the CHF increases as the power pulse time decreases [60]. This has also
been confirmed by other work [60] showing a short burst of nucleate boiling at heat
fluxes about 5 to 20 times the steady-state values with a power pulse width less than
1 ms. This was explained as due to an increase in the number of nucleation sites

being activated simultaneously.

In the PATRICIA test program, the clad to coolant heat transfer was tested under
very fast transients at PWR HZP condition: 15MPa and 280 °C. By heating up the
clad by Joule effect with electrical power transients simulating the heat generated by
the neutronic power transient, a range of pulse widths from 20 ms to 350 ms was
applied. It led to the conclusion that a critical heat-flux of the order of 5-6 MW /m?

can be reached when the clad outer temperature is around Ty, + 50 °C [61].

Given the high degree of subcooling at a cold zero power condition, it is doubtful
that a transient effect can further increase the magnitude of CHF. Thus we still keep

the assumption that the CHF is dominated by the subcooling effect.
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3.2.4 Heat transfer models

During an RIA, heat transfer on the cladding surface is represented by the heat
transfer correlations on a boiling curve to provide boundary conditions for the thermal

models of the fuel rod in the fuel code.

Before the onset of nucleate boiling on the cladding surface, a natural convection

correlation is applicable as follows.

. 0.594-(GrPr)°®, 10 < (GrPr) < 10° (32)
" 010&(GrPr®sB 10° < (GrPr) < 10% '
h

_ 9B(T, — Th)p} D}

Gr = 3.3
I (33)
pr=H2l (3.4)

ki

During fast heat up of the fuel rod, a very short period of vapor bubbles nucleation,
growth, and departure follows natural convection. The Rosenhow correlation is used

to represent the heat transfer in this regime [62].

[Q(Pl - Pg)]0.5 Cp,f(Tw - Tsat)]:a

0.013hs, Pr7 (35)

q =t hfg

As evidenced by the results shown in Figure 3-3, the short duration of heat trans-

fer in nucleate boiling and the relatively lower heat flux on the cladding surface as
compared to that on the fuel surface could justify application of the above correla-

tions.

The criterion for reaching critical heat flux would be more important as it judges
whether DNB would occur. The CHF correlation is based on the Zuber hydrodynamic
model corresponding to a well-wetted surface. To account for a high subcooling
condition, a multiplication factor fs. is introduced [63]. The final form of the critical

heat flux correlation is

Qchf = 0'131fsubchfgp2.5(ag(pf - pg))O‘QS (36)
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As the cladding surface is fully covered with a vapor film, a heat transfer correla-

tion for turbulent film boiling is chosen [64].

kzz)g(pf - pv)h’fg 1/3

h ilm — 02
il [ pv(T - Tsat)

(3.7)

where by, = hjzg + 0.5¢,4(T, — Tsar) is the modified latent heat. Radiation heat

transfer coeflicient is given by:

T —T?
h, = R 3.8
7S5 U ew + 1/, — 1)(T — T) (3.8)
The total heat transfer coefficient thus is:
htot = fsubchfilm + hr (39)

In Eq 3.9, fsue is introduced to account for the subcooling effects. In the transition
boiling regime, the heat flux is represented as an interpolation of the critical heat flux

and minimum heat flux [65]

q = Cgens + (1 = ()gmin (3.10)
Tw - Tmin 2
= (_—Tchf 7 (3.11)

Teny is determined by the critical heat flux and nucleate boiling heat transfer
correlations. T, is strongly affected by the surface condition as well as by the
subcooling of the coolant. At high subcooling conditions, the following empirical
correlations have been developed especially to address the heat transfer at cold zero

power condition.

The Ohnishi correlation [51]:

Tnin = Toat + 350 + 5.1(Tsq, — Th) (3.12)
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The Gotoviskij correlation [52]:
Tmin = dsat + 100 + S(Tsat - T'l) (313)

Semi-theoretical Eq 3.14 by Henry accounts for the effect due to thermal-physical
properties of surface material [65], but is less capable of representing heat transfer at
a high degree of subcooling in comparison with the empirical correlations as evidenced
in Figure 3-5.

Tonin = T + (Twy — T;) RY? (3.14)

Where

kipi Cpl
kwpwcp,w

Ty = 647.28 — (2.623 x 10%)(3203.6 — 0.000145P)

R =

+ (1.328 x 107°)(3203.6 — 0.00145P)?
—(3.2329 x 107°)(3203.6 — 0.00145P)3

Therefore in the code application, the Henry correlation is modified by adding a term

sensitive to the subcooling in Eq 3.15.
Tmin = TNH + (TNH - T'l)}zl/2 + Csubc(Tsa.t - T’l) (315)

Ciube 1s an empirical parameter taken as 3.3 to best match the Ohnishi and Gotoviskij

correlations at high subcooling conditions.

Table 3.2 describes the variables in Eq 3.2 to Eq 3.15. Table 3.3 summarizes
various effects of surface conditions on the heat transfer characteristics according to

open literatures.

Figure 3-6 shows the pool boiling curve of heat flux versus wall superheat with

subcooling and oxidation effects, plotted in a log-log scale.
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Table 3.1: Nomenclature for Eq 3.2-Eq 3.15

Parameter  Description Unit
Cof specific heat of liquid at saturated temperature kJ/kg-K
Cpg specific heat of vapor at saturated temperature kJ/kg-K
Cpl specific heat of subcooled liquid kJ/kg-K
Cow specific heat of cladding wall kJ/kg-K
fsube a factor to account for the subcooling effect -
g acceleration due to gravity m/s?
hy enthalpy of saturated liquid kJ/kg
htg latent heat of vaporization kJ/kg

o modified latent heat of vaporization kJ/kg
h fitm film boiling heat transfer coefficient W/m?2-K
hg enthalpy of saturated vapor kJ/kg
hn natural convection heat transfer coefficient W/m?-K
Rnp nucleate boiling heat transfer coefficient W/m?-K
hy radiation heat transfer coefficient W/m?-K
Piot heat transfer coefficient including film boiling and radi- W/m?-K

ation

k¢ thermal conductivity of liquid at saturated temperature W/m-K
kq thermal conductivity of vapor at saturated temperature W/m-K
k; thermal conductivity of subcooled liquid W/m-K
k, thermal conductivity of superheated vapor W/m-K
Ky thermal conductivity of cladding wall W/m-K
q heat flux W/m?
ehf critical heat flux W /m?
Gmin minimum heat flux W /m?
Clube fitting parameter in modified Henry correlation -
Dy, heat diameter of fuel rod m
Gr Grashof number -
P pressure Pa
Pr Prandtl number -
R Ratio of the product of kpc, of liquid to that of wall -
Teny temperature at critical heat flux K
Ty initial temperature in film boiling regime K
Tinin minimal stable film boiling temperature K
Tt saturated temperature K
T, wall temperature K
T; bulk coolant temperature K
Tny homogeneous nucleation temperature K
I} thermal expansion coefficient -
€ emissivity of liquid -
€w emissivity of wall -
Pf density of liquid at saturated temperature kg/m?
Pg density of vapor at saturated temperature kg/m3
01 density of subcooled liquid kg/m?
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Table 3.2: Nomenclature for Eq 3.2-Eq 3.15 (continued)

Parameter  Description Unit
Do density of super heated vapor kg/m?
Pw density of cladding wall kg/m?
o surface tension energy at saturated temperature N/m
0SB Stefan-Boltzman constant W/m2-K*
g liquid viscosity at saturated temperature Pa-s
7 viscosity of subcooled liquid Pa-s
Table 3.3: Various effects on pool boiling heat transfer
Nucleate | Critical heat flux | Transition boiling Tonin
boiling
Surface rough- | T 1 and shifted to | | [66] Not strongly
ness | lower wall super- | affected as in nucle-
heat [66]. ate boiling [55]
Surface thermal Boiling curve is | as
property shifted to the right | pu,Cuky
as pupCuky | [59)] 1 [57]
Surface wettabil- 1 [66][55][59] 1 [55] 1 (66]
ity 1
Subcooling 1 7 [66] 7 [65]
Heating rate 1 1 [60] 7 but the su-
perheat doesn’t
change remark-
ably [67] [60]
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3.3 Model implementation

To verify the applicability of the heat transfer model at RIA conditions, test cases
covering both fresh fuel and high burnup fuel are validated in the FRAPTRAN code.
All the test cases are taken from pulse irradiation tests at NSRR. The key parameters

for each case are listed in Table 3.4.

Table 3.4: Key parameters for test cases to validate heat transfer models

Test No. | Burnup Oxide Peak fuel | Gap size | Subcooling
(MWd/kg) thickness | enthalpy (pm) (K)
(pim) (cal/g)
TK3 | 50 10 99 10 80
FK1 | 45 22 130 95 80
FK2 | 45 22 70 95 80
FK3 | 41 25 145 95 80
FK4 | 56 15 140 43 80
FK5 | 56 15 70 43 80
NM |0 0 110 20 80
IM |0 1 110 20 80
NH |0 0 135 20 80
IH|O 1 135 20 80
Fresh01 | O 0 190 82 80
Fresh02 | 0 0 190 82 40
Fresh03 | 0 0 190 82 10

3.3.1 Model validation

The PCT and the duration of DNB defined as the time from onset of DNB until
complete rewetting of the fuel rod are selected as parameters to validate the model.
Prediction for PCT and duration of DNB as compared to experimental data are plot-
ted in Figure 3-7 and Figure 3-8. As can be seen in Figure 3-7, generally good results
have been achieved by the code calculation except for two points FK1 and 1M. The
code predicts no DNB for cases FK2, 5 and DNB for the others. It is consistent with
the experimental results and demonstrates the capability of the fuel code to differen-
tiate DNB cases from no DNB cases. From the analysis of Vickers hardness change

(measured at four circumferential position 0, 90, 180 and 270 degree at selected axial
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positions) due to high temperature annealing [68], the peak cladding temperature for
both FK1 and FK3 should have reached around 550-600 °C [54], close to the tem-
perature by thermal couple measurement for FK3 but far from that for FK1. The
measurement of Vickers Hardness indicates a circumferential variation of temperature
of high burnup fuel, but it is not reflected by the thermal couple measurement. Re-
sult for FK1 confirms the temperature derived from Vickers Hardness measurement,
although it is still over-predicted. Figure 3-9 to Figure 3-15 give the prediction of
cladding surface temperature history in comparison with the experimental data from
various tests. Enthalpy deposits are similar for cases NH, 1H, FK3 and FK4. In com-
parison with the fresh fuel, the film boiling regime is less distinctive, and relatively
lower PCT and shorter duration of DNB are found for high burnup fuel cases FK3
and FK4. For the fresh fuel with and without oxidation, the film boiling regime could
be predicted by FRAPTRAN calculation. Nevertheless, the prediction for irradiated
fuel still shows large uncertainty as can be seen from Figure 3-14. This implies that

besides oxidation effect, other factors like gap conductance could play an important
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role for high burnup fuel.
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Figure 3-9: Prediction of Cladding Surface Temperature History for NH
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3.3.2 Discussion

e Oxidation effects

Thermal properties of Zry and zirconia are plotted in Figure 3-19 and Figure 3-

20. Because of the relatively smaller thermal conductivity and diffusivity of
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Figure 3-19: Thermal conductivity of Zry and zirconia

zirconia, a larger temperature drop across the oxide layer at steady state and
a longer time to establish the temperature field during transient condition are

expected.

By varying the oxide layer thickness while keeping the outer and inner diame-
ters constant, the effect of oxidation on heat conduction is clearly observed in
Figure 3-21. Without the thermal conduction through the oxide layer, the du-
ration of DNB is longer. During the late phase of RIA, as the gap conductance
decreases due to gap reopening, the temperature of cladding is mainly deter-

mined by the heat flux on the cladding surface. A thick oxide layer tends to
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cause a larger temperature drop across the cladding and to lower the cladding
surface temperature, thus making rewetting more easily. The surface oxidation
may also delay the heat conducted to the cladding surface while keeping the
surface heat transfer in the effective nucleate boiling regime. For a very thick
oxide layer of 100 micron, DNB could even be suppressed as demonstrated by
the result in Figure 3-21. Zirconia has a larger product of pCk than Zry. This
tends to increase the value of T,,;, for film boiling in accordance with Eq 3.14.
As can be seen from Figure 3-5, there exists a shift of T,,,;, around 150 K at the
same degree of subcooling. By varying the minimal stable film boiling temper-
ature, we can observe the influence on the cladding temperature in Figure 3-22.
Without the shift of 7,,;, due to oxidation, a much longer rewetting time would
be predicted. In applying the Henry correlation, it should be recognized that
the thickness of surface oxide coating is not reflected in the model. The one-

dimensional model analysis of alumina overlaid on copper demonstrated that
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Figure 3-20: Thermal diffusivity of Zry and zirconia
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the interface temperature during liquid-solid contact could depend on the thick-
ness of oxide layer, although the dependence is less distinctive as the oxide layer

becomes thicker [69]. Pan’s model gives interface temperature in Eq 3.16.

nene sy o] <(a)
Lol bl) (To — T) — Z [(1 —b)(1- bz)] erfe (M)

(14 b1)(1 + be) (14 01)(1+b) Vot
where:
= (kpcy)e’?/(kpey )

by = (kpcy)e'” [ (kegspep)i

kess = effective thermal conductivity of liquid accounting for turbulent diffu-
sivity (W/m-K)

t = time (sec)

Tt = interface temperature during liquid-solid contact(K)
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o= thermal diffusivity of coating material (m?/s)
A = thickness of coating material (m)
n = order of function erfc
Subscript ¢ refers to coating, h refers to heater, [ refers to liquid. Effective
thermal conductivity taking into account the turbulent diffusivity of the liquid
is

o ]3/4 (Tw _ Tl)2
9(p1 = pu TS

Using Pan’s model with function erfc truncated at order 10, the interface

kess = ki + Cra(98)"’[

PeCpl (3.17)

temperature during transient contact between zirconia coating overlaid on zir-
conium and water at CZP condition is shown in Figure 3-23. It can be seen
that as the oxide layer gets thicker, there is more time for the interface to reside
at a relatively lower temperature. This may lead to breaking down of the vapor
film more easily, essentially it increases the minimum film boiling temperature.
Considering this thickness effect, we may expect that the prediction for case
IM and case 1H with only 1 micron oxide layer will not be accurate. The re-
sults in Figure 3-7 and Figure 3-8 shows the prediction for case 1M is poor as
compared to that of case 1H. It seems that the oxidation effect on the surface
heat transfer is exaggerated for the case 1M with moderate enthalpy deposit.
The reason could be that high temperature oxidation cause different additional

oxidation buildup at a different enthalpy level.

Quench front movement

Because of the finite length of the fuel rod, the heat may be conducted axially
from the cladding in film boiling regime to any cold ends. The axial heat
conduction essentially results in a moving quench front between the film boiling
and nucleate boiling. Thus rewetting of the cladding may start at a temperature
somewhat above T},;, due to quench front movement. To investigate this effect,

we calculate the quench front velocity u, (m/s) in a simplified 1-D model in

109



350 —#— 1 =0.01 micron
< —&~ t =0.1 micron
= 5| t =1 micron
= —+— t =10 micron
’g‘ —&- t =20 micron
© a0 -~ t =60 micron
2 —#— t =100 micron
z
-
-
= 335+
n
‘G
£ 30t
i
g- -
§ a5t
'._
3
P
o 320}

315 1 L 1 J

10° 10° 10° 10* 107
Time (sec)

(a) Temperature of solid is 450 K

8

—— t=0.01 micron oS-
= i " . 00 4 XX
< 360 -5 : I1J.1 micron Y
= -~ t =1 micron 7
- - pre, c=
& 385 ~+— t =10 micron W S
. RN
£ —&- t =20 micron o (v/
. 4 %/
o —&- t =60 micron 5 "
- 350 . 0/ v
= —%— t =100 micron
'_g_l- & )
"+ 3
= 345F ¥ %
& 4 A
s 3401 v W
] & T/
E A
% 335+ & 7 46
a .4‘/‘
g X
A
g 3304 ,"r hr/ 7
- A "y A
@ ’I A
o 4 X/
© 3B+ 5 7 2
= X %
2 7 & e
Z 30 A % o POV P
N5 1 1 1 )
-9 -8 .6 -4 -2
10 10 10 10 10

Time (sec)

(b) Temperature of solid is 700 K

Figure 3-23: Effect of oxide layer thickness on interface temperature

110



|||||||||||||||||||||||| T
' ' ' ' ' ' t v
' ' ' ' ' ' 1 '
[N ' 1 ' ' ' ' +
== 1 : i ' H H
1 e = ' t 1 ] ' ' '
= 1 ' ' ’ ] ' '
1= 5 ' ' ' ' ’ '

d O O | o e e edeccccbccccapeccedec bt
e o ) b v v a3 v v
[ ' ' ' ' ' '

' QO @ 1 1 ) [ [ [
B85 : : : h : : ,
12 e 1 ' ' [ ' '
"g E ' ' H ' : '
' 1 1 ' ' ' '

e L e B R i
o Q FRRRR it e S
' ' ' '

A ™ ' ' . ' ' '
' 1 ' ' ' 1 v
' ' ' ' [ '
1 ' ' ' ' ' '
1 ‘ * ' ' 1 ' [ ' '
' 1 ' l
llllllllllllllllllllll T
1 ' 1 ] ' 1
' '

|||||||||||||||||||||||||||||

R el bt Dk

B N
e T T

mmepmmmmm--ap=-

.............................................. =)
I R R S : ]
1] 1 1 1 1 1 [}
1] 1 1) 1 1 1] L}
1 1] L} L} 1] 1 1 1
1 L} 1 1] 1 1 1]
1] 1] 1 1] 1 [} 1
e et S S S R | g
0w = w M W o N = o o~
= o ®m 0 o 8 = a9 Q
2 o 2 o 2 o 2 o ©
o o o = o

(sfw) Auaojsa U014 youanp

1100 1200 1300 1400 1500
Initial Temperature in Film Boiling Region (K}

1000

900

Figure 3-24: Quench front velocity vs. initial temperature in film boiling regime

111



Eq 3.18 [70]:

1 hnbk'w )1/2 Tmin - ﬂ

3.18
T, =TT, — Ty 72 (3.18)

U, =
T Pt O

and a 2-D solution in Eq 3.19 [70]:

Ug = 2hnb (Tmm B Tl) (319)
TpwCpw (T —Th)

Taking the clad thickness 6 = 0.86 mm, 7} = 298 K, T, = 373 K, a conser-
vative estimate for h,; is the heat transfer coefficient at critical heat flux, 40.4
kW /m%K. Cladding thermal properties are evaluated at T;. Minimal film boil-
ing temperature is evaluated by Eq 3.15. The quench front velocity calculated
by Eq 3.18 and Eq 3.19 is shown in Figure 3-24 as a function of different initial
temperatures in the film boiling regime. In the simulated RIA tests at NSRR,
the length of a re-fabricated test rod is on the order of 10 cm. Given Figure 3-
24, the order of time for quench front moving should be 10 seconds for the test
rods. Therefore, the quench front movement may affect the heat transfer of
fresh fuel at very high enthalpy deposit. As can be seen from Figure 3-8, this
may explain the over-prediction of the duration of DNB for case Fresh02 and
Fresh03. For high burnup fuel, this effect can be neglected as compared to the

mechanism of simultaneous collapse of vapor film.

Critical heat flux

As discussed in Section 3.2.2 and Section 3.2.3 and shown in Table 3.3, critical
heat flux can be strongly affected by subcooling, surface condition and tran-
sient heating effect. Figure 3-25 shows the sensitivity study for case FK3 by
changing the critical heat flux. As can be seen, the prediction of peak cladding
temperature is not sensitive to the change of the magnitude of CHF, although

the rewetting time can be shortened at a higher CHF.

Gap conductance

As shown in Figure 3-26, in the early phase of RIA, at the tail of the power

112



—o— CHF*0.8 —8— Reference
—— CHF*1.2 —>— CHF*1.5

o 1200 —%— CHF*2.0
B/ _‘.-—.n*
£ 1000 ’N
§ B
2. 800
g
L
o 600
Q
£
2 400 e
g
S 200 —
=
© 9
0 0.5 1 1.5 2 2.5 3
Time (sec)

Figure 3-25: Cladding surface temperature dependence on CHF for case FK3
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pulse, heat transfer moves from the nucleate boiling regime to the transition
and film boiling regime. The fuel surface heat flux is orders higher than the
cladding surface heat flux. The cladding temperature increase is dominated by

the heat flux from the fuel surface.

Fuel surface heat flux depends largely on fuel surface temperature and gap con-
ductance. For high burnup fuel, the radial power profile is edge-peaked due to
self-shielding and accumulation of fissiles in the rim region. Under the circum-
stance of a narrow power pulse, the initial fuel surface temperature is expected
to be higher than that of fresh or lower burnup fuel. Reduced gap size at high
burnup would facilitate early closure of the gap between the pellet and cladding.
The large gap conductance during the gap closure plus the high temperature
of fuel surface may contribute to a higher cladding temperature. On the other
hand reduced gap size would allow a strong PCMI, which may enable an earlier
gap reopening, thus decrease the heat input to the cladding and result in a
lower cladding temperature. Figure 3-27 suggests that PCMI is the dominant
factor. Since the gap conductance is strongly affected by the mechanical defor-
mation, this could introduce a larger uncertainty as compared to the fresh fuel.
Figure 3-28 gives the effects of gap conductance on the cladding temperature.
Low gap conductance favors early rewetting and even suppresses the DNB. In
addition, the influences of inner oxidation of cladding, chemical bonding, fuel
fragmentation, relocation and rim structure on the gap conductance are not
well understood for high burnup fuel. These factors are not taken into account
in the gap conductance model in FRAPTRAN. They also contribute to the

uncertainty in calculating the heat flux from the fuel surface.

Thermocouple measurement

In the experiments, the thermocouples are welded on a local area of the cladding
outer surface where oxide is removed. Thus the measured temperature might be
higher than the cladding surface temperature calculated by the model. However,

because of the fin cooling effects of long wire of thermal couple, the measured
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Figure 3-26: Power and heat flux calculated by modified FRAPTRAN for case FK3
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temperature could be lower than the average temperature on the interface be-
tween oxide and metal. A study by IRSN [71] indicates that the over-all effects

for oxide thickness from 0 to 100 micron:

— Fin cooling effect lead to Ty,q — Tre= from 25 °C to -50 °C.

— Transient capacitive effects of thermal couple is lager, from 100 °C to -150
°C, but only limited in very early phase and not necessarily to affect peak

cladding temperature measurement.

Therefore, peak cladding temperature prediction might shift at most 25 °C to
the right in Figure 3-7 according to the study by IRSN. However, their analysis
are only limited to cladding temperature up to 600 °C.

3.4 Summary and conclusions

A new set of heat transfer correlations has been implemented in FRAPTRAN to
model the cladding-coolant heat transfer of high burnup fuel at CZP during RIA
conditions. The minimum stable film boiling temperature affected by the subcooling
and the oxidation is modeled by a modified Henry correlation, which accounts for
the effects of thermal properties of the cladding surface on the transient temperature
drop during liquid-solid contact. The transition boiling regime is described by the
interpolation of the heat flux between two anchor points on the boiling curve: the
critical heat flux and minimum stable film boiling. The CHF correlation is based
on the Zuber hydrodynamic model multiplied by a subcooling factor. Frederking’s
correlation is chosen to model the film boiling regime. The heat conduction through
the oxide layer of cladding surface of high burnup fuel is also calculated by solving
heat conduction equations with thermal properties of zirconia taken from MATPRO
[13].

The model has been validated in the FRAPTRAN code for both high burnup and
fresh test fuel rods including the burnup level (0-56 MWd/kg), peak fuel enthalpy
deposit (70-190 cal/g), degree of subcooling (0-80 °C) and extent of oxidation (0-25
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micron). The modified code is capable of differentiating between the DNB and none-
DNB cases. The predicted peak cladding temperature (PCT) and duration of DNB
achieves generally good agreement with the experimental data.

With regard to high burnup fuel, this effort reveals that the surface oxidation
could cause an early rewetting of high burnup fuel or suppression of DNB due to two

factors:

1. The thick oxide layer may delay the heat conducting to the surface while keeping

the surface heat transfer in the most effective nucleate boiling regime.

2. The transient liquid-solid contact resulting from vapor breaking down would
cause a lower interface temperature for an oxidized surface. This effectively

increases the minimum stable film boiling temperature.
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Chapter 4

Modeling PCMI failure

4.1 Introduction and literature review

In the simulated RIA tests at the Power Burst Facility (PBF), failure of the fuel rod
cladding was observed with short through wall cracks at a radial average peak fuel
enthalpy of 140 cal/g for fuel irradiated up to a burnup of 4.6 MWd/kg [4]. The
failure of cladding is primarily driven by the pellet cladding mechanical interactions
(PCMI), thus is called PCMI failure.

In 1990s, simulated RIA tests conducted at CABRI and Nuclear Safety Research
Reactor (NSRR) revealed that fuel rod failures occur at an enthalpy level less than
70 cal/g for LWR fuel irradiated above 50 MWd/kg. PCMI was still considered as
the mechanism for failure. As high burnup fuel features reduced gap size, enhanced
gaseous swelling and edge-peaked radial power profile, stronger PCMI may be caused
during power transients for high burnup fuel. Failure of cladding tubes was observed
with long axial splitting as shown in Figure 4-1. Micro-graph of the cross sectional
area reveals that a through-wall crack may develop as shown in Figure 4-3 or a crack
may form halfway in the cladding followed by a change of the direction of crack
surface or ductile shear failure shown in Figure 4-2. The corrosion of high burnup
fuel cladding with oxidation and hydride formation assists this process by decreasing
the ductility of the cladding. The d—phase hydride precipitates, which preferentially

accumulate at the outer surface, are found more detrimental to the embrittlement of
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cladding than zirconium oxide. This embrittlement is found in both the Zry-2 and
Zry-4 alloy. The high strain rate of cladding during RIA can also deteriorate the
ductility of cladding. As discussed in Section 1.2.2, both the NSRR and CABRI tests
are not representative of the LWR, conditions in terms of the coolant condition and
power pulse width. Thus it is not appropriate to extrapolate directly the measured
failure enthalpy from simulated RIA tests to LWR environments to determine the
failure condition. Many models and analysis methods have been developed to explain

the failure behavior and to set forth a failure criterion during RIA [46] [74] [75].

4.1.1 Strain based failure model

A strain based failure model was developed by PNNL [74]. Based on uniform elon-
gation data from biaxial burst tests, and axial tension tests on irradiated cladding in
PNNL mechanical properties database, an empirical model for uniform hoop elonga-

tion was proposed as a function of temperature and excess hydrogen in the cladding.
UE = min(UEy,U Exez) (4.1)

where,

UE = uniform plastic elongation (%)

UEy = 2.2%

UEHey = AHZP Hep >0

UEhe; =UEg Hey =0

A = 1211exp(—0.00927T) T < 700K

A =1.840803 T > 700K

p = 1.355231 — 0.001783T T < 700K

p=0.107131 T > 700K

H,, is the excess hydrogen in ppm, calculated by subtracting the solubility limit
from the total hydrogen in the cladding. p is a dimensionless fitting exponent. A is
fitting coefficient in ppm%.

The total hydrogen is calculated in FRAPCON-3 from the oxide thickness and
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a 15% hydrogen pickup fraction in PWRs and a 29% hydrogen pickup fraction in
BWRs [74]. The solubility model to calculate the excess hydrogen concentration is

as follows.

—-8550

=1 5 exp( o2 49
Haor =12 x 10° exp({goreemr) (4.2)
The rate of dissolution is:
78 %1078 —12440
_ 8107y o —12440 ,
f Rt P ogssgrT) (43)

where h is a constant thickness of hydride rim: 0.25 micron. f is the fraction of

hydride dissolved. Rate of hydride precipitation was modeled as:

-357l6)]
8.314T

H, = min[1.0,1.18 x 10% exp( (4.4)

This model provides a slightly conservative estimation of failure conditions when
applied to most of the RIA tests. But it was found not able to predict the failure of
CABRI tests, which have an operating temperature of 280 °and have sodium coolant
[74].

This model doesn’t take into account the difference in loads between mechanical
test and RIA condition. In a mechanical test, specimens with well characterized
geometries undergo axial tension or pressure loading on an open-end or close-end
cladding tube. In an RIA test, strong PCMI loading leads to a high axial to hoop

stress ratio, which is different from all the mechanical tests.

The distribution of hydride is not accounted for in the strain based model. This
will also affect the mechanical properties as high accumulation of hydride at the outer
surface tends to cause failure more easily [76]. In an early RIA phase, the transient
temperature distribution of cladding exhibits a colder outer surface, which tends to
suppress the dissolution of the hydride. Thus the PNNL model with uniform dissolved

hydrogen would be less conservative over-estimating the ductility change.

This model was already implemented into the FRAPTRAN code by PNNL. It
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will be used to compare the results with the new failure analysis model developed in
the thesis.

In Ref. [77], measured total elongation of cladding tube specimen is used to
determine the failure strain. Recognizing that the failure depends on the hoop to
axial stress ratio, the measured total elongation is converted to an equivalent critical

hoop plastic strain, refereed to as failure strain:
€f = CR,‘cSte (45>

where Cg; is a reduction factor empirically determined. Open end burst test data,
closed end burst test data and axial tube tension test data are converted to an equiv-
alent failure strain at PCMI condition. Note that total elongation is not a material
property, it depends on the size and geometry of test specimen.

Strain based models neglect the effects of hydride distribution on the cladding

without accounting for effects of surface flaw on the stress concentration.

4.1.2 SED and CSED model

Instead of using only hoop strain as a failure criterion, a stress-strain failure model
uses strain energy density (SED) as driving force and critical strain energy density
(CSED) as the criterion to judge the failure of high burnup fuel during RIA [75]. SED
is calculated by the integral of the product of strain and strain.

CSED correlation is derived by fitting of RIA test data and mechanical test data
of irradiated specimen. The critical strain energy density depends on temperature

and the presence of an oxide layer as follows:

e Above 280 °C
For non-spalled cladding:

U, = 41.5exp(—6.6R,;) 0.03 < Rox < 0.23 (4.6)
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For spalled cladding:

U,=0.371R;}** 0.1 < R,, <0.23 (4.7)

e Below 150 °C
For non-spalled cladding:

U, = 15.67 exp(=7.19Ry;) (4.8)

Where,

U, is the critical strain energy density in MJ/m?3

R, is the ratio of the outer surface zirconium oxide layer thickness to cladding
thickness, i.e., the normalized oxide layer thickness

This CSED approach is claimed to be applicable for PWR, Zry-4 cladding at CZP
and HZP condition for burnup up to 64 MWd/kg [75]. To connect the oxidation
to the burnup level of a fuel rod, a conservative correlation for oxide thickness was

proposed as [75]:
Oz = 6 + 0.35BU — 0.0135BU* + 1.613BU? (4.9)

where,
Oz is the bounding average maximum oxide thickness in micron,

BU is the rod average burnup in MWd/kgU.

At zero and low burnup regime, an empirical model for failure enthalpy is

H =170 cal/g, BU <36 MWd/kg (4.10)
H =125 + 7058 exp(—0.1409BU) cal/g, BU >36 MWd/kg (4.11)

Although the normalized oxide layer thickness is used in deriving CSED, it is the
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hydrides that more pronouncedly affect the ductility of cladding. As the hydrogen
pickup is almost proportional to the oxidation, this parameter can represent the effects
due to hydride. But for Zry-2 cladding, both the orientation of hydrides and total
hydrogen pickup would change. This limits the application of the above correlations

to Zry-2 cladding of BWR fuel.

4.1.3 Scaling analysis

Meyer [46] proposed a scaling analysis method to determine the failure enthalpy at
PWR HZP conditions with the data from selected simulated failure tests. Scaling

method consists of two steps:

1. Run FRAPTRAN and determine the state of stress or strain as failure stress

or strain at the observed failure time.

2. Change the failure case to LWR conditions in terms of power pulse, coolant
temperature and pressure, run FRAPTRAN a second time to determine the

enthalpy at failure for failure stress or strain obtained from previous step.

Choosing the stress or strain as a failure criterion is judged by the analysis of the fuel
rod at simulated RIA condition from FRAPTRAN calculation. Thus this method
can be used to analyze a case given enough information is obtained at time of failure.
Temperature change due to the change of power pulse and coolant condition is not well
addressed. A simple “freezing” assumption is made to keep the material properties,

fracture toughness and uniform elongation, as constant during the power pulse phase.

4.1.4 Fracture mechanics

Kuroda [76] modeled the failure of unirradiated hydrided cladding by a two-criteria
approach based on Elastic Plastic Fracture Mechanics (EPFM). The failure assess-

ment curve is:

K, =S [= lnsec(%S,)]l/2 (4.12)



K, and S, are defined as:

K, = K;/Kic (4.13)

S, =0/o, (4.14)

where o is the applied stress and o is the collapse stress. A more advanced assessment

curve is J-based failure assessment curve:

K, =\/J,=+/J.]J for L,<L"™™ (4.15)

K, =0 for L,>L™= (4.16)
pmae = 91 (4.17)
Oy

where oy is the flow stress and o, is the yield stress. Failure occurs when the as-
sessment points with coordinates (Lr,Kr) are beyond the failure assessment curve.
Therefore when L, < L7, failure is assumed to be driven by cracking growth; when
L, > L% failure is assumed to be driven by plastic collapse. By setting a plastic
collapse stress at 1.07 o,, Kuroda constructed the failure assessment curve and in
analyzing the failure of hydrided cladding tube in burst test by finite element models,
Kuroda [76] showed that the J integral and stress intensity factor for a plate with
surface hydrides have higher values than that with uniform distribution, suggesting

the stress concentration due to the distribution of hydrides in LWR cladding tubes.

This approach doesn’t account for dynamic crack propagation, and was used for
unirradiated specimens. No attempts have been made to analyze RIA tests with this

method.
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4.2 Model description

It is well recognized that brittle failure of test rods due to PCMI in the early phase
of RIA is the limiting factor of high burnup fuel as it has low failure enthalpy.

Post irradiation examination of the cladding indicates that the hydrogen absorbed
play an important role in the embrittlement of cladding via the formation of —phase
hydride. Therefore this failure process is also referred to as hydride assisted process.

Separate effects of hydrides on burst stress [76][78] shows that cladding with hy-
dride rim accumulated near the outer surface is susceptible to failure compared to the
cladding with a uniform hydride distribution. The hydride rim, dense distribution of
the hydride near the outer surface of the cladding, is the initial cracking sites and
causes stress concentration during PCMI. Moreover, when the oxide layer becomes
very thick, the debonding of oxide layer from the cladding often occurs given the brit-
tle nature of zirconia. A cold spot with better heat transfer would form at a location
of cladding outer surface where oxide layer spallation happens. Hydride accumulated
at this location forms a blister by migration along temperature gradient. These blis-
ters can also serve as initial cracking sites. Hydride rims and hydride blisters are often
observed in the zircaloy cladding of high burnup fuel and are confirmed to cause the
initial cracking in simulated RIA tests.

Given these observations, we assume the physical process during PCMI loading
is that cracks firstly initiated near the outer surface of the cladding with relatively
dense hydride at a low stress. The cracking of the zirconia layer in the outermost
region of the cladding is also assumed to be pre-existent. The cracks initiated at the
dense hydride rim propagate axially as well as through the thickness of the cladding
depending on the initial crack sizes, loading force and the fracture toughness of the
cladding.

The model includes:
e Prediction of the flaw size due to hydride formation

e Fracture toughness model for hydrided irradiated cladding
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o Failure criterion to compare the driving parameter of fracture with the critical

value of fracture toughness

In this model we neglect the axial crack propagation and assume that a single
crack perpendicular to the hoop direction, with a depth controlled by a pre-existed

hydride rim.

4.2.1 Flaw size model

The reaction between the zirconium alloy and water coolant in a nuclear reactor could
release hydrogen. Because of the porous and flaky nature of the post-transition oxide
layer, for each molecule of water that reacts with zircaloy, about 16% of hydrogen
atoms (produced from oxidation) permeate through the oxide layer and is absorbed
in the zircaloy cladding. Hydrogen dissolved in zircaloy is in o phase. The solubility
of a-Zr is only 50-100 ppm at 280-300 °C (decreases as temperature drops). Above
the solubility limit, excess hydrogen precipitates as § phase zirconium hydride in the
cladding alloys.

At high burnup, enhanced corrosion of cladding leads to significant hydrogen
absorption. Concentrations of 200-800 ppm are common in some Zry-4 cladding at
fuel burnups around 60 MWd/kg. Embrittlement due to high hydrogen concentration
can be illustrated by unirradiated Zry-4 tests at room temperature by Bai et al. [79].
The tensile elongation and reduction-in-area change abruptly for hydrogen content
larger than 700 ppm.

A hydride rim between the oxide layer and the metal is observed, which greatly
deceases the ductility of the cladding and may lead to its brittle failure.

As mentioned early, hydrogen atoms tend to migrate along the temperature gradi-
ent and accumulate at a cold spot. Thus a dense hydride rim is often observed at the
outer region of the cladding wall underneath the oxide layer, especially when the spal-
lation of oxide layer causes the accumulation of hydride as a blister. The distribution
of hydride is primarily controlled by the temperature gradient across the cladding. Its
orientation depends largely on the stress field and the texture of cladding alloy. Small
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platelet 6—phase hydride tends to orient circumferentially in the Zry-4 cladding. But
the texture of Zry-2 cladding enables a considerable amount of radially oriented hy-

dride platelet as seen in Figure 4-4. Therefore, the cladding of high burnup fuel can

4 cycle irradiation (56GWd/tU)

Figure 4-4: BWR Zry-2 cladding with radially orientated hydride [50]

be viewed as a composite consisting of a zirconia outer layer, hydride rim or blister
underneath the oxide layer and metal with some precipitated hydrides and hydrogen
dissolved in the zirconium alloy. The outer oxide layer is always cracked, even be-
fore the RIA transient. It doesn’t have load-bearing capability [80]. Thus we need
only consider how the hydride contributes to crack initiation. The measured fracture
strength of d—phase hydride is very low: 18 MPa [81]. Therefore, we can assume
the hydride rim or blister as a pre-existing cracks, which serves as the initial flaw
size in a fracture failure model. However, analysis of the formation of hydride blister
requires local knowledge concerning the oxide spallation. Thus, we only consider the
continuous hydride rim as a flaw. The corrosion model in FRAPCON can predict the
oxidation and the total hydrogen absorption by multiplication of hydrogen pickup
ratio on the oxidation. A constant pickup ratio of 15% is set for PWR cladding. For
BWRs, a model in MATPRO determines the pickup logic which gives lower pickup
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fractions than for PWRs [1]. Given the total hydrogen absorbed, calculating the flaw
size of continuous hydride rim can be viewed as a hydrogen redistribution problem.
Neglecting the diffusion of §—phase hydride, the equations for hydrogen precipitation

and diffusion are given as follows [82]

%% = —V(vaa) (4.18)
Jo = =Da(Co + %’;"T) (4.19)
C = 1,Cs + v5Cs (4.20)
Cy(r,t) = min(C(r,t), TSS) (4.21)

Dy = Dyexp(—Q/RT) (4.22)

where,
subscript « and § denote a-phase and §-phase respectively.
V. is volumetric fraction of a-phase.
vs is volumetric fraction of é-phase.
Jo is hydrogen flux in a-phase in ppm m/s.
C is the total concentration of hydrogen in ppm.
C, is the concentration of hydrogen in a-phase in ppm.
Cs =16000 ppm is the concentration of hydrogen in d-phase.
R = 8.314 J/mol-K is the ideal gas constant.
Dy = 0.27 mm?/s is diffusion coefficient of hydrogen [83)].
@ = 35196 £ 1680 J/mol is activation energy for diffusion [83].
Q. is heat of transport = 20930 J/mol [84].

TSS = exp(—H/RT) (4.23)

TSS is the terminal solid solubility of hydrogen in a-phase in ppm
H = 39060 J/mol is heat of mixing [85].
K =1.99 x 10° ppm is constant for terminal solid solubility [85].

Let us assume:
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1. diffusion of hydride can be neglected,
2. precipitation and dissolution occurs instantly, and

3. thermodynamic equilibrium is achieved.

Following the above assumptions, hydrogen diffusion would be driven to the cold
surface by temperature gradient, resulting in a continuum hydride rim formed at the
cold surface. Since diffusion of -phase hydride is neglected, in the two phase (a+34)
region, the hydrogen flux from the a-phase must be zero at steady state. At the same
time, the hydrogen concentration of a-phase must satisfy the terminal solid solubility.
Thus the two phase region can only exist at the interface separating J-phase hydride

rim from the a-phase solid solution.

RCo_tH
CH(R%O - Réz) B Cg(Réo - (RCo - tH)2) + / ZT’CQ(T‘)dT‘ (424)
Rci
Ca(Reo — ti) = TSS(T(Rco — tx)) (4.25)
dCy | QuCodl
7 R g =0 (4.26)

where,

Cpy is total hydrogen pickup from the water side corrosion in (ppm).
ty is the thickness of continuous hydride rim in (m).

Rc, is the outer radius of cladding in (m).

R is the inner radius of cladding in (m).

r is the radius from the centerline of pellet (m)

Given the cladding outside temperature and the temperature gradient across the
cladding, which is determined by the average linear heat generation rate during the
steady state, the temperature distribution is known. Plugging into the above equa-
tions, the thickness of the continuous solid hydride rim can be solved. Figure 4-5
shows schematically the process of hydrogen redistribution: Figure 4-5(a) stands for
non-equilibrium condition from an initial uniform distribution. Figure 4-5(b) is equi-

librium condition which has only two distinctive phases.
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Figure 4-5: Hydrogen redistribution

Assume a linear distribution of temperature across the cladding, the temperature

distribution can be obtained as:

q,(Rco - ’I")

T(r) =Teo + 97kRe,

(4.27)

where,
¢ is the linear heat generation rate in (W/m)
k is the thermal conductivity of zircaloy (W/m-K)
Tco is the clad outer temperature (K)
T¢; is the clad inner temperature (K)

For linear heat generation rate from 15 kW/m to 35 kW/m, the temperature dis-

Table 4.1: Parameters for simulating hydride rim

Parameter Unit Value
Clad thickness mim 0.57
Clad outer diameter mm 9.5
Clad outer temperature K 573 700

Zry thermal conductivity W/m-K 16.2 17.7
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tribution is determined by the parameters in Table 4.1. Plugging the temperature
distribution into Eq 4.24, the hydride rim can be calculated as shown in Figure 4-6
and Figure 4-7.

20

1

------- - Linear heat = 15 kW/m
—#— Linear heat = 25 kW/m
18+ —— Linear heat = 35 KW/m
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Figure 4-6: Hydride rim prediction with Tco = 573 K

As can be seen from Figure 4-6 and Figure 4-7, at the equilibrium condition, the
hydride rim is not sensitive to the temperature gradient across the cladding as the
majority of hydrogen accumulates as hydride precipitate. Due to the generally low
solubility of hydrogen, we may neglect the effect of temperature distribution on the

rim thickness. A simplified model for the hydride rim is given as:

Cy—Cn o Cw—TS5
o Cu —TSS 4.9
tn = feo \/aS —To5licet G g e (4.28)

Where, T'SS is the terminal solid solubility of hydrogen in a-phase at the temperature

of the cladding outer surface. The effective flaw size in [m] is set as:

a= My (4.29)
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Figure 4-7: Hydride rim prediction with Tco = 700 K

where ty is the thickness of hydride rim in [m] and X is an empirical multiplication

factor chosen based on fitting the experimental data.

6.0 for PWR Zry—4 cladding
11.0 for BWR Zry—2 cladding

The implication of this multiplication factor is to account for the stacking of hydride
platelets. The larger value for BWR Zry-2 cladding is due to effects of radially
orientated hydrides.

4.2.2 Fracture toughness

In general, the temperature, hydrogen content, hydride orientation, and fast fluence
could modify the fracture toughness of the cladding at high burnup. However no

single experiment could cover such a wide range of parameters. Axially notched ring
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Zry-2 specimen cut from the cladding tube [86][87] and [-treated Zry-4 compact
tension specimens tests [88]are selected for fitting the fracture toughness model. The
data and fracture toughness model is shown in Figure 4-8. PL refers to pin loading.

CT refers to compact tension.
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Figure 4-8: Fracture toughness

As seen from Figure 4-8, the fracture toughness for both the unirradiated and ir-
radiated hydride specimens decreases as hydrogen content increases at room temper-
ature. In comparison to the specimens at room temperature, the fracture toughness
increases at 573 K for both the irradiated and unirradiated specimens. This increase
could be best characterized by the a brittle to ductile transition. At 573 K, no major
difference for the fracture toughness of the irradiated zircaloy is shown for hydrogen
content up to 500 ppm. For unirradiated sample this cut-off hydrogen content could
be even higher. These data are consistent with the conclusion that radiation damage
controls ductility for hydrogen content up to 800 ppm at reactor operating temper-

ature [84], although the cut-off hydrogen content is higher. Therefore, two curves
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representing the fracture toughness at both room temperature and reactor operat-
ing temperature are fitted. The ductile to brittle transition temperature (DBTT) is

introduced to differentiate the two curves for hydrogen content less than 1000 ppm.

T > DBTT

116.9 — 0.00782Cy  0< Cy < 411.3 ppm
Kic = { 855.3exp(—0.005Cy) 411.3 ppm < Cy < 806.1 ppm (4.30)
19.38 — 0.00257Cy 806.1 ppm < Cy

T < DBTT
42.64exp(—0.001619Cy) 0< Cy <5324 ppm
Kic = P n) 0= Gy pp (4.31)
19.38 — 0.00257C 532.4 ppm < Ci

DBTT is a function of hydrogen concentration, fast fluence and strain rate for irra-
diated cladding. DBTT is also a function of strain rate, [80] for highly irradiated
cladding, DBTT is 473 K at a strain rate of 1.5 % /s, 573 K at a strain rate of 500 %
/s. Given that the high strain rate measured during RIA is in an order of tens %/s
[89], the DBTT is set as 500 K during the PCMI loading phase.

The fracture toughness is modeled by the hydrogen content and temperature being
below or above DBTT. The non-uniformity of fracture toughness due to preferential
accumulation of hydride at the outer region of the cladding is not particularly ad-
dressed in fitting the fracture toughness curve from the hydrided specimen. Instead,

we consider it in the flaw size model to account for the non-uniform distribution of

hydrides.

4.2.3 Failure criterion

To characterize the failure condition, J-integral is introduced as the parameter driving
the fracture. J-integral is a parameter characterizing the stress-strain field at the tip
of a crack by an integration path taken sufficiently far from the crack tip to be

analyzed and then substituted for a path close to the crack tip region. For linear
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elastic plane-strain conditions,

(1 - VQ)KIQC

Jic = i3

(4.32)

where: Jj¢ is the critical toughness value at the initiation of crack growth, K¢ is the

mode-I critical stress intensity factor, E is the elastic modulus, and v is the Poisson

ratio.

The line integral J is defined as:

ot
J = /FWdy - T%ds (4.33)

where,

[' = any counter-clockwise contour surrounding the crack tip.

W = loading work per unit volume or, the strain energy density for elastic bodies.

T = the traction vector at ds defined according to the outward normal n along I'.

u = displacement vector at ds.

ds = arc length along contour I'.

T%ds = the rate of work input from the stress field into the area enclosed by I'.
J-integral has the advantage to describe the stress-field around a crack tip with certain
amount of plasticity. Numerical calculation of J usually involves using finite element
model to calculate the above parameters along a chosen line contour. Since the
current mechanical deformation model in the FRAPTRAN code is not able to define

a line contour to calculate J from its definition, an engineering approach is adopted

as follows:
J=J+J, (4.34)
K2(1 —1v?)
_ e 4.35
Jo= 2l (4.3)
K, = Fog/ma (4.36)
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where F is given as [76}:

a

w

2
W

a

)2 — 21.72( W)4

F=112— 0.231(%) +10.55( )® + 30.39(

a is the effective flaw size. W is the cladding wall thickness. Plastic component of

J-integral is approximately given as [90}:

€p

Ee/T

Jy=

Je (4.37)

€p and g, are the plastic and elastic hoop strain respectively. n is the strain hardening

exponent. The failure criterion is set as:

J > Jic (4.38)

The process of fracture failure is schematically illustrated in Figure 4-9. The fracture
of hydride platelets is assumed to form initial cracks. Onset of the crack growth
corresponds to the condition of J > Jje. The development of through-wall crack

leads to failure of the cladding.

Therefore, it can be seen that Eq 4.38 is a conservative assumption for failure, since
it only corresponds to blunting around the crack tip, the condition of the onset of crack
growth rather than the condition of unstable crack propagation. The cladding tube
should have certain resistance at each given initial flaw size. In summary, Eq 4.38
gives a necessary condition for failure. Since it neglects the crack growth in the
ligament and in axial direction, it would generally under-estimate the enthalpy at

failure.

Note that during the gap closure of RIA, the cladding is subjected to biaxial
stress state. The J-integral methodology accounts for the effect of the hoop stress on
the opening of cracks, which neglects the effect of axial stress on the crack growth.
This effect is anticipated to be low as the axial stress is parallel to the crack surface,

although the axial stress may tend to affect the plastic zone size around the crack tip.
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oxide
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Figure 4-9: Illustration

of fracture of hydrided cladding

139



4.3 Model implementation

4.3.1 Model validation

Results by application of the failure model are shown in Table 4.2-4.4. Strain-based
failure model by PNNL and SED/CSED model by EPRI are also listed in the tables

to compare with the failure model denoted as MIT model in the tables.

Table 4.2: Summary of failure prediction for CABRI tests

As can

Test No. Failure time (sec) Enthalpy at failure (cal/g)
Measured EPRI PNNL MIT Measured EPRI PNNL MIT
RepNal  0.0740 0.0775 0.0817 0.0770 30 490 884 451
RepNa2 N N N N - - - -
RepNa3 N 0.0952 N N - 124.8 - -
RepNa4 N N N N - - - -
RepNab N N N N - - - -
RepNa8 05318 05091 N  0.5114 78 54.8 - 56.5
RepNal0 0.4560 04458 N  0.4531 79 56.5 - 69.5

Table 4.3: Summary of failure prediction for NSRR PWR fuel

Test No. Failure time (sec) Enthalpy at failure (cal/g)
Measured EPRI PNNL MIT Measured EPRI PNNL MIT
HBO1 Failed  0.2016 0.2037 0.2017 60 539 70.2 545
HBO2 N N N N - - - -
HBO3 N 0.2016 0.2037 0.2017 - 539 702 545
HBO4 N 02169 N N - 50.0 - -
HBO5 Failed  0.2077 0.2091 0.2072 76.9 53.8 708 453
HBO6 N 0.2079 02103 N - 60.2 83.6 -
HBO7 N 0.2079 02103 N - 60.3 83.6 -
GK1 N 0.1987 N N - 86.8 - -
GK2 N 0.1962 N N - 69.7 - -
oIl N 02022 N N - 69.5 - -
012 N 0.2025 N N - 69.3 - -
MH1 N N N N - - - -
MH2 N N N N - - - -
MH3 N N N N - - - -

be seen from the above tables, our model is good at distinguishing failure cases from

non-failure cases, with one wrong prediction for case HBO3. The uniform elongation

model by PNNL gives six wrong predictions: RepNa8, RepNa10,FK4, HBO3, HBOS,
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Table 4.4: Summary of failure prediction for NSRR BWR fuel

Test No. Failure time (sec) Enthalpy at failure (cal/g)
Measured EPRI PNNL MIT Measured EPRI PNNL MIT
FK1 N 0.2062 N N - 91.3 - -
FK2 N N N N - - - -
FK3 N 0.2090 N N - 101.8 - -
FK4 N 0.2037 0.2056 N - 834 1219 -
FK5 N N N N - - - -
FK6 0.2440  0.2442 0.2444 0.2437 70 67.2 725 53.5
FK7 0.2443  0.2444 0.2446 0.2439 62 69.9 76.2  59.2
FK8 N N N N - - - -
FK9 0.2692  0.2662 0.2666 0.2647 86 74.6 76.9 609

FK10 Failed  0.2654 0.2658 0.2647 80 7598 792 679
FK12 Failed  0.2665 0.2666 0.2651 72 79.12 769 681

TS1 N N N N - - - -
TS2 N N N N - - - -
TS3 N N N N - - - -
TS4 N N N N - - - -
TS5 N N N N - - - -

HBO7. For CABRI cases, both EPRI and MIT models give close results while PNNL
model can’t capture the failures except for case RepNal. Test case CABRI RepNal
is believed to have hydride redistribution in the welding process. It may change the
fracture toughness greatly. Thus case RepNal have a very low value of enthalpy
deposit. Microphone signal detected the crack initiation is at 44 cal/g for RepNa8.
The enthalpy at failure predicted by our model is closer to this value than the failure

enthalpy of 79 cal/g.

The calculation of SED however depends on the mechanical model used in the
code. The SED and CSED failure criterion developed for the FALCON code may
not be suitable in the FRAPTRAN code. The SED/CSED model implemented in
the FRAPTRAN code tends to give more conservative predictions of fuel failures.
Figure 4-10 gives the prediction of errors of failure enthalpy. Enthalpy at failure
is generally under estimated by the MIT failure model. That is because the model
actually predicts the onset of crack growth rather than the final loss of integrity of
the cladding. The crack growth in the remaining ligament is not calculated Thus the

calculated failure enthalpy is generally 20-30 cal/g lower than the experimental data.
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Also, the crack may be arrested in the inner cladding ligament as the temperature is
higher and Zry properties tend to be more ductile. Then failure should be driven by
the plastic collapse rather than the crack growth. Figure 4-11 to Figure 4-13 show

W MIT model

60 _RepNal EIPNNL model (RepNa8 and
; RepNal0 are predicted as no failure)

EIEPRI model

Error of calculated enthalpy at failure (cal/g)

Figure 4-10: Errors for prediction of failure enthalpy

the enthalpy rise and parameter J and critical value of J. The J is compared with
Jic at each time step to determine whether failure would occur. When failure occurs,
the enthalpy at failure time is recorded as failure enthalpy. Although the difference
between the measured failure enthalpy and calculated failure enthalpy can be as large

as more than 20 cal/g, the time interval is only 2-3 ms.

4.3.2 Discussion

o Flaw size effects

Figure 4-14 show the sensitivity study of flaw size for cases RepNal, RepNa8,
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Figure 4-12: Enthalpy rise and J vs. time for case HBO5
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Figure 4-13: Enthalpy rise and J vs. time for case RepNa8
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HBO1 and HBOS5. All the test cases show the decreasing trend of failure en-
thalpy as flaw size increases. This decrease of failure enthalpy tends to change
abruptly at small flaw size but change gradually at a larger flaw size. The flaw
size would affect directly the stress intensity factor K; and thus Jj, which is
the parameter to characterize the stress field at the crack tip. Increasing flaw
size tends to shorten the time to reach the onset of crack growth, and decrease
the amount of enthalpy deposit to fail the cladding. The driving force during
the PCMI is the displacement load from pellet. Certain amount of enthalpy is
required for the thermal expansion and swelling of pellet to close the gap and to
form the initial crack with plastic deformation in the matrix around the hydride
platelet. This amount of enthalpy deposit might be less dependent on the flaw
size. That explains the gradual decrease of enthalpy deposit at large flaw size.
On the other hand, the larger the flaw size, the more extensive the corrosion
would be in the cladding alloy. This tends to decrease fracture toughness of the
cladding, and may lead to the unstable crack propagation. In such a scenario,
Eq 4.38 is closer to the failure condition. It implies the enthalpy deposit can be

very low, around 40 cal/g, with extensive corrosion in the cladding.

Comparison with scaling analysis

Table 4.5 summarizes the scaling analysis by NRC [46]. By changing the coolant
condition to PWR HZP condition and power pulse width and magnitude to
make it more representative of the PWR condition, the failure enthalpies for
PWR conditions based on CABRI cases RepNa7, RepNa8 and RepNal0 are
reduced. The failure enthalpies for NSRR cases: HBO1 and TK2 are increased
more than 20 cal/g as the power pulse is changed from 5 ms to 10 ms and coolant
condition changed from CZP to HZP. To compare with the scaling analysis, test
cases HBO1, RepNa8 and RepNal0 are changed to PWR HZP conditions in the
same way as done in Table 4.5. The failure model is applied to those three cases
at both test conditions and PWR HZP conditions. Table 4.6 to Table 4.8 show
the failure prediction. As can be seen, the NSRR case HBO1 which features
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Table 4.5: Summary of scaling analysis by NRC [46]

Test conditions PWR conditions
Test No. Temp. Pulse  Failure Enthalpy Temp. Pulse Enthalpy Scaling
(°C) width stress, change (°C) width change (cal/g)
(ms)  strain at fail- (ms) at fail-
ure ure
(cal/g) (cal/g)
RepNalO 280 31 230 MPa 59 280 13 57 -2
RepNa8 280 75 130 MPa 63 280 16 54 -9
RepNa7 280 40 0.49% 97 280 12 78 -19
HBO1 18 44 0.52% 57 277 10 80 23
TK2 25 4.4 0.58% 59 217 11 86 27

narrow power pulse, doesn’t fail when extrapolated to PWR HZP condition.
It seems more likely due to the temperature change. At the test condition
of room temperature with almost adiabatic power pulse, the cladding surface
temperature remains very low, at time of failure 342 K, which is lower than the
ductile to brittle transition temperature. At HZP with wider power pulse, the
cladding temperature reaches 774 K at maximum J/Jj¢, thus cladding becomes
more ductile to prevent failure. For CABRI cases RepNa8 and RepNal0, the
power pulse however is more narrow when extrapolated from the test condition
to HZP condition. The initial cladding temperature is same. Therefore, failure
occurs at even lower enthalpy deposit. The trend for failure enthalpy change is
the same as the analysis by Meyer [91] when the test conditions are changed to
PWR conditions. Although the model is conservative in predicting the enthalpy
at failure, it also demonstrates that there is a large safe margin in the ductility
change. The extent of corrosion in the cladding of HBO1 though cause the
failure at test conditions may not be able to fail at a wider power pulse and
higher temperature. The maximum oxide layer thickness measured in HBO1 is
50 micron, still much lower compared to the CABRI test cases: 130 micron for
RepNa8 and 80 micron for RepNal0. Another similar test HBO7 conducted at
NSRR with higher enthalpy than HBO1 but slightly less corrosion (peak oxide
layer thickness is 45 micron) didn’t fail, indicating that the failure of HBOL1 is
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marginal.

Table 4.6: Analysis of HBO1 extrapolated to PWR HZP condition
Test condition PWR condition

Peak fuel enthalpy increase (cal/g) 82.6 82.6
Failure Y N
Failure time (sec) 0.2017 -
Enthalpy increase at failure (cal/g) 54.23 -
Cladding avg. temperature at failure (K) 342 774 @

®Temperature at max(J/Jrc)

Table 4.7: Analysis of RepNa8 extrapolated to PWR HZP condition
Test condition PWR, condition

Peak fuel enthalpy increase (cal/g) 79.4 79.1
Failure Y Y
Failure time (sec) 0.5075 0.5286
Enthalpy increase at failure (cal/g) 37.6 27.5
Cladding avg. temperature at failure (K) 662 589

Table 4.8: Analysis of RepNalO extrapolated to PWR HZP condition
Test condition PWR condition

(a) (b
Peak fuel enthalpy increase (cal/g) 78.9 88.7 66.0
Failure Y Y Y
Failure time (sec) 0.4513 0.4440 38.0
Enthalpy increase at failure (cal/g) 50.6 38.0 38.0
Cladding avg. temperature at failure (K) 682.6 628.1 628.1

When case RepNalO is extrapolated to PWR HZP condition, it is found that
the peak fuel enthalpy increase is sensitive to change of power magnitude. For
the case of PWR condition with peak fuel enthalpy of 66.0 cal/g, DNB doesn’t
happen, but for the case with peak fuel enthalpy of 88.7 cal/g, film boiling
occurs. Thus, when DNB happens, there is a jump of the peak fuel enthalpy
increase due to the deterioration of heat transfer at cladding surface, which
prevents the fuel from cooling, thus allowing larger enthalpy inside fuel rod.
Enthalpy increase at failure however doesn’t change in spite of the change of

peak fuel enthalpy deposit.
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4.4 Summary and conclusions

PCMI failure of high burnup fuel cladding is modeled based on fracture mechanics.
Model is implemented in the FRAPTRAN code. A flaw size sub-model is set forth
to capture effects of a hydride rim on the failure of a clad. A fracture toughness
sub-model describes the fracture toughness as a function of hydrogen content. A
DBTT is introduced to differentiate the fitting curves at different temperature and
account for the high strain rate effects. A conservative failure criterion assumes that
when the condition for onset of crack growth is satisfied, failure would occur. Despite
its conservative assumption, the model has a very good capability to differentiate
between failed and non-failed rods capturing a wide range of test database including
CABRI and NSRR test rods with different burnup levels, corrosion extent and fuel
enthalpy deposition.

The model generally under-estimates the enthalpy at failure. This could be due

to the assumptions made in the models, which
1. neglect the crack growth in axial direction,
2. neglect the crack growth in the remaining ligament, and
3. doesn’t account for the plastic collapse failure.

Applying this model to PWR conditions of test fuel rods reveals that for a wider
power pulse, a higher threshold of the enthalpy is required for PCMI failure. The
failure of NSRR test case HBO1 seems unlikely to materialize at PWR HZP condition

with larger ductility.
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Chapter 5

Fuel failures at LWR conditions

5.1 Introduction

Previous chapters described models of fission gas release and swelling, heat transfer
and PCMI failure during simulated RIA test conditions. This chapter will apply
these models to LWR conditions to analyze the high burnup fuel rod behavior and to
determine the failure conditions of LWR fuels during RIA.

LWR accidents to be explored in this chapter include the HZP conditions of PWRs
and CZP conditions of BWRs. In a PWR, as the hypothetical RIA is triggered by
a control rod ejection, HZP rather than at power conditions are investigated as the
largest reactivity insertion would occur at such condition. Similarly, the control blade
drop down accident of a BWR at CZP condition is investigated since it is the worst
scenario for a BWR as far as reactivity insertion is concerned.

The difference between test conditions and LWR conditions are listed in Table 5.1.
As can be seen from Table 5.1, coolant conditions in CABRI differ largely from LWR
conditions. The NSRR test conditions can best represent the BWR CZP. However,
no test data is available at high system pressure conditions. The test rods are short
refabricated rods as compared to the full length rod in LWRs. NSRR test rods have
uniform axial power while CABRI test rods have non-uniform axial power distribu-
tions. They are able to represent the local condition of a PWR or BWR fuel rod.

The range of filling gas quantity and composition in the tests is not significantly dif-
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Table 5.1: Difference between test conditions and IWR conditions

CABRI NSRR PWR HZP BWR CZP
Coolant type  Flowing Stagnant wa- Stagnant wa- Stagnant wa-
sodium ter ter ter
Coolant pres- 0.5 0.1 15.5 0.1
sure (MPa)
Coolant 280 20 280 20
Temp. (°C)
Fuel rod Refabricated = Refabricated  Full length Full length
Filling gas He He or fission He and fission He and fission
gas gas gas
Power pulse 10-70 ) 10-40 >20
width (ms)

ferent from the LWR conditions, although most test rods are filled with helium while
the gas composition in LWR fuel rods is largely affected by the fission gas released
during base irradiation. Most of the tests used to validate models are conducted at
narrow power pulse conditions. A few wide power pulse cased in CABRI extend the
capability to represent the LWR conditions.

The impacts of these differences on models presented in Chapter2-Chapterb are

summarized below:

e Model of fission gas release and swelling
Burst gas release is related to the fuel temperature change, stress field in the
fuel, cracking of grain boundary, and micro-structure evolution in the rim re-
gion. These parameters are unlikely to be affected by the coolant conditions.
Refabricated fuel rode can have different void to fuel ratio but that doesn’t

affect the fraction of fission gas release.

e Model of heat transfer
The model is developed for room temperature and stagnant flow condition. This
is only applicable to BWR CZP condition. For PWR HZP, the original heat
transfer model in FRAPTRAN is used. This neglects oxidation effects on the

heat transfer.

e Model of PCMI failure
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PCMI failure of high burnup fuel is more likely to be affected by the ductility
change as a function of temperature, fluence, corrosion and strain rates. These
parameters are also covered in test data. This mechanistic model doesn’t depend
on the geometry of fuel rod thus is able to predict the failure at PWR HZP and
BWR. High system pressure at LWR conditions may change the initial stress

and strain of cladding but this is not in conflict with any model assumptions.

Therefore the mechanistic models developed in the thesis extrapolated into LWR

conditions should be able to give a good prediction in spite of the differences listed

in Table 5.1.

5.2 PWR HZP

Typical parameters for a high burnup fuel rod in a PWR are listed in Table 5.2. Cor-
responding base irradiation input file is prepared and run by FRAPCON to provide
the initial conditions at various burnup levels from 30 to 56 MWd/kgU. The width of
power pulse is taken as 10 ms. The power pulse magnitude varies in the simulation
to achieve different enthalpy deposit level. Generally, the shape of the power pulse
depends on the neutronic characteristic of the reactor. Power pulse width tends to
have an inverse relationship with both the control rod worth and maximum fuel pellet
enthalpy increase. The simulations by PARCS showed that the pulse width for an
REA ranges from 65 ms to 10 ms for peak fuel enthalpy changes from 15 cal/g to 100
cal/g [92].

A narrower power pulse features high strain rate and strong PCMI when the
cladding remains cold. Thus, it is more dangerous for the PCMI failure as the ductility
of the cladding tends to be low for a narrow power pulse. Therefore, we choose a
conservative value for the power pulse width as 10 ms. This value is close to the
scaling analysis given by Meyer [46].

The failure of high burnup fuel depends largely on the corrosion, which is not
necessarily to be a linear function of burnup. By assuming a linear dependence of

power on time, we change the slope of power history curve, the peak node hydrogen
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content is calculated by the FRAPCON code. The dependence on the slope of a linear
power history is shown in Figure 5-1. High linear power at the end of life would cause
high temperature drop across the oxide layer, high fuel temperature due to thermal
conductivity degradation. We select the power history with peak to average ratio of

1.8 as shown in Figure 5-2 as the base irradiation case for the simulation of RIA.
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Figure 5-1: Effect of power history on the corrosion of high burnup fuel

The maximum oxide layer thickness vs. burnup for the simulated PWR rod is
shown in Figure 5-3. The bounding curve by EPRI [75] is also shown in the figure
for comparison. Below 50 MWd/kg, the simulated case using the oxidation model in
FRAPCON can give a best estimate oxidation rate. Above 50 MWd/kg, it exceeds
the EPRI fitting curve. Maximum hydrogen content vs. burnup shown in Figure 5-
4 is also obtained by the corrosion model in the FRAPCON code. The hydrogen
content is in general higher than that measured in most test cases. Calculations for
peak fuel enthalpy at various burnup levels are conducted for simulated RIA cases

with different power pulse magnitude and with three different failure model options:
1. strain-based failure model by PNNL

2. SED/CSED model by ANATECH/EPRI and