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Abstract

The convergence properties of the Carson and Fry and of the van der Pol-Stumpers

expansions for the complex amplitude of the steady-state response of a filter to an FM

excitation are discussed. The theory of quasi-stationary analysis and of FM-to-AM

conversion with low distortion is presented. The use of Taylor's formula leads to error

estimates and to a simple condition that specifies an upper bound on the error incurred

in restricting the solution to the quasi-stationary term (the instantaneous-frequency

method). A sluggishness ratio and an index of stiffness are defined for filters whose

system functions have poles only in the left half-plane. Sluggishness ratios and indices

are given for various filters of wide practical interest. The results indicate that filter

bandwidths must be prescribed on the basis of the fastest rate at which the instantaneous

frequency of the excitation is swept. Applications to sinusoidal modulation and to two-

path interference that emphasize the limitations of specifying filter bandwidths on the

sole basis of frequency deviation are offered. Applications to the reproduction of FM

video waveforms are discussed. The discussion concludes with an analysis of harmonic

and intermodulation distortion in the quasi-stationary response.
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I. INTRODUCTION

The present study has been motivated by at least two important questions. First,

the conditions for satisfactory reproduction of a frequency modulation in the response

of a bandpass filter do not appear to have been sharply defined in general terms in pub-
lished work. The specification of filter bandwidths in frequency-modulation systems

has so far been largely based on the extent of the significant spectrum of the FM wave

without sufficient regard to the type of filter used. Moreover, some misconceptions

appear to have grown with regard to the significance of a high modulation index (or

deviation ratio) and its usefulness in the classification of FM waves into those whose

significant spectra are confined essentially within the bounds of the maximum deviation
from the center frequency and those whose significant spectra are not so confined.

The second question concerns the definition of the conditions for the validity of us-

ing the concept of instantaneous frequency as a tool in the solution of problems on the

response of a linear system to variable-frequency excitations. The problem of design-

ing discriminator filters for low-distortion conversion of FM to AM is but one impor-

tant instance in which these conditions are of fundamental importance. More generally,
in the solution of forced-response problems in modulation theory, the need for sharply

defining the conditions for reasoning on an instantaneous-frequency (or instantaneous-

amplitude for AM) basis also arises when the filter is viewed as a system which, by

virtue of its energy-storage elements, will exercise an inertia or sluggishness that sets

a limit on the kind of frequency (or amplitude) changes that will be reproduced in its
response. A widely used alternative approach views the filter as a selector of certain

frequency bands. This spectral approach is commonly referred to as the "Fourier

method." First, the spectrum of the impressed signal is determined. Then, the spec-

trum of the steady-state response of the filter is obtained by multiplying each input
spectral component by the value that the system function of the filter assumes at the

frequency of the input component. This method is conceptually simple and straight-

forward. It is often the final resort in checking the validity and accuracy of results ob-

tained by other methods. Unfortunately, when the number of significant spectral com-

ponents is large, the computation becomes extremely laborious, and, in perspective, the

significance of the results may be lost in a maze of complex numbers. In this connec-

tion, it is often convenient to idealize the filter amplitude and phase characteristics in

an effort to simplify the computation and facilitate the reasoning - particularly in

studying the effect of the various portions of the impressed spectrum upon the instanta-

neous frequency and amplitude of the resultant steady-state response (1,2). Despite the
fact that the idealization of the filter characteristics (which constitutes an acceptable

deviation from reality) can be quite helpful, the analysis often remains laborious.

It is the main object of the present study to explore the conditions that a general,

linear, system function must satisfy in order to ensure an acceptable reproduction of a

specified frequency modulation (when this function pertains to a selective filter) or a

1



proper FM-to-AM conversion of this modulation (when the system function character-
izes a discriminator circuit). It is fairly evident that these conditions must involve
joint restrictions on the character of the modulating function, as well as on the system
function. A criterion is presented for the specification of filter bandwidths which em-
phasizes the essential characteristics of the filter and of the signal, and takes these
characteristics into account jointly. In adducing this criterion, we recognize that a
fundamental requirement for low-distortion transmission of an FM wave through a
bandpass filter, and for proper conversion of the FM into AM by a filter, is that the
filter follow the frequency-modulated excitation in a quasi-stationary manner. This
means that we must be able to analyze the filter response by viewing the FM excitation
essentially in terms of the resultant of all of its constituent spectral components, and
visualizing it on the plots of the filter characteristics (versus frequency) as a sinusoid
whose instantaneous position on the frequency scale varies in accordance with the dic-
tates of the modulating wave. To be sure, this condition is not sufficient for either of
the two aforementioned purposes. For faithful FM-to-AM conversion we must require
in addition that the swept portion of the amplitude characteristic be linear. For low-
distortion transmission of the frequency modulation we must, in addition, require that
the phase characteristic of the filter be linear.

The conditions for quasi-stationary analysis have been studied by Carson and Fry
and by van der Pol and Stumpers among others. Our purpose here is to present a new
analysis which leads to a more complete as well as more concise account of these
conditions and emphasizes their bearing upon the choice of filter bandwidths in fre-
quency-modulation systems.
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II. TWO IMPORTANT EXPANSIONS AND THEIR CONVERGENCE PROPERTIES

Consider a linear (realizable and stable) system which is characterized by its re-

sponse, h(t), to a unit-impulse excitation. The time function, h(t), has a bounded
envelope made up of decaying exponentials. Impulses in h(t) are possible only at t = 0.

Let this system be excited by a current described by

j[ wct + 0 (t)]
i(t) e (1)

where 0 (t) is some arbitrary function of time. If the forced-response voltage, after
the initial transients have died out, is denoted by

j[e t + 0(t)]
e(t) = E(t)e

we have, from a well-known superposition integral,

00

e(t) = f h(T) i(t - T) dT
0

Substitution from Eqs. (1) and (2) yields

(t) = h -j[WC + 0(t) - 0(t - 7)]
E(t)= A h(r)e

(2)

(3)

(4)

Two useful expansions of the integral on the right-hand side are possible. These
expansions depend upon expressing the integrand in the form

h(T)e - j 0T ·g(t, 7)

where, in generating the first expansion, = cc, while for the second expansion

d
C = oi(t) = [t + 0(t)]

dt

The first expansion brings out discriminator action (3); the second is more appropriate
for adducing the conditions for the validity of a quasi-stationary analysis (4,5,6). The
derivations of these expansions, which we present in Table I, follow parallel steps and
bring out their convergence properties. The functions Bn(t) and Cn(t) are defined in
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Table I

Development of the Expansions for the Complex Amplitude, E(t), of the Steady-State

Filter Response to a Variable-Frequency Excitation, exp j [oct + 0 (t)] .

Carson and Fry Expansion van der Pol-Stumpers Expansion

00 -j[w t + (t)- (t-r)] 00

1. E(t) = f h(T) e d= h(h)e-JW g(t, T) d-

h(t) = impulse response of linear passive network

w w and g(t, T) = e- jo(t) ej0(t - ) w - wi = w + d0/dt,

and g(t, T) = ej[ 0 (t- 7) - 0(t)+ T0'(t)]

2. Assume that 0(t) has finite derivatives of all orders for all values of t. Thus,

oo 0(n) )
0(t - T) = n (T)n will converge uniformly and absolutely for all values

n=O n! of t and 7.

o 1

Note that ex = - xn has an infinite range of uniform and absolute convergence.
n=O n!

3. Therefore,

g(t, ) = B(t)(-) g(t, n) = n Cnt)(- T)n
n= n n= n!

converges uniformly for all values of t and . Bn(t) and Cn(t) are given in Table II.

4. Substitute from 3 in 1, interchange summation and integration, and obtain

o 1 o -jw 1 00 -jW.T
E(t) = - Bn(t) f (-T)nh(T)e dr E(t) = -Cn(t) (-T)nh(T)e d

n=O n! fo n 0 n! 0

5. If we write

00 dnz(jO) 
Z(j) = fo h(T)ej°rdT, then z(n)(jw) - i = ( 7)nh(r)e-jdT

d(jw)n 0

6. Substitute from 5 in 4 to obtain

E(t)=0 In E(t)PO T ! (t) Zn(n0i E (t) = 1; -- Bn(t) Z()(j WC) ( t )zJ i
n=0 n! n= n!

For assumed properties of 0(t) and for a Z(s) that is analytic in right-half of the s-plane

and on jw-axis, these expansions converge uniformly for all values of t.
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Table II

The Functions Bn(t) and Cn(t) of Table I

n
Bn(t) = e-j(t)_ ej0(t)

dtn

1

jdO/dt

de 2

dt

d2 0

dt2

r dl d
n+ L dt dt

1
- Cn(t)
n!

1

o

0(t)
J -

2!

i'(t)

J
3!

8 iv 1 F 2

- + - ji-
4! 2! 2!

7!! 3~!

5! v2 4
i-+ - +- i-+-i

7! 2! 5! 3! 4! 2! 2+! 3

joVii 1 6! 23 iv ,,2 

8! 2! 2! 4! 2! 3!

+ -- +- +-
2! 6! 2! 4! 4! 2!

1
- Cn (t) is the
n!

sum of all possible product terms

p,q,m P! ]

1 F 0(q)]m
i - -i t that satisfy the requirement

m! L q! 

EP + mq = n,
p m,q

where m = 0, 1, 2, 3, .... , and p and q are positive integers (different from unity) that
are expressed in Roman numerals to indicate p and q differentiations with respect to the

independent variable, t.
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Table II. The convergence of these expansions is not affected by the detailed properties
of Z(jw) or its derivatives, as long as this system function has associated with it an
impulse-response function h(t) which is bounded and composed of decaying exponentials
and damped oscillations. These properties pertain to all linear, passive networks
whose system functions have no poles on the jw-axis. With reference to Table I, poles
of Z(s) on the jw-axis must be excluded, because their presence gives rise to sustained
oscillation in h(t) for which the convergence of the integrals in steps 4 and 5 is defined
only by limit processes that lead to singularity functions (impulses and n-tuplets).

In addition to ensuring the proper convergence of the integral that defines Z(jw),
the boundedness of h(t) is required so that when every term of the uniformly convergent
series of step 3 is multiplied by h(-)e- Jw , the resulting series is also uniformly con-
vergent, and, hence, integrable term by term to yield another uniformly convergent
series.

As for the convergence of the power-series expansion in step 3, we note that such
an expansion will converge over an infinite range if 0(t) itself possesses a power ex-
pansion whose interval of convergence is not bounded. This may be justified as follows.
Let us write

jeO(t- 7) = - [jS(t 7)]n
n=O n!

which, for a bounded (t), is uniformly and absolutely convergent, with an infinite radius
of convergence in terms of 0(t), as well as of t or 7. If

00 1 (k)(t)T)
0(t- T) = - (t)(-)k

k=O k!

is uniformly and absolutely convergent over an infinite range, the same will also be
true of

ejO (t - ) 1 0 (k)(t)(- ')k
n=O n! L k= k!

This conclusion follows from a theorem in the theory of power series (7). From the
uniqueness property of a power-series expansion, it is evident that if the right-hand
side of this last equation is expanded and rearranged in ascending powers of 7, the re-
sult will be identical with the series for exp[jO(t -7)] that is used in step 3.

The power-series expansion of a sinusoid converges uniformly and absolutely for
all finite values of its argument. If 0(t) is composed of a finite sum of sinusoidalterms,
then its power-series expansion may be considered as evolving from the addition of the
separate power-series expansions of its sinusoidal components. Since each of the com-
ponent power expansions converges uniformly and absolutely over an essentially infinite
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range, the power series that results from the combination of the finite number of terms

of like powers will also converge uniformly and absolutely over an infinite range. Con-
sequently, if (t) possesses a finite spectrum, or if the spectrum of (t) can be consid-
ered finite without introducing a significant error, then 0(t), as well as all of its

derivatives, is continuous everywhere, and a power-series expansion for (t) will con-

verge uniformly and absolutely over an infinite range. All physical, periodic, modulat-

ing functions fall into this category, with obvious exceptions - for example, the

functions associated with modulated waves whose envelopes contribute to their zero

crossings. The property of Fourier analyzability for 0(t) is not enough to ensure the

desired convergence properties of power-series expansions of (t).
An important property of the van der Pol-Stumpers expansion was demonstrated by

Stumpers. Stumpers assumed a periodic frequency modulation, s(rt), of fundamental

repetition frequency r rad/sec, and derived an expansion for the particular integral of

the linear differential equation with constant coefficients which relates the excitation

and response in a linear, lumped, finite, and passive system. The complex amplitude

of this response can be expressed as the series

00

E(rt)= F G (rt) rn (5)

which is asymptotic for r-+ 0. The functions Gn(rt) for the earlier terms are pre-
sented in Table III. This expansion is readily obtainable from the expansion in Table I

by substituting

0(n) (t) = rn - 1 s(n- 1) (rt)

and then grouping the result in terms of ascending powers of r. We may therefore con-

clude that when the frequency modulation of the excitation is periodic, the complex

amplitude of the forced response can be expanded into an asymptotic series about r = 0,

where r is the fundamental angular frequency of the modulation.

It is now recalled that if the remainder after the sum of the first n + 1 terms of an

expansion in powers of r is denoted by Rn(r), then this expansion is defined as being

asymptotic for r-o 0 if, for a fixed value of n,

lim rnR(r) = 
r-*O n

whereas, for a fixed value of r,

lim IrnRn(r) |
00*·
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Table III

The Coefficients, Gn(rt), in Stumpers' Asymptotic Series

Gn(O), 0 - rt

Z(jw i)

1
j-i s'() Z(2) (jwi)

2!

1 I
Coj -- tdw ( s+) Z Z(4 ) (jwi)

4!3j~ i ( 2! 3! ), (5) 3! ) 
4 !4!~~~s 3! 3 2j

siV~() (5) F{ s '()\ ( s (0)\ 1 ( 3 () 2- (6)
OW.) + Z (jwi)

5! + Lk 2!/ ) 4!/ 2! (j\i)

coefficients of rn in the van der PolStumpers expansion after substi

Gn() = t coefficients of r n in the van der Pol-Stumpers expansion after substi-
tution of 0(v)(t) = rv - l s ( - 1) (4)

Such expansions have the peculiar property that their terms diminish in magnitude with
increasing n, until a minimum is reached, after which the terms increase with n beyond
limits. Thus the rearrangement of the terms in the manner indicated in Eq. (5) seems
to have destroyed the convergence of the series of Table I. This signifies that the van
der Pol-Stumpers expansion in Table I is not absolutely convergent, although it is uni-
formly convergent, as is clear from its derivation.

The indicated behavior of the terms in an asymptotic expansion does not impair
the usefulness of such expansions. Indeed, asymptotic expansions possess some re-
markably useful properties (8). The following facts are of interest. First, the error
incurred in approximating the expanded function by the sum of only the first n terms of
the series is less than the first rejected term. The best approximation is obtained,
therefore, when n is so chosen that the (n + 1)t h term is the smallest term in the
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expansion. Thus, while a convergent series can be used to approximate the expanded

function within an arbitrarily small tolerance, an asymptotic series cannot. But it is

not uncommon for an asymptotic series to yield a better numerical approximation with

a given number of terms than a convergent series.
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III. THEORY OF FM-TO-AM CONVERSION

The FM discriminator can be considered, in this study, as a network that is de-

signed to convert the instantaneous-frequency variations of an amplitude-limited wave

into instantaneous-amplitude variations. These can subsequently be detected by appro-

priate AM detection techniques.

The form of the excitation function assumed in Eq. (1) pertains to an amplitude-

limited frequency-modulated carrier. The phase-modulating function 0(t) can be
considered as carrying the specifications of the frequency modulation, with the fre-

quency wc representing the average value of frequency about which the frequency

changes are executed. We shall now use Taylor's formula to determine the condition

for distortionless FM-to-AM conversion and to prescribe estimates for the error in-

curred in approximating the complex amplitude of the steady-state response of a net-

work (to a frequency-modulated excitation) by a finite number of terms in the Carson

and Fry expansion.
With reference to Table I, we assume that (t) and its first (n - 1) derivatives are

continuous for all t, and that (n)(t) exists for all finite t, and write

n-i 1
f(t - T) (t- ) = _- f(V)(t) (-) V + Rnf

v=O v!

where

Rnf= f(n)(t -7)(-T)n , 0 < 7 1
n!

Evidently, f(n) (t - -T) < f(n)(t) max . The auxiliary function g(t, T) can therefore

be expressed in the form

n-i 1
g(t, ) = e - ) ()(t) (r)v + Rng (6)

where Rng = Rnf

Substitution from Eq. (6) in step 1, Table I, followed by an interchange of summa-
tion and integration and the use of the relations defined in step 5, Table I, leads to

E(t) e-j(t) n1 f(v)(t) Z(v)(jc) + RnE(t)
E= c0 v!
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whence

n-l 1
EB (t) = Z- B(t) (jwc ) + RnE(t)
where =- v!

where

1 -j0(t)
RnE(t) =- en!

n!
f0 f(n)(t - T7) (-T)n h(T) eJ cT

1 z() ( j w c )

RnE(t) < - Bn(t) ma) (8)

The magnitude of the quantity on the right-hand side of this inequality therefore repre-
sents an upper bound on the magnitude of the error incurred in using only the first n

terms in the Carson and Fry expansion to represent E(t). This error is thus bounded

by the magnitude of the first rejected term.

For a network that is intended for FM-to-AM conversion with little distortion, we

choose n = 2, and write

E(t) ' Z(jw ) +c
dO

jZ'(jwc) - + R2E(t)
dt

1 dO 4
I R2 E(t)J 2 dt dt 2

max

d Z(jwc)

d(jwc)2

Faithful detection by an ideal envelope detector of unit detection efficiency yields

1E(t) = I (jWc) 

Z'(jo)

+ j
Z c)

dO R 2 E(t)
+dt 

dt z(jwc)

For good sensitivity and low distortion we require that jZ'(jwc)/Z(jwc) be real (as for a
pure reactance), that Z'(jw) I be high, and that

11
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1 |/dS\ 4 /d 2 0 2 Z 0(WC)
E = - + max 1< (10)

2 d d tdt 2 Z(jwc)

As an illustration, let

(t) = -- sin wmt = 6 sin wOmt
m

and let the network be a high-Q parallel-resonant circuit whose half-bandwidth between

half-power points is given by a rad/sec. If xc represents the deviation of wc from the

resonant frequency in units of a, then

(e) ( x < ( for 6 > 1

w - m

+ x c < for 6 < 1
a2a a

It is interesting to digress a little into the problem of FM disturbances caused by

co-channel interference. Thus, let the excitation i(t) be the amplitude-limited resultant

of two or more sinusoids of the type that appears at the output of an idealized narrow-

band limiter when the i-f amplifier delivers two carriers differing in amplitude and in

frequency, the frequency of the stronger signal being Wc = p rad/sec. As before, let Z

be the system function of the FM-to-AM conversion network (or discriminator). If the

envelope E(t) of the response of the network is faithfully detected by an ideal,

linear, amplitude detector of unit detection efficiency, the first term, Z(jp), in Eq. (9),

represents the direct-voltage level dictated by the frequency, p, of the stronger signal

when this frequency is considered as essentially constant or, perhaps, as slowly vary-

ing. The second term, jZ'(jp) d/dt, is the first-order disturbance caused by the inter-

ference, and so on.
The system function Z must evidently be some varying function of frequency for

FM-to-AM conversion to be possible. The distortion caused by the interference (as

well as the distortion that a nonlinear variation of Z(jw) with jw will introduce into the

desired direct-voltage level variation) will be minimized if Z(jw) is a linear function of
jw (as for a pure inductance) at least over the expected range of frequency variations.

The detected output will then consist only of the slowly varying direct-voltage level,

Z(jp), dictated by the frequency p, and the interference term, jZ'(jp) dO/dt, without any

12
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distortion of the waveshape of dO/dt.

Two questions immediately arise: the first concerns the desirability of this faith-

ful translation of the waveshape of dO/dt from a frequency variation to an amplitude

variation; the second concerns the explicit conditions on Z(jw), when both its magnitude

and phase vary with frequency, that will ensure a reasonable approximation to this

faithful translation. The first question is quickly answered, if we recall that the aver-

age value of dO/dt over one cycle of the frequency difference between the two carriers

delivered by the i-f amplifier is exactly zero, if the resultant of these two carriers is

delivered to the discriminator through a limiter of proper bandwidth (1,2). Therefore,

if dO/dt is faithfully reproduced and envelope-detected, the average value of

Z(jp) + jZ'(jp) dO/dt

over one frequency-difference cycle, is exactly Z(jp), the direct-voltage level dictated
by the frequency of the stronger signal. To ensure this faithful reproduction of dO/dt,

the discriminator network must be capable of following the excitation of Eq. (1) through

quasi-stationary states - that is, at every value of the instantaneous frequency, p + dO/dt,

we should be able to approximate the instantaneous amplitude of the response, on a
steady-state basis, by computing the value of Z(jwo) evaluated at w = p + d&/dt, and

multiplying it by the (constant) amplitude of the impressed excitation. The conditions

that a general system function, Z, must satisfy in order for this quasi-stationary analy-

sis to be applicable will be explored in Section IV, and will be found to agree with those

implied in condition (10).

It is reasonable to anticipate that the FM-to-AM conversion characteristic should

generally be characterized by second and higher derivatives, whose peak values grow

smaller with an increase in the order of the derivative. The amount of permissible de-

viation from linearity can then be restricted by requiring that

Z"(jcw)/Z'(jW) max << 1

since the negligibility of this ratio would certainly ensure the predominance of the first

derivative over the higher derivatives. The implications set by the desirability of a

small value of ZT"/Z'l max on the character of Z may be clarified by setting

Z(jw) = A(co) ejo(w)

and evaluating the indicated ratio. This leads to

13



Z"(jo)
= 2 (co) 

Z' (jc)

A"(w)
+ f' () + WU"(w)

A(w)

A'(w)
0b'(co) - j

A(w)

Evidently, this ratio can be decreased significantly if A(w) and ¢(w) are assumed to

vary linearly with frequency. Thus, if we set

A() = m(w - w) , and (w) =td(c - w)

we find that

Z"(jw)

Z'(jw) max
= 2 td= 2'(w)

this value occurring at w = wo . We may, therefore, conclude that the ratio I Z"/Z' I ,

for any discriminator circuit, will be minimized if A(w) and ¢(w) are linear functions

of frequency.

14



IV. THE CONDITION FOR QUASI-STATIONARY ANALYSIS

The van der Pol-Stumpers expansion states that if 0(t) and Z(jc) combined have

properties that make the second and later terms negligible compared with the first, then

the steady-state response of the filter will be given, essentially, by

t

jSo f (t) dt
e(t) = Z(jiw(t)) e (11)

This is the same, formally, as the expression for the steady-state response to a con-

stant-frequency excitation. Under these conditions, the filter is said to follow the

excitation through quasi-stationary states. This means that, at any instant of time t,

we may approximate the complex-envelope value of the steady-state response by eval-

uating the sinusoidal steady-state value of the system function at the value of instanta-

neous frequency oi(tl), as though this value were maintained for a sufficiently long time

to allow a build-up of the response to the sinusoidal steady-state value. This approach

is usually referred to as the "instantaneous-frequency method" of evaluating the steady-

state response, and the condition for its validity can be considered as the condition for

the applicability of the instantaneous frequency concept as a tool in evaluating the

steady-state response of a filter.

The degree to which the filter is able to present a quasi-stationary response is a

measure of the faithfulness of the reproduction of the instantaneous-frequency varia-

tions of the excitation in the response. When the filter response follows the excitation

through quasi-stationary states, we shall show later on that the instantaneous-frequency

variations of the response will constitute essentially a delayed replica of those of the

excitation if the filter phase characteristic is linear at = oc. A filter will be called

"wideband" relative to a prescribed frequency-modulated excitation, if the filter's

action is sufficiently rapid to allow its response to follow the instantaneous-frequency

variations of the excitation through quasi-stationary states. The filter will be called

"narrow-band" if it is too sluggish to follow the instantaneous-frequency variations of

the excitation. This terminology is inspired by the extent of the significant spectrum of

the excitation relative to the usable passband of the filter.

Equation (11) clearly shows that, under conditions of quasi-stationary response,

the amplitude characteristic of the filter describes the envelope of the response. If

Z(jwi) I varies with i over the range of instantaneous-frequency variations, then dis-

criminator action, or FM-to-AM conversion, results. For proper, undistorted conversion,

the time variations in the resultant envelope should be related linearly to the time variations

of the instantaneous frequency. This requirement can, evidently, be met only if I Z(jwi) | is a

linear function of wi over the entire range of the desired undistorted conversion.

The condition for quasi-stationary analysis will now be adduced by using Taylor's

15
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formula to expand the pertinent auxiliary function, g(t, T), into the number of terms that

is appropriate for the desired analysis. The remainder will again offer a basis for es-

timating the error incurred in the quasi-stationary approximation.

Thus, assume that 0(t) and 0'(t) are continuous for all t, and that 0"(t) exists forall
finite t. Then

0(t - 7) = (t) - 7'(t) + R20

where

R 12 ,, B"( 1 2
R=20 "(t T)(-T) , 0 < /< 1

2

and

0"(t - 77 7) I0"(t) I max

Therefore, with reference to the right-hand column in Table I,

jR2 0
g(t,r) = e = 1 + R

where

JRg=R2 e 0 < 1<1Rlg = jR20 e< , < 

(12)

and

IR 1 = IR20

Substitution from Eq. (12) in step 1, Table I, followed by an interchange of summation

and integration and the use of the relations defined in step 5, Table I, leads to

E(t) = Z(jwi ) + R1E(t)

where

0oo -J. T

RE(t) = f Rgh(T) e d

and
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RlE(t) 0"(t) max Z() (i) (14)

The magnitude of the quantity on the right-hand side of this inequality therefore repre-
sents an upper bound on the magnitude of the error incurred in using only the first term
in the van der Pol- Stumpers expansion to represent E(t). A similar procedure couldbe
used to define an upper bound on the error incurred in using only the first n terms in

the van der Pol - Stumpers expansion, but the deduction of the final estimate gets in-

volved. A quick guide to such an estimate is provided by the asymptotic nature of the
expansion when it is expressed in the form of Eq. (5) for the case of a periodic fre-
quency modulation.

For a transmission network whose response is intended to carry an adequate re-
production of the angular modulation of the excitation, we can therefore write

E(t) = Z(j. i)

with the requirement that the maximum relative error, , in this approximation be
negligible compared with unity. From Eqs. (13) and (14), this means that

1 d2 0 Z"(jow )
=_ 1 < 1 (15)

m 2 2 z(jw.)
max max

It is important to note that the validity of this analysis requires only that (t) and
its first derivative be continuous for all t and that 0"(t) exist for all t. No conditions on

the continuity of 0"(t) and the existence of the higher derivatives of 0(t) are necessary.

However, Z(s) can have only left half-plane poles, as before.
When the modulation is periodic, the asymptotic character of expansion 5 enables

us to state that E(t) is closely approximated by Z(jwi), provided that O(t) and Z(s) satisfy
the indicated restrictions, and

I Z"(jwi)
c =-0 "(t) <. 1 (16)

2 Z(jwi )

at all instants of time. Although this is generally a milder condition than 15, we recall
that expansion 5 requires the existence of all derivatives of (t) for all t, while condi-
tion 15 is generally true under much milder restrictions.

Clearly, if the maximum possible value of the quantity on the left-hand side in (16)
is negligible compared with unity, condition (16) will be satisfied at all times. With a
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given FM excitation and a given filter, the value of E will vary with the position of the
unmodulated carrier frequency, wc, relative to the center of the filter passband. It is

not difficult to conceive of practical situations in which Wi(t) is such that d/dt wi(t) I

assumes its maximum value at precisely those values of t that make wi(t) equal to the

frequency at which I Z"(jw)/Z(jw) is maximum (note absence of subscripts i). In ap-

plications where this situation is likely to arise, conditions 15 and 16 can be taken in

the form

1 Z"(jw)
Eax - "(t) << 1 (17)

max 2 max Z(jw)
we max

where Emax represents the absolute maximum value of E.
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V. APPLICATIONS

The Sluggishness Ratio of a Filter

For a specified phase-modulation function 0(t), the conditions on a filter character-

ized by Z(jw) that will ensure quasi-stationary response are expressible as restrictions

on the ratio I Z"/Z I . Evidently, the quantity I Z"/Z Imax is a sluggishness parameter

that is characteristic of the filter. Its evaluation for some filters of wide practical in-

terest follows.

Consider, first, the high-frequency model of a parallel

resonant circuit, shown in Fig. 1. The impedance of this
i'irirllit 7ith cclimnrfinc nrf hil-h C nnrl cnnl lolinnc

Gus -stx I ll .. V -IE. "LET -ash> UAVI -LVWl-

from the center frequency, can be expressed in the form

R
Z(j) =

Qs L
1 +j-

a

where Q = - w is the deviatinn of the frnmueinev of thp

C

excitation from the resonance frequency CO, and a= 1/(2 RC)= Fig. 1. High-frequency

(BW)/2 is the damping factor of the circuit. It is readily parallel of a
parallel-tuned

shown that the ratio I Z"/Z I attains its maximum value at circuit.
the center frequency o, where

Z"(ji)
Z"(j) = 8/(BW)2

Z(jQ) max

and (BW) is the bandwidth (in rad/sec) between half-power points. The maximum value

of the ratio Z"/Z for a parallel-resonant circuit is actually attained at a frequency

slightly below wo, but the discrepancy is small for high Q values.

Consider, next, the general n-pole Butterworth bandpass filter. Such a filter is

usually characterized by a pole pattern in which the poles fall on a semicircle whose

center lies on the jo-axis and whose radius equals one-half the over-all bandwidth of

the filter between half-power points. The exact positions of the poles of an nth-order

Butterworth filter are at the locations of the 2 nth roots of (-1 )n+ l that lie in the left

half-plane. It can be readily shown that the transfer system function of such a filter
can be normalized into the form

1
ZbnJ ) F ( 
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where a is half of the over-all bandwidth, in rad/sec. Here

bn 1 -F(jx)F"(jx) + 2F'(jx) 1
f (x)

Zbn a2 1 + x2 n n

whence

Z"bZbn1
2 [f n ( )]ax (18)

Zbn a(8
max

1
where x = sQ/a. Since a = -(BW), expression (18) is of the form

2

Z"bbn 2
= kn/(BW)2 (19)

bn max

where kn is a constant. We propose to call this constant the index of stiffness or slug-

gishness of the filter. The quantity Z"/Z I may be called the stiffness or sluggishness
ratio of the filter described by Z(jw). Plots of the sluggishness ratio for the Butter-

worth bandpass filters of orders up to the sixth are presented in Fig. 2. In Fig. 3 the

corresponding indices of stiffness of these filters are plotted against n, the order of the
filter.

The maximum value of the ratio Z"/Z I can be expressed in the form of Eq. (19)

for any filter described by Z(jw). A summary of results pertaining to various filters
is presented in Table IV. The sluggishness ratios for n cascaded amplifiers that em-

ploy synchronously tuned high-Q parallel-resonant circuits, or identical second-order
Butterworth filters are plotted in Fig. 4.

From the appearance of the curves in Figs. 2 and 4 it is evident that the form (17)

of condition (16) may appear more conservative than it need be for many applications

in which Z"/Z I attains its maximum outside the range of desired instantaneous-
frequency values. For such applications, we may prefer to use condition (16) in the
form

- Jz"(t) I Z/z max = < 1 (20)

in which case plots similar to those of Figs. 2 and 4 prove quite helpful. However,
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Fig. 2. Normalized sluggishness ratio plots for nth -order Butterworth filters.
The sluggishness ratio is Z"-/ZI ; a is one-half the over-all band-
width (in rad/sec) between half-power points; x measures the devia-
tion from the center frequency in units of one a.
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when the frequency of the excitation can be

expected to sweep the frequencies at which

I Z"(jw)/Z(jw) I has its maxima, the use of

condition (17) ensures that the error will

always be smaller than that which we may

be willing to tolerate. The filter will then
respond in a quasi-static manner, regard-

less of which part of the response charac-

teristics is swept by the variable instanta-

neous frequency of the excitation. With a

single-tuned circuit, the validity of the
quasi-stationary solution will meet its

stiffest test when the instantaneous fre-

quency of the excitation equals the resonant

frequency of the filter at the instant in the

modulation cycle when 0"(t) assumes its
maximum value. With the higher-order

Butterworth filters, the stiffest test is near

the edges of the passband.

Application to Sinusoidal Modulation

We shall next consider some interest-

ing examples of the phase-modulation func-

tion 0(t). The simplest example is
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Fig. 3. Variation of the index of stiffness

kn with n: kbn is for nth -order

Butterworth filter, kan is for n

identical cascaded second-order
Butterworth bandpass amplifiers.

O(t) = 6 sin wmt (21)

wherein 6 may be interpreted as either a phase deviation independent of Wm or as the

ratio of frequency deviation, Aw, to the modulating frequency Wm. Thus

I 0"(t) I max 2 = mo ACw

Condition (17) therefore reduces to

1
-k 
2

m

(BW)

Aw

=<< 1
(BW)

(22)

which specifies the condition that must be satisfied jointly by the over-all filter band-

width (BW), the index of stiffness k, the modulating frequency m , and the frequency

deviation Aw, in order for the filter described by k to follow the variable-frequency

22

_ __ I

/

n



2

/ 3

4

5

6

Y()
(a)

(b)

Fig. 4. Normalized sluggishness ratio plots for n identical cascaded tuned amplifiers.
The sluggishness ratio is I Z"/Z I; 3 is one-half the over-all bandwidth (in rad/
sec) between half-power points; y measures the deviation from the center fre-
quency in units of one 3. Each stage has: (a) a high-Q single-tuned circuit; (b) a
second-order Butterworth bandpass filter.
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flable IV

Indices of Stiffness of Various Filters

A.' Butterworth Baftdpass Filters

2 -- o - o frequency deviation from center frequency of the filter

1
a - (BW) = one-half over-all bandwidth (in rad/sec) between half-power points

2

Value of Q at
Filter Z(j) (BW)2 IZ"/Zl maxwhich ZZ

has a maximum

High-Q parallel- 8 QI = 0
resonant circuit m

1 +j--

Second-order
Butterworth 72
(critically coupled, (- - 20 Žm = +0.815a
or flat-staggered 1 - + m
high-Q pair)

Third-order 
Butterworth ()2 (m =+0.954a

B. Cascaded Tuned Amplifiers

n identical stages, a = half bandwidth of each stage

Single-stage filter

Single-tuned,
high-Q, parallel-
resonant circuit

Second-order
Butterworth

Over-all Z(jQ)

1 + j

ay

1

Over-all index
of stiffness

4n(n+1)(21/n -1)
= 2.78(n+1)
for n > 2

For n > 2
kan 5.40n(2n + 1)

m

0

For n> 2

m
+ 0.79a

f = half
over- all
bandwidth

a 2 / n- 1

a i21/n 1
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excitation through quasi-stationary states.

If the filter is a single-tuned circuit, k = 8 and Eq. 22 becomes

m Acv
<<1 . (23)

(BW)/2 (BW)/2

which states that the product of the modulation frequency and the maximum frequency

deviation, when each is measured in units of one-half the filter bandwidth, must be neg-

ligible compared with unity, in order for a computation of the steady-state response of

the tuned circuit on the instantaneous-frequency basis to closely approximate the true

response.

It is of interest to examine the accuracy of the generally accepted rule of thumb

whereby the significant bandwidth occupied by the spectrum of a frequency-modulated

sinusoid is estimated as being given by twice the sum of the maximum frequency devia-

tion and the fundamental modulation frequency. It is common practice to use this rule

in specifying the bandwidths for use in filters that will intercept this modulated wave, in

order to achieve an acceptable compromise between the desire to minimize the distor-

tion of the modulation by the filter and the desire to minimize the bandwidth offered to

background noise.

Let the filter used have an index of stiffness k. If, in accordance with the above

rule of thumb, we choose (BW) = 2(Aw + m ), then Eq. 22 gives

k 6 k
= - = - f(6)

8 (1 +6)2 8

where 6 = modulation index = Ao/w m . For 6 < 1/10, f(6) 5 6, and for 6 > 10, f(6) 1/6.

The quantity,E is the upper bound for the magnitude of the fractional error involved in

assuming that the filter response will follow the excitation through quasi-stationary

states. When 6 = 1, takes on its maximum value k/32. For a single-tuned circuit, k= 8

and E max = 1/4, which does not represent a negligible error. The maximum value of 

for all values of 6 can be kept below 1/10 by modifying the rule in the form

(BW) = 2[Aw + vwm]

where v > k/3.2 .

We may conclude that this rule of thumb involves errors that lie within tolerable

limits only for very large (6 > 5k/4) or very small (6 < 4/5k) values of the modulation

index, 6 . In these cases, we can say that the bandwidth is of the order of twice the
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deviation or twice the modulation frequency, whichever is predominantly larger. Intol-

erable errors, however, are introduced in the range 5k/4 > 6 > 4/5k.

In the case of a general phase-modulating function O(t) which satisfies the neces-

sary requirements stated in connection with condition (15), and if the filter is intended

for low-distortion transmission, we may use the formula

(BW) =K 0"(t) max K= , < 1/10 (24)
maxt) 2E

in choosing the bandwidth of a filter whose index of stiffness is k. The choice must thus

be made, generally, on the basis of the maximum rate at which the instantaneous fre-
quency is swept and not on the basis of the maximum amount by which it is deviated.

The type of desired filter, and often the portion of the filter characteristic that will be

swept, must also be considered.

In the light of these ideas, it is also appropriate to point out that it is not generally

true that for high modulation indices (ratios of maximum frequency deviation to modu-

lation frequency) the significant spectrum of an FM wave is contained within a band-

width of nearly twice the frequency deviation. Although this is true of a few simple

modulations (for example, a sinusoid) our next example will illustrate how the practice

of estimating filter bandwidths on this basis can lead to serious errors. Condition (17)

suggests that a safer basis for classifying frequency-modulations for the purpose of

filter-response analyses is provided by I 0"(t) I max as compared with the speed of re-

sponse of the system.

Application to the Two-Path Interference Problem

The second 0(t) time function that we shall consider is of special interest in the

multipath interference problem (1,2). Consider the situation in which two unmodulated

carriers, differing slightly in frequency and amplitude, fall within the passband of the

intermediate-frequency amplifier. Let the two signals be of relative constant ampli-

tudes 1 and a, where a < 1, and let their frequencies be p and p + r rad/sec, the

former being that of the stronger signal. Consider the resultant signal to be passed

through an ideal limiter that is followed by a filter of bandwidth (BW)limrad/sec, and
index of stiffness k. Assume that, as a result of a certain selectivity that is associated

with the limiter circuit proper, this limiter delivers only the spectral components
centered about the frequency p of the stronger signal, while the harmonics of p, with
r << p, and their associated sidebands are completely rejected or negligible. Thus,

with A(t) cos [pt + 0(t)] at its input, the limiter will deliver to the filter the excitation

i(t) = cos [pt + 0(t)]

provided that A(t) contributes none of the zero crossings. It is readily shown (1) that
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here 0(t) is given by

a sin rt
0(t) = tan-1 (25)

1 + a cos rt

which is the instantaneous deviation (from the phase of the stronger of the two signals
passed by the i-f amplifier) that the resultant signal sustains as a result of the pres-
ence of the weaker signal. The problem is to determine the bandwidth condition on a
filter of specified index of stiffness, k, under which the response of the filter can be
computed on a quasi-static basis within the bounds of a specified small error. The an-
swer to this question has great bearing on the theory of high-level interference sup-
pression in FM receivers (9).

As we have pointed out, the fractional error involved in the assumption that the
complex amplitude E(t) of the filter response is given by Z(jwi) is bounded by the value
of , as defined by Eq. (17). The desired bandwidth condition on the filter can, there-
fore, be expressed in terms of the upper bound, , on the error incurred, by means of
Eq. (24). For the modulation 0(t), introduced by the interference and defined by Eq. (25),
we find that

I0"(t) I max = ar2 (1 - a2 ) W 2 (a) (26)

where

W(a) = (2/a2) (1 + a2 )(1 + 34a2 + a 4 )1/2 - (1 + 10a2 + a4)}] /4

2 a) + 34a 2 4 1/2
3(1 + a2) -(1 + 34a2 + a4) /2

Let us set (BW) = (BW)lim to emphasize that this is the bandwidth of the filter
that follows the limiter. If we replace r by its maximum possible value of one i-f

bandwidth, (BW)if (assuming this bandwidth to be well defined), we can write

1 +a
(BW)lim = KBlim (BW)if (27)

m im 1 -a

where

/k 1/2
K = _ }

2E
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and

[a(1 - a 2 )]
B im= W(a) (28)

-1 a ;

The function Blim(a) is plotted in Fig. 5. Except for a scale factor, this function repre-

sents the value of (BW)lim/(BW)if normalized with respect to the ratio (1 + a)/(1 - a).
The plot of Fig. 5 shows that Blim rises steeply from zero for a = 0, to 0.3 for a = 0.15,

and then tends to rise rather slowly thereafter, reaching a limiting value of 0.403 for

a = 1.

In terms of Blim(a), Eq. (26) takes the form

I 0"(t) Imax = Blim (a) I r (29)
1 -a

o.e

0.7

0.6

.Q

0.3

0.2

0.1

0 I I I _I_ _I _I I I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.6 U.9 1.0

Fig. 5. Plot of the auxiliary function Blim(a) defined in Eq. 28.

The important results of this analysis are given by Eqs. (27) and (29). Equation (29)

shows that the FM disturbance, 0'(t), caused by the interference of the weaker signal, is

clearly distinguishable from the usual message modulation on the basis of the maximum

slope in its waveform. For if we take the ratio of the absolute maximum slope of the
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disturbance waveform to the absolute maximum slope of the sinusoidal FM modulation

of Eq. (21) with r = (BW)if and Aw = 1/2 (BW)if, the result is

=f 2 1+ a (BW) if(30)
P N Ima S Imax a 30)

With a wideband FM system, 6 = (BW)if/2co m is large. For example, if wm/21T = 15 kc
and (BW)if/27r = 150kc, then for interference ratios, a, in the range 0.4 < a < 1,

Eq. (30) becomes

p = 3.2 (
1 - a

This means that bandpass filters that are too sluggish to reproduce the sharp disturb-

ance could be introduced in the limiter circuit without distorting the message modula-

tion. In this way, the disturbance can be significantly reduced by a sluggish filter of

proper bandwidth (9).

Equation (27) offers an important illustration of the fact that the range of the max-

imum instantaneous-frequency deviation is not always a reliable basis for estimating

the filter bandwidth that is necessary for adequate reproduction of the instantaneous-

frequency waveform - even when the modulation index is extremely high. This is

readily seen if we note that the maximum range that can be covered by the instantaneous-

frequency excursions of the amplitude-limited resultant of the two superimposed sinu-

soids (if the i-f amplifier bandwidth is sharply defined by one (BW)if) is given by (1)

1+a
(BW) = (BW)if (31)

1-a

This value of (BW) is only 1/KBli m of the value stipulated in Eq. (27). Thus, if the

filter is a simple, parallel-resonant circuit, and if the upper bound, , on the magni-

tude of the error incurred in retaining only the first term in expansion (5) is so chosen

that E < 1/10, then the product KBlim > 2.5 for all a > 0.4. For a two-pole Butter-

worth filter, the product KBlim > 4 for all a > 0.4, if E < 1/10. In the range

a > 0.4, Blim is approximately constant and equal to 0.4. Consequently, in this range,

KBlim = 1 for E = 16/25 with a parallel-resonant circuit, and for = 8/5 with a two-

pole Butterworth circuit. These figures indicate that excessive errors will be incurred

in assuming that a value of limiter-filter bandwidth given by Eq. (31) is sufficient for

the determination of the steady-state filter response on the instantaneous-frequency
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basis. A filter of this bandwidth is well within the narrow-band classification with re-
spect to an excitation whose phase modulation is defined in Eq. (25).

These conclusions check with the results of a computation based on the Fourier

approach that utilizes a filter with idealized amplitude and phase characteristics (1,9).
These results reveal that the necessary bandwidth for enclosing the significant spec-
trum of the amplitude-limited resultant of the two sinusoids passed by the i-f amplifier
is of the order of five times the value given by Eq. (31).

As for the values of r for which a filter of bandwidth (BW)lim and index of stiff-
ness k will not distort the FM disturbance noticeably, we may say that the filter is
sluggish, or narrow-band, for all values of the frequency difference, r, that satisfy the
condition

1 1-a
rmin -. (BW)lim (32)

KBlim 1 + a

The preceding results are of great importance in the theory of certain methods for
improving the capture performance of FM receivers (9,10).

An interesting significance may be attached to the product KBlim. The instanta-
neous frequency of the amplitude-limited resultant of the two assumed sinusoids may
deviate from the center frequency of the limiter filter by a maximum amount given by

1 l+a
2 max 2 - (BW)if~max 2 1 - a

assuming good alignment and a sharply defined i-f passband. In units of 1/2 (BW)lim,

this absolute maximum frequency deviation from the center of the limiter-filter pass-

band is given by

"max 1
Xmax = 

(BW)lim/2 KBlim

For a simple, parallel-resonant circuit, the requirement that KBlim be greater than 5/2
for < 1/10 implies that the resultant amplitude-limited signal impressed at the input
of the filter should be accommodated over the whole extent of its instantaneous-frequency
excursions within an essentially flat portion of the amplitude characteristic, and within

an essentially linear portion of the phase characteristic. This follows from the fact that
the stipulation KBlim > 5/2 implies the restriction xmax < 2/5. At this value of x,
the amplitude characteristic will be less than 8 per cent below its center-frequency
value, and the phase characteristic will deviate from linearity by less than approximately
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5 per cent. Of course, the filter will then be capable of following the excitation through
quasi-stationary states, whether the instantaneous-frequency variations sweep the peak
or the sides of the amplitude characteristic. With a simple resonant circuit, the valid-
ity of the quasi-stationary solution will meet its stiffest test when the instantaneous
frequency of the excitation equals the resonant frequency of the filter at the instant in
the modulation cycle when 0"(t) assumes its maximum value.

With a two-pole Butterworth filter, if the stipulation KBlim > 4 is imposed to en-
sure an acceptable approximation to a quasi-static response, then, at x = xmax = 1/4,
the amplitude characteristic is less than 0.2 per cent below its center-frequency value,
and the phase characteristic deviates from linearity by less than 2 per cent. Again, the
filter will respond in a quasi-static manner, regardless of which part of the response
characteristics is swept by the variable instantaneous frequency of the excitation. The
validity of the quasi-stationary solution meets its stiffest test when the instantaneous-
frequency deviation from the center frequency of the filter is + 0.815(BW)/2 at the in-
stant when 0"(t) achieves its maximum value.

FM Video Applications
We shall consider three additional forms for the phase-modulating function 0(t),

the choice of which will be based upon the properties of the function

sin AO
f(4) = (33)

sin 

where A is an integer. For infinitesimally small , the numerator and the denominator
are closely approximated by their arguments. Therefore, f(0) = A. A similar argu-
ment in terms of = r - 6, where 6 is an infinitesimal quantity, shows that f(7r) =
- A cos ATn. Therefore, if A is even, f(7) = - A, and if it is odd, f(7r) = A. A sketch of

f(4) for A even is shown in Fig. 6. The humps at 4 = 0 and at 4 = 7r are A integral units
high, and 21T/A radians wide at the base.

We immediately recognize that f(O) with A even is quite useful because its integral,
as illustrated in Fig. 6b, is a reasonable analytical approximate to a square wave, and
f(4) approximates a series of recurrent pulses of alternating polarities. The param-
eter A controls the height of each pulse directly, and the width inversely. For the in-
tegral of f(4), the parameter A is the maximum slope, and is, therefore, inversely
proportional to the rise time of the step.

The properties of f(4) for A odd are very much like those for A even, with obvious
differences. For A odd, the integral of f(4) is a rising staircase, and f(4) itself is a
series of recurrent pulses of the same polarity.

Now, let us set = rt, and consider the case in which
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q sinAb
0(t) sin d (34)

0 sinq5

where A is an arbitrary integer. This case represents either square-wave or stair-

case phase modulation. The instantaneous-frequency modulating function is a train of

recurrent pulse-like humps of the same or alternately different polarity. The pulse

trains resemble a series of short pulses that have been distorted by the action of a low-

pass filter. For this modulating function, condition (17) takes the form

Ar/2
k << 1

(BW)

If we note that Ar is the instantaneous-frequency pulse amplitude, we can interpret this

condition as stating that the product of k times the square of one-half the pulse height,

measured in units of one filter bandwidth (between the half-power points), must be neg-

ligible compared with unity in order for the filter to follow the excitation through quasi-

stationary states.

As a second example, let

sin Aq
0(t) = (35)

sin 0

where, again, = rt. As before, a factor of unity has been arbitrarily chosen as a mul-

tiplier, although for purposes of proper scaling any other constant multiplier may be

chosen. This form of the phase-modulating function, with A an integer that may be even

or odd, represents a type of pulse phase modulation. The maximum phase deviation is

given by A, within a normalization factor implied in Eq. (35); the maximum frequency

deviation is given by 2 = 0.436A 2 r, for large A. The condition for quasi-stationary
max

response is

-[ ] <<1
6A BW)/2«

In terms of the phase-modulation pulse amplitude A, and the pulse repetition frequency

r/2r, the condition is

k 3 r << 1

6 (BW)
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Fig. 6. Properties of the function f(o) defined in Eq. 33.

Finally, let

dO 2AQ2 0

-dt A O
dt 7rA 0

sin AO
ds ,

sin 
4= rt (36)

in which A will be restricted to even integer values. From Fig. 6b, it is clear that
Eq. (36) is a convenient approximation to a square-wave frequency modulation. The in-
stantaneous frequency shifts from approximately T A to approximately + A in an
interval of approximately 2r/Ar sec. The steepest slope of each edge is given by
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2

[ O"(t) I max =--Afar

and condition (10) becomes

k 2A62 r
.<<1

27r (BW) (BW)

In general, if a specific test video waveform (which need not be periodic) is pre-

scribed, it is a simple matter to spot and evaluate the steepest slope that must be used

in condition (17) in order to determine the conditions under which a given transmission

filter or a discriminator will follow the corresponding frequency modulations and re-

produce them within prescribed tolerances. In the examples given, this slope depends

upon the fundamental repetition frequency r, which accounts for the appearance of r in

the prescribed conditions. Such a dependence, however, will not necessarily always

arise.
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VI. INSTANTANEOUS FREQUENCY OF FILTER RESPONSE

The substitution of

(wi) )
Z(jwi) = A(wi)e

in Eq. (5), enables us to express E(rt) in the form

E(rt) = Er + j Ei e] i)

(37)

(38)

where Er and E i are infinite sums of real terms. If cio denotes the instantaneous fre-
quency of the response, it is readily shown that

dE i
dwi E r ,

1 r.
Vio = Wi + 0' (i) -- +

dt

UL

dE
r

E-E

i dt
(39)

E 2 + Ei2r 1

To simplify the mathematical reasoning, we assume that E(rt) in Eq. (5) is adequately
approximated by some finite number of terms, the first rejected term being an upper
bound on the error involved in this approximation. Er and E i then become approxi-
mated by finite sums. The first few terms in the expansion for wio are given by

Wio 
=

i 
+

0 (i) (t)

+ 4
2

_- "'(t) --- T
2 A 2

AA-A 2 A' 1 A'

+ 2 + 2- - 6"'( " + 2- 'A
2 A 2 A

+ A A + 2 ' ' "2(t)

(40)

A similar expansion has been presented by Stumpers (5). The terms following
.i in expansion (40) may be properly classified as distortion terms introduced by the

filter. It is of interest to observe that the first-order distortion term is given by the
product of the slope of the filter phase characteristic and the instantaneous rate at
which the instantaneous frequency is varied. It is also noteworthy that the effect of
nonlinearities in the phase characteristic appears explicitly first in the third term,
whereas the effect of nonlinearities in the amplitude characteristic presents itself at
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the second term. The first two distortion terms have also been discussed by van der

Pol (4).

Although the use of Eq. (5) in deriving Eq. (40) implicitly assumes that 0(t) is peri-

odic, Eq. (40) holds also for a more general type of angular modulation, provided that
0(t) can be expanded in a power series. The use of Eq. (5) offers a valuable guide in
error estimation because the error is much more difficult to estimate from the van der

Pol - Stumpers expansion when more than the first two terms are used.

Analysis of Residual Distortion

When the filter response is closely approximated by Eq. (11), the instantaneous

frequency of the response is approximately

dO d 2 0
Cio(t) = c + d+ 0'(o i) (41)

dt dt2

where, if desired, '(wi ) may be called the "instantaneous time delay." It is clear from

this expression, that, even under conditions of quasi-static response, the filter will in-

troduce some distortion into the instantaneous-frequency waveform. This distortion is

a function only of the slope of the phase characteristic of the filter and the rate at which

the instantaneous frequency of the excitation is varied. The maximum value of this

first-order distortion term is readily expressed in terms of the tolerance and the

characteristics of either the filter or the modulating wave. This maximum value is

given by

Dmax= |4'(W) | max 0 |"(t) max

The quantity | ¢'(w) c max can be expressed in the form kd/(BW), where kd is a con-

stant, peculiar to the filter which may be called the "delay index." If we replace

"(t) I max by its value from Eq. (24), the maximum value of the first-order instan-
taneous-frequency distortion term becomes

Dmax 2 ( )E (BW)

For a single-tuned circuit, kd = 2, k = 8, and the maximum value of the first-order dis-
tortion term is times the half-bandwidth between half-power points.

This distortion, however, is a combination of time delay in the transmission plus

the more objectionable waveform alteration. If the phase-shift characteristic is linear
(and has a small slope) in the vicinity of the point that corresponds to the unmodulated
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carrier frequency wc, the residual distortion under quasi-stationary response conditions
amounts, essentially, to a time delay of the frequency modulation given by 0'(Wc), with-
out change in the waveshape of this modulation. To show this, Eq. (41) can be manipu-
lated into the form

o I 1)(W) [ a(t)]
Wio(t)= Wc + 0'(t) + '(w c) 0"(t) + "(t) r _(C(v + '

v=1 v!

= + O'(t + '(wc)) + 0"(t)[ 0(wc)O'(t) + 1/2 '"(wc)O '2 (t) + * ]

- [1/2 0"'(t)P'2(wc) + 1/3! iv(t) '3 (Wc) +.] (42)

from which it follows that

wio(t) - WC + (t + (WC))

if b(w) is linear and ' (c) is small (see 44 below). This shows that although the effect
of a nonlinearity in (co) does not appear explicitly in the first distortion term (the quasi-
stationary term) in Eqs. (40) and (41), this first distortion term does carry implicitly a
waveshape alteration (in addition to the delay) when ¢(w) is not linear.

The constituents of the distortion term in the quasi-stationary solution are explicit-
ly separated in Eq. (42) into a part that isolates the unavoidable delay, a part that brings
out the effect of nonlinearities in ¢(w), and a part that brings out the effect of the value
of the slope of ¢(w). The importance of the parts that represent waveshape alterations
is best brought out by writing

io(t) = Wc + 0'(t) + '(wc + dO/dt) O"(t)

m- 1
= W + 0'(t + '(oc)) -E _ 0 (q+l)(t)[' ( ) ]q

q=2 q!

n- 1
-RM + (t) - (v + 1 (c)(0') + 0"(t)Rno' (43)

where

Rm. |' -- | (m+l)(t) ' m(o)RmOI < m!
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and

Rn (n+l)(wc) 0,n(t)

The error in neglecting the distortion due to '(wc ) is

1 0"'(t) · '2(c) (44)
2

For a single-tuned circuit and 0'(t) = An sin wmt the relative error is

(5' 1 m M As
<_ Xj =- e << for - > 5

2 o2 A twm

It must be pointed out, however, that the appearance of waveform distortion terms

that are caused by the presence of a nonzero time delay (or slope of the phase char-

acteristic) is strictly a mathematical peculiarity that results from approximating the

complex envelope, E(t), of the total dynamic response by the quasi-stationary term,

Z(jwi). From a study of a more general expansion for wio (t) we have detected the

appearance of a series of terms in powers of ¢' (i) that represent a Taylor's series

expansion of 0' (t + ¢' The quasi-stationary solution retains only the first two

terms in this expansion, as is evident from Eq. (41). The third term is also present

in Eq. (40). If q' (oi) changes with i then 0' (t + 0' (oi)) will carry waveform

distortion as well as time delay. If 4(wi) is a linear function of wi over the range of

frequencies covered by wi, t(wi) equals a constant which we can write as ¢' (cc).

The distortion terms in powers of 4' (c) in Eqs. (42) and (43) will thus be cancelled

out by terms that the total dynamic solution would include.

The error incurred in neglecting the distortion caused by nonlinearity of 0(w) is

nonl < 0"(t) 0(t) 2 0 "(W) (45)
nonl. 4 - -

if Wc equals the center frequency of the filter. For a single-tuned circuit and 0'(t)

A62 sin Wt,

Gnonl. a 2 m i
*c-1= - < E

A~ r~~~~~~~~(
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Harmonic and Intermodulation Distortion

We shall next compute the harmonic and intermodulation distortion components

that will appear in the quasi-stationary response of the filter when the filter phase

characteristic is not a linear function of frequency in the neighborhood of the unmodu-

lated carrier frequency. For this purpose, we note, with reference to Table V, that the
simplest functional form for ¢(w) that is of practical importance is

¢(w) = tan-ly

where

-
y = bx = b

and

b = 1 for single-tuned circuit

= I for second-order Butterworth
= 2 for third-order Butterworth

Table V

Expressions for (w) for Use in Computation of Residual Distortion

FILTER PHASE CHARACTERISTIC, ¢(w)

x- a/ , a=w- wo

High-Q parallel-
resonant circuit -tan x

Second-order if I 13
Butterworth* -tan 1x if xt< /3

I - x 2

Third-order 3
Butte rworth * -tan- 1 -= -tan- 1 2x if I x < 1/4

1 - 2x 2

*An additive constant phase shift is neglected in the expression for ¢(w).
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The indicated approximations are justified by the fact that the results of the computa-

tion will be of practical value only when the interest centers on designing the filters so

as to insure a minimum of distortion in the reproduction of the frequency modulation of

the excitation. Consequently, it may be assumed that condition (15) or (17) is satisfied,

and that the implications of this condition could be incorporated into the computation by

way of appropriate simplifying approximations.

With a filter phase characteristic that is essentially linear and with an excitation

whose instantaneous frequency is given by

oi(t) = oc + Ai2 sin wt (47)

the distortion term in the quasi-stationary response is (see Eq. 42)

dwoi
D(t) = ¢'(wi) -

dt

dw.
1

= (w) dt

= oAmA2 '(wc) cos ct

This distortion term will be present whether or not (o) is linear. As we have already

noted, it has the significance of a delay of the frequency modulation function when ,

in Eq. (44) is negligible.

Now let (o) be given by Eq. (46). With the modulation indicated in Eq. (47), we

have

Wi o Wc Wo A
y/b= - + sin Wmt

and the distortion term is given by

1 dy
D(t) =

+ y 2 dt

cos omt
= b . (48)

m cy 2 ( A 2
1 +b + - sin mt 
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where x = ( - w ) /a. If the signal is not well centered within the filter passband (i.e.

if xc S 0), then it is evident from Eq. (48) that both even and odd harmonics of the mod-

ulation frequency, win, will be present in the instantaneous frequency of the response.

A Fourier analysis that shows the effect of detuning upon the distortion has been car-
ried out by this author and by others. Our analysis has been guided by condition (15),

and its limitations are therefore more clearly brought out. The results of this analysis

will be presented in a later report along with detailed experimental findings. In this
report we shall consider only the situation in which xc = 0, i.e. the "well-tuned case."

When xc = 0, the analysis is greatly simplified by rewriting Eq. (48) in the form

6
- D(t) =
2ywm

cos w t

1 - y cos 2wmt

1 2

2
Ye=- -- , and 6- b

1
1 + 62

2

Since y is always less than unity, Eq. (49) can be rewritten in the form

6
-- DD(t)
2YWm

00

= cos t O 2yn cosn 2w tmn n=0 In

1 00 n:

2 n= 21

n n!

k=O (n - k)! k!

{cos [2(n - 2k) + 1] w t + cos [2(n - 2k) - 1] wt} (50)

where we have used the relation

n n!
cosn = 2 - rn - cos (n- 2k) 

k=0 (n - k)! k!

which holds for any positive integral n.

Closed-form expressions for the harmonic-component amplitudes may be derived
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as follows. First, we express the right-hand side of Eq. (49) in the form

= 
1 - y cos 2wmt n=1

a n cos nmt

where

1

n X--- o

21T cos 0 cos no

1 - y cos 20

If we let z = e j O, then this integral can be rewritten in the form

1 (z 2 + 1)(zn + 1/zn)

2irj ufiit 4
circle -Z +

2 2
-z 1

dz

'Y

In addition to the nth-order pole at z = 0, the integrand has poles at

Z2 1 1 -2< 1

and

z2- 1 - 1

The poles at z22 lie outside the unit circle and are, therefore, of no interest.

two simple poles that lie (on the real axis) at

But the

1/2

Z = Zr, =+
1 (1- 1 )

(53)

are enclosed within the unit circle. The residues in these poles are given by

+1

Rr(n) = Zr +
1

z n
r
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and

R(n) = () R (n) (55)

The residue in the nth-order pole at z = 0 is given by

1 I d n - 1

R (n) =
(n - 1) dz n-1

(56)

z=0

and is best evaluated by noting that it is the coefficient. of z n - 1 in the power series ex-

pansion of

z2+ 1
4(z) =

z4 +_Z2 1

Y

This power series expansion is most expediently obtained by rearranging the numerator

and denominator polynomials in ascending powers of z and carrying out a process of

long division. Note that only powers of z2 appear in the expression for ~4(z). There-

fore, R(n) = 0 for all even integral values of n. If the indicated procedure for obtaining

R (n) is carried out, it becomes quickly obvious that (for the odd integral values of n)

2
Ro(n) =-Ro(n- 2)- Ro(n- 4) (57)

Y

The first few values of Ro(n) are given by

Ro(1) = -1

2

Ro(5) -Y + 1

Y 
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{2 2 (2 ) 2 ( 2 )

We now have for the amplitude of the nth harmonic component in D(t), of Eq. (49),

2 m

[2Rr(n) + Ro(n)] , for n odd

A(nw ) = (58)
0 , for n even

A simplification of the expression for A(nwm) will result if it is noted that AO//a

will usually be kept less than unity under the condition for quasi-stationary response,

and y will thus be < 1/3 for a single-tuned circuit. The reader is, however, cau-

tioned against neglecting too many terms at the start in the expression for 2 Rr(n), be-

cause cancellations of the larger terms by terms in Ro(n) will leave only second and

higher-order terms in the final expressions. Further discussion of these results, ac-

companied with correlation with experimental data, will be presented in a later report.

We now turn to the evaluation of some intermodulation-distortion products. For

this purpose, we assume that

wi ( t) = c + A21 cos colt + AS22 cos 2 t

and that (wi) is an inverse-tangent function (as in Eq. 46). In many important applica-
tions, satisfactory results are readily obtainable by expanding tan-ly in powers of y,
manipulating the trigonometric terms into the desired form, and then differentiating the
result. A summary of the results of a computation in which the expansion was carried

out to the term in y 5 is presented in Table VI.
Before we conclude this discussion, it is of interest to note that the amplitudes of

the harmonic and intermodulation distortion components that will be present in the in-

stantaneous frequency of the response of a cascade of N identicalfilters will be N

times the corresponding amplitudes in the response of the first filter in the cascade.
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Table VI

FM Intermodulation Distortion Components Under Conditions of
Quasi-Stationary Response

wi ( t) = Wc + A1 cos w1
t + AQ 2 cos 2t

O(wi)= tan- l y , y = 61 coswlt+ 62 cos w 2t i~~~~~ 1 2 26

d
wio(t) = wi(t) + - (wi)

dt , 61 + 62

6= b-
ay

< 1

-uW1, 2 61, 2 l
1 2
--6
4

1 2
1,2 2

1
2,1 81,'21--6

,1 8 1,2

3 4 3
-- 6 2,1 

8 X 4

: 31,2 1,2 12 +
12

5 1, 2 6 1,2
·Wl 2 1, 2

1

80

sin(2l,2 + 2,11,2 -2,1

sin(3w1 2 22,1)t

sin(4w1 , 2 + 2,1)t

)t : (2w 2 1) 6 2,1 4 I1 ,2 2, 1 -

: (3w1, 2 + 2w2,1 ) 6 1,26 2,1

: (41, 2 + 2 ,1 ) 61,262,1

45

sin ,2 t :1,2

sin 31,2t

621622]

1 2
-6
16

1 2
+ -6

1,2 4

sin 5w 1 , 2t

2,1]

1 2
- 162

4 1,2

3 2
+-6

8 2,

1

8

1
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VII. CONCLUDING REMARKS

In this report, we have attempted to cover various aspects of the theory of the re-

sponse of linear filters to variable-frequency excitations. This topic has been the sub-

ject of many published papers - some original, some interpretive. The following brief

comments are intended to clarify a few of the special contributions of this report that

might be less obvious to the unoriented reader.

As a preamble to the main discussion, Section II shows how two important expan-

sions in FM theory can be derived by identical arguments that differ only in the initial

arrangement of the integrand in the expression for the filter response. A new deriva-

tion is thereby presented for the Carson and Fry expansion, but the argument that

yields the van der Pol- Stumpers expansion is adapted from Clavier's work (6). Our

proposed unified argument is not only more straightforward (and teachable!) than the

original arguments of van der Pol and Stumpers and of Carson and Fry, but also the

limitations are more clearly brought out. This has enabled us to make certain definite

statements about the convergence properties of these expansions that have never - to

our knowledge - been made before. For example, it should now be clear under just
what conditions these expansions become asymptotic, and that they are not asymptotic

as they stand. This point, we feel, was not clarified by van der Pol and Stumpers in

their papers (4,5). (Incidentally, in Table II we have carried out the van der Pol -

Stumpers expansion to more terms than has been done thus far, and we have pointed out

how the nth term can be generated with a minimum of manipulation.)

Of central importance in this report are the analyses presented in Sections III and

IV. In general, the usefulness of a series expansion is severely hampered by the ab-

sence of explicitly stated bounds on the penalties involved in using only a few of its

leading terms. Helpful statements to this effect are conspicuously lacking in all papers

(that we have encountered) that discuss or use the Carson and Fry or the van der Pol -

Stumpers expansions. We therefore feel that our derivations in Sections III and IV will

be found to fill an important gap in this theory and should therefore enhance the useful-

ness of these expansions. Moreover, we feel that the sequence of terms in the asymp-

totic expansion Eq. (6) is the proper arrangement for the error criterion of asymptotic

expansions to apply. However, Stumpers, who was the first to derive the expansions in

their asymptotic forms, did not invoke this criterion in his paper.
The condition we have derived in Section IV is invaluable to FM theory. The most

important and novel aspect of this condition is that it specifies an upper bound on the

error that will be incurred in assuming that the filter will respond in a quasi-static

manner to the applied FM excitation. Quasi-static response is a necessary condition

for low-distortion transmission and FM-to-AM conversion. The condition specified by

inequality (17) (or its milder form, 15) should therefore form the solid basis for pre-

scribing linear-system bandwidths to meet the requirements of low-distortion trans-

mission and of FM-to-AM conversion. In essence, the satisfaction of this inequality is
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the condition for the validity of using the instantaneous-frequency concept as a tool in

studying the response of a linear system to an FM signal. It should therefore resolve

many arguments on the significance of the concept of instantaneous frequency; on how
fast is fast frequency sweep of a filter; and how sluggish is sluggish. This condition
should thus show clearly when the so-called dynamic and static responses of transmis-

sion filters and of discriminators become essentially one and the same for a specified

class of frequency modulations. (Such a class of frequency modulations would be speci-

fied by a bound on the maximum slope of the instantaneous-frequency waveform.)
In his paper (4), van der Pol does postulate that the second term in his expansion

must be negligible in comparison with the first (which is really what is said by our in-

equality (16))for quasi-stationary response, but it is not evident from his analysis ex-

actly why the negligibility of the second term will insure the negligibility of any or all
of the later terms.

In Section V, we introduce and stress the usefulness of the concept of sluggishness

ratio of a filter. The sluggishness ratio plots that are presented should serve as a

guide and aid to engineers in the design and evaluation of FM circuits. Existing ap-

proaches to the problem of specifying filter bandwidths in FM systems seem to concen-

trate on the spectrum of the FM signal and to ignore the type of filter that will be used.

Our results do not only point out the pitfalls of this attitude, but also they show that the
more complete criterion (that involves the significant characteristics of the filter and

of the modulation jointly) is simpler and more compact.

Finally, our analysis of the instantaneous frequency of the response in Section VI

is intended to emphasize that low-distortion reproduction of a specified frequency mod-

ulation requires, first and foremost, quasi-stationary response and, second, linear

phase-versus-frequency behavior. The residual distortion (in the instantaneous-fre-

quency response of a filter that is intended for low-distortion transmission) is studied

in general terms and the evaluation of the harmonic and intermodulation distortion

components is illustrated.
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