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Abstract

High power, high frequency gyrotrons used in plasma heating must achieve the highest
possible efficiency in order to reduce system size and cost and to minimize thermal
and mechanical problems. This thesis presents an experimental study of efficiency
enhancement in a 1.5 MW, 110 GHz gyrotron oscillator, which operated at 50 %
efficiency with a single-stage depressed collector. We present the design and detailed
experimental results of a new low ohmic loss cavity, a four-mirror internal mode
converter and a single-stage depressed collector. The low ohmic loss TEgp ¢ cavity,
designated “V-2005", was designed using the code MAGY to have a Q factor of 830,
which would be suitable for CW operation in an industrial gyrotron. The cavity was
first tested in the axial configuration, in which the output waveguide also serves as
the electron beam collector. In 3 microsecond pulsed operation at 97 kV and 40 A, an
output power of 1.67 MW at an efficiency of 42 % was obtained without a depressed
collector. The V-2005 cavity efficiency exceeds that of the older “V-2003” cavity by 5
percentage points. The enhanced efficiency of the V-2005 cavity may be understood
by analyzing the start-up scenario of the cavities. During start-up, the V-2003 cavity
suffers from strong mode competition with the TE;97 mode, resulting in a relatively
low efficiency, while the V-2005 cavity has an absence of such mode competition. The
experimental mode maps (regions of oscillation vs. magnetic field) obtained for the
two cavities are in excellent agreement with the start-up simulations. Following the
axial configuration experiments, the experiment was rebuilt with an internal mode
converter consisting of a launcher and 4 mirrors, and with a single-stage depressed
collector. An output power of 1.5 MW was measured. The internal mode converter
operated at 90 % efficiency. When the depressed collector was run at 25 kV, an overall
efficiency of 50 7% was achieved. An aftercavity interaction (ACI) was investigated as a
possible cause of efficiency reduction in the gyrotron. The ACI occurs when the spent
electron beam interacts at cyclotron resonance with the traveling output microwave
beam in a region of lower magnetic field just after the cavity. The presence of the ACI
was identified from the comparison between simulation results and the measurement
of the depression voltage as a function of beam current. Future research should
consider ways of eliminating the ACI, ways of improving the internal mode converter,
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and the use of a two-stage depressed collector.
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Chapter 1

Introduction

1.1 Comparison of the Gyrotron with Conventional
Microwave Sources

The first microwave sources were based on slow wave devices in which the following
condition is satisfied,

Uph S Ve < C

where vy, is the phase velocity of the wave, v, is the electron thermal velocity, and
c is the velocity of light. As an example of a slow wave device, we may consider
the magnetron, which is a crossed-field device, employing a periodic vane-shape RF
structure built in a coaxial configuration. A schematic of a magnetron is shown in
Fig. 1-1. The microwave field is slowed in the azimuthal direction by the vanes. For
traveling wave tubes as shown in Fig. 1-2, the synchronism condition is maintained
by reducing the phase velocity of the electromagnetic wave by means of periodic
structures on the cavity walls. On the other hand, in klystrons, as shown in Fig. 1-
3, the RF electric field can be made to concentrate around a narrow gap within
the cavity. The field in the first cavity perturbs the electrons so that they arrive
as a bunched beam in the second cavity where energy is extracted. Conventional
microwave devices impose limitations on the cavity physical size and output power

as the operating frequency increases. The microwave circuit or the cavity structure
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Figure 1-1: Schematic of a six-vane magnetron.

RF RF

input Eatisi output
} . ¢

5 { s

D | VoA R | l\l\l T T T 1.1 11

Slow-wave

Electron oirewit Collector
Electron gun beam

Figure 1-2: Schematic of a TWT.

gets smaller with increasing frequency which consequently puts a limitation on the
output power.

The electron cyclotron maser (ECM) is a new type of microwave sources, which is
based on relativistic effects for the generation of coherent radiation from free electrons.
It allows operation at high frequencies with high output power. The ECM is a fast
wave device in which the phase velocity vy, of the electromagnetic wave is greater
than the speed of light ¢ (upr>c), therefore, the operating frequencies are not limited
by the interaction cavity size. R. Twiss, J. Schneider, and A. Gaponov developed
the theory of the electron cyclotron maser (ECM) [1] in the late 1950s. Hirshfield

and Wachtel reported the first experiment on the electron cyclotron maser instability
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Figure 1-3: Schematic of a two-cavity klystron.

in 1964 [2]. These authors were the first to propose the name “electron cyclotron
maser” for these devices. They further analyzed the interaction in [3]. In the mid-
1960s, Russian scientists invented a high power version of the ECM, a “gyrotron”
device that utilized the adiabatic compression of electrons generated by the high
power magnetron injection gun (MIG) as the electron source in an applied external
magnetic field. The gyrotron also used a novel cavity consisting of an open resonator

with a TE mode near cutoff.

The resonance condition between the electrons and the electromagnetic waves

must be satisfied in the interaction region,
w — kv, ~ nf), (1.1)

where w is the electromagnetic wave frequency, k, is the longitudinal wave number of
the wave, v, is the longitudinal velocity of the electrons, n is the harmonic number,
and Q, = 7%5’: is the cyclotron frequency of the electrons where v = (1 — v?/c2)~1/2,
Here v is the electron velocity, m, is the electron rest mass and B is the magnetic

field. The waveguide mode dispersion is given as,

W=k + kA (1.2)
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Figure 1-4: Dispersion diagram of a gyrotron oscillator.

From Eq. 1.1 and Eq. 1.2, the uncoupled dispersion diagram of a gyrotron oscillator
for the fundamental harmonic is illustrated in Fig. 1-4. As shown in Fig. 1-4, the
resonance condition is satisfied where the two curves intersect. For gyrotrons, the
most efficient resonance point occurs where k, is very small.

A chart of obtained average power capabilities as a function of frequency is shown
in Fig. 1-5. Gyrotrons fill a gap between lasers and conventional microwave tubes.
In the 1980s, plasma physicists recognized that gyrotrons could be used for auxiliary
electron cyclotron heating in parallel with ohmic heating of plasmas since the power
level and frequency level that were available at that time were very suitable for heating
in tokamak plasmas [4]. Thereafter development of high power gyrotrons for plasma
heating in tokamaks progressed rapidly.

1.2 Gyrotrons and Fusion

Gyrotrons have emerged as the most promising high power, high efficiency millimeter

wave sources suitable for Electron Cyclotron Heating (ECH) and Electron Cyclotron
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Figure 1-5: Summary of obtained average power capabilities of lasers, conventional
tubes, and gyrotrons recreated from {5].

Current Drive (ECCD) in magnetically confined burning plasma experiments [6)].
Neoclassical Tearing Modes (NTMs), which are driven by a lack of bootstrap current
inside a magnetic island where the pressure profile is flattened, should be avoided for
high beta and high confinement tokamaks. Recent studies on NTMs show that NTMs
can be suppressed by ECCD [7, 8]. It was reported that 2.3 MW of ECCD was used

successfully for suppressing n/m = 2 NTM by off-axis current drive (8, 9].

Research and development is underway on gyrotrons capable of producing over 1
MW of continuous wave power at 110 GHz, 140 GHz, and 170 GHz [10, 11]. Table 1.1
summarizes the operating magnetized plasma devices that use gyrotrons as heating
and current drive sources. As shown in Table 1.1, most gyrotrons used for magnetized
plasma devices provide between 500 kW and 1 MW power at a frequency range of
80-140 GHz. Recently, a Communication and Power Industries (CPI), Inc. 140 GHz
gyrotron operated continuously at an output power of 900 kW for more than 30

minutes [12].

The successful operation of those high power high frequency gyrotrons is promising
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Table 1.1: Operating ECH systems with power more than 2 MW.

ECRH Pulse Coupled
Plasma power Frequency | duration | Gyrotron energy
device Institution | (MW) (GHz) (s) company (MW xs)
DIII-D GA 6.0 (6x1.0) | 110 10.0 CP1 2.4x5.0
tokamak
TCV CRPP 3.0 (6x0.5) | 82.7 2.0 GYCOM 2.75%2.0
tokamak Lausanne | 1.5 (3x0.5) | 110 2.0 TED® 1.35%2.0
JT 60-U JAEA 4.0 (4x1.0) | 110 5.0 JAEA/ 3.0x2.7
tokamak TOSHIBA
Naka (SDC?) 2.8x3.6
T-10 NRI 1.5 (2x0.75) | 129 0.5 1.25%0.4
tokamak Kurchatov | 1.5 (3%0.75) | 140 0.5 GYCOM 1.25%0.4
Moscow | [0.5 (1x0.5)] | 158.5 [0.5] [0.4x0.4]
ASDEX-U | IPP 2.8 (4x0.7) | 140 2.0 GYCOM 2.3x2.0
tokamak Garching
LHD NIFS 1.0 (2x0.5) | 82.7 2.0 GYCOM 0.6x0.6
stellarator | Toki 1.6 (2x0.8) | 84 3.0 GYCOM 0.8x0.8
(SDC)
1.6 (4x0.4) | 168 1.0 TOSHIBA | 0.8x0.6
(SDC)
W7-AS PP 0.5 (1x0.5) |70 2.0 CP1 (SDC) | 0.45x2.0
stellarator | Garching | 0.8 (1x0.8) [ 140 1.0 GYCOM 0.65x1.0
(SDC)
1.5 (3x0.5) | 140 3.0 GYCOM | 1.2x3.0

%Thales Electron Devices
bSingle-stage Depressed Collector
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Figure 1-6: ITER ECH / ECCD setup with transmission lines

for future International Thermonuclear Experimental Reactor (ITER) ECH/ECCD
systems. On November 21, 2006, the seven participants formally agreed on the fund-
ing of the ITER project and Cadarache, France was chosen as the construction site.
A 20 MW ECH/ECCD system will be installed in ITER for plasma heating and
off-axis current drive for NTM stabilization. Fig. 1-6 shows the ITER ECH/ECCD
system including gyrotrons operating for at least 500 sec pulses, transmission lines
and launchers. 24 gyrotron units at 170 GHz for ECH/ECCD and 3 gyrotron units
at 120 GHz operating in 10 sec pulses for start-up will be installed. To meet these
goals, a 170 GHz, 1 MW CW gyrotron is under development in Japan and the Russian
Federation (RF) with a cylindrical resonator, and a 2 MW gyrotron at 170 GHz is un-
der development at Forschungszentrum Karlsruhe (FZK) and CRPP in the European
Union (EU) using a coaxial resonator. The 1 MW, 120 GHz start-up gyrotrons will be
supplied by India. The requirement for delivered power to the plasma is 20 MW and
2 MW, respectively. The ITER ECH/ECCD system requirements are summarized in
Table 1.2.

As indicated in Table 1.2, the overall efficiency of the gyrotrons should exceed 50 %

in order to operate using the specified power supply. The determination of funding
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Table 1.2: ITER ECH/ECCD system requirements

Gyrotron Power = 1 MW each unit (24 units at 170 GHz)
Power = 1 MW each unit (3 units at 120 GHz)
Efficiency > 50 %

ECH/ECCD 20 MW delivered to plasma at 170 GHz

2 MW delivered to plasma at 120 GHz
Transmission line loss ~ 20 %

Gyrotron power supply

Voltage = 50 kV
Current = 45 A

Table 1.3: State-of-the-art megawatt-class long pulse gyrotrons for fusion with fre-
quency greater than 140 GHz (reported in June 2007) [13].

Institution | Frequency | Cavity | Power Pulse Single-Stage Efficiency
(Country) Mode Duration | Depressed Collector

CPI 140 GHz | TEgyz | 0.9 MW 30 min Yes 35 %
(US)

TED 140 GHz | TEgss | 0.92 MW | 30 min Yes 44 %
(EV)

FZK 170 GHz | TEs49 | Not tested

(EU) yet

GYCOM | 170 GHz | TEg,50 | 1 MW 30 sec Yes 50 %
(RF) 0.64 MW | 300 sec | Yes 4 %
JAEA 170 GHz | TE; 5 | 1 MW 800 sec | Yes 55 %
(Japan) 0.6 MW | 1hour | Yes 46 %
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for the construction of ITER has led to rapid development of the ITER gyrotrons.
Table 1.3 summarizes the most recent results from megawatt-power level gyrotrons
for fusion applications from various institutions including the three mentioned insti-
tutions for ITER gyrotrons. As reported in Table 1.3, the Japanese JAEA gyrotron
has shown remarkable progress at the power level of 1 MW with an efficiency of
55 %, which meets the ITER specification. GYCOM in the Russian Federation also
has tested successfully a 170 GHz ITER gyrotron with a power level of 1 MW. The
coaxial 2 MW gyrotron developed by FZK in EU has been designed and testing in
long pulses is planned soon at CRPP, Lausanne. The results from these institutions

brighten the prospects for achieving the CW gyrotrons required for ITER.

1.3 Thesis Outline

The remainder of the thesis consists of 6 chapters. The theory of gyrotrons will
be reviewed in Chapter 2 starting with the physics of CRM instabilities. Nonlinear
gyrotron theory, a self-consistent description of gyrotrons, gyrotron mode interaction
theory, and start-up scenarios in gyrotrons will be discussed in the theory section. A
computer code for gyrotron cavity design will be presented. Subsequently, gyrotron
efficiency constraints will also be introduced. The experimental setup and diagnostics
for the experiments, which are discussed in Chapters 4-6, are described in Chapter 3.
Experimental results of a 1.5 MW, 110 GHz gyrotron in an axial configuration are
discussed in Chapter 4 and the results are analyzed. The newly obtained analytical
description of radiation from a helical cut of a circular waveguide will be treated using
geometrical optics and quasi-optical approximations in Chapter 5. A new design of
the internal mode converter will follow. Results from the internal mode converter
configuration, which was reconfigured from the axial configuration, are presented
and analyzed in the remainder of Chapter 5. Results from a single-stage depressed
collector experiment and a design study for a two-stage depressed collector will be

described in Chapter 6. Finally, the conclusions are given Chapter 7.
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Chapter 2

Theory

2.1 Physics of CRM instability

The gyrotron oscillator utilizes electrons that are gyrating in a strong magnetic field
that interact with the transverse electric field component of an electromagnetic field
in an interaction region. The result of the interaction is a transfer of energy, either
increasing or decreasing the wave energy through stimulated emission and absorption.
The first theoretical descriptions of the CRM instability were by Twiss, Schneider, and
Gaponov [14, 15, 16]. The idea is based on the relativistic dependence of the cyclotron
frequency which leads to an azimuthal bunching effect of the gyrating electrons.
The devices based on the induced cyclotron radiation of transiting electron beams
are called cyclotron resonance masers (CRM) [2]. A typical arrangement of the CRM
interaction consists of helical electron beams gyrating along a static main magnetic
field and interacting with electromagnetic waves. The CRM device in which the
interaction of helical electron beams with electromagnetic waves takes place in a
nearly uniform waveguide near its cutoff frequency is called a “gyrotron” [17).
Imagine that gyrating electrons along the magnetic field are distributed along the
azimuth as shown in Fig. 2-1. Initially electrons form a random distribution in phases
before they interact with the wave electric field. In this initial stage, the net energy
extracted from electrons is 0. There is no energy extraction in the random phase

distribution. Electron 1 in Fig. 2-1(a) begins to decelerate while the electric field
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(a) Initial random phasing (b) Bunched in phase

Figure 2-1: The gyrating electron beam along the magnetic field.

E, is present. From the synchronism condition equation between the wave and the
beam, w — k,v, ~ €1, and the cyclotron frequency dependence on the relativistic
factor, 2. = %, the energy of decelerated electron 1 will have a decreasing value
of v, therefore the cyclotron frequency 2, will be increasing. On the other hand,
electron 2 will gain energy from the wave thereby the €2, will be decreasing. The
resultant instability is formed as shown in Fig. 2-1(b). Electrons are in phase with
respect to the wave. In this stage, the net energy extracted from electrons is not 0
any more. The wave gains energy from the electrons.

A detail bunching process is simulated in Fig. 2-2 and Fig. 2-3. It is calculated
using a nonlinear gyrotron theory which will be described later on. The code calcu-
lates energy transfer between the beam and the wave as a function of position, 2. In
the cyclotron maser instability, the interaction occurs in the transverse direction, and
the axial velocity is nearly constant. Essentially z is linearly dependent on time, ¢,
which enables us to track electrons as time proceeds. The position of z is normalized
with respect to u (= w%%), which can be thought as an effective cavity length. The
result of the simulation is plotted in a phase space of 32 electrons with a beam energy

of 96 kV and an a(= v, /v)) of 1.3. The magnetic field is 4.47 T which corresponds
to a 110 GHz cyclotron frequency. The electric field of the wave is assumed to be
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Figure 2-2: 6 snapshots of electron bunching. The electrons are rotating in the
clockwise direction and the electric field is applied in +z direction (axis of Re(p)).
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Figure 2-3: The corresponding efficiency plot of Fig. 2-2. Circles represent efficiency
points of each snapshot of Fig. 2-2.

a Gaussian. Fig. 2-2 shows 6 snapshots of the electrons in a normalized momentum
space. The initial position of z = —0.86y is where the electrons enter the interaction
region. Therefore the interaction has yet to occur so that the phase distribution of
electrons is uniform. As the interaction proceeds, electrons start to form a bunch
in phase space. Fig. 2-3 is the corresponding efficiency plot of each snapshot. The

maximum efficiency is about 74 %.

2.2 Arrangement of a Gyrotron

A typical gyrotron setup is illustrated in Fig. 2-4. It consists of a MIG (Magnetron
Injection Gun) as an electron beam source, a cavity as an interaction region, an
internal mode converter for transforming the cavity mode into a Gaussian beam, and
a collector as a region for dumping the energy-depleted “spent” beam. Electrons
emitted from a cathode surface follow initially an adiabatic compression towards a

* static main magnetic field flattop. The adiabatic compression can be expressed in an
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Figure 2-4: The arrangement of a gyrotron.

invariant form as follows,
2

% = const. (2.1)

As electrons propagate to the higher magnetic field region, their perpendicular mo-
mentum is increasing accordingly. With sufficiently high perpendicular momentum,
the electrons start to enter the interaction region in which the magnetic field is flat.
The transverse electric field of the wave in the cavity is now amplified due to the loss
of the rotational energy of the electrons. The output wave is converted to a funda-
mental Gaussian mode while it is tréveling through the internal mode converter. The
propagation direction is changed at the final mirror and the output microwave beam
is transmitted through the window. The spent beam, which is the leftover electron

beam after experiencing the interaction, lands on the collector.
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2.3 Nonlinear Theory

This section follows a generalized nonlinear theory due to Nusinovich and Danly and
Temkin {18]. The purpose of this section is to calculate the energy extracted from the
electrons by solving the equations of motion of the electrons in the presence of elec-
tromagnetic fields. The calculated extracted energy after the interaction between the
electrons and the wave can be simply formulated with several normalized parameters
(F, u, A), making the optimization of the gyrotron efficiency easier. Since the theory
is generalized for gyrotrons operating at any harmonic and in any waveguide mode,

we can find a zone of high efficiency by optimizing the normalized parameters.
The equations of motion of an electron in electric and magnetic fields are given

by,

&

E—t‘ = —ev-E (22)
dp e
- = —eE — ZV x B, (2.3)

where £ = ym.c? is the electron energy, v is the relativistic factor, and |p| = yfmec
is the electron momentum. This theoretical treatment assumes a fixed axial field
profile of the electromagnetic field. The self-consistent field profile is discussed in
the next section. RF magnetic field terms can be dropped near cutoff, therefore
B = Byz. Now the energy variable, £ can be reexpressed as a normalized energy
variable, w = 1 — (/) and the time variable can also be converted to a normalized
axial position, Z = (wz)/(B.0c) using z = B,ct. Therefore Eq. 2.2 can be rewritten

a's7
dw € ﬂzo

Z ~ (mPwriB 24)

where 8,0 and <y, are the initial values of B, and 7 at the cavity entrance. p and E

are now expressed in complex notation using following equations,

P = pz+ipy==lp+|COSE+ilp+(sin§=lp+|ei§
E = E1-+’£Ey=|E+‘COS'i(wt+’(/))+'I;lE+lSini(wt+¢)zlE+|ei(wt+1/J)’
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gyrocenter

cavity center

Figure 2-5: The arrangement of a coordinate.

where £ is the angle of the electron momentum about the gyrocenter as shown in

Fig. 2-5.

p-E = p.E.+pE, = |pt||E+|(cos€ cos(wt + ) + sin € sin(wt + 9))

= |p+l|E4|cos(§ — (wt +¥)) = Re(p}Ey)

Therefore, Eq. 2.4 and Eq. 2.3 for the energy and momentum equations can be

expressed as follows,

dw . € ﬁzo
dZ — (mec)’w 070
d§ Bowe eﬂzo

@ = B,w ~wﬂz|p+|1m(p:E+) (26)

Re(p’,Ey) (2.5)

Here, w, = eBy/m.cy.

Now, the electric field for a T'E,,,, mode near cutoff can be written in cylindrical

coordinates, (R, o), centered at the cavity center as shown in Fig. 2-5. Fig. 2-5
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represents the coordinate of an electron gyrating along the cavity center at a beam
radius R.. The center of the Larmor radius r of the gyrating electron is marked as

the gyrocenter.

E = (ErR+ E4do)ei“tt¥) (2.7)
Er = i(m/kiR)E,f(2)Jpn(kiR)e im0 (2.8)
E¢0 = Eof(z)J,'n(kJ_R)e'i"‘% (29)

where k; = vmp/a, and v, is the pth root of J,, (z) = 0 and a is the cavity radius.
Now the electric field in the (R, qgo) coordinate will be reexpressed in the coordinate
(7, $) centered at the electron gyrocenter to obtain the synchronous field (w ~ nf,)

using Graf’s formula for Bessel functions,

E = (Eqf + Epd)eitt¥) (2.10)

E., = i-kzl-;Eof(z)Jmin(k_LRe)Jn(klr)e“"""’“e"""("""’“) (2.11)
L

Epm = Eof(2)Jmin(kiRe)J,(kyr)e M0 in(¢=90) (2.12)

The electric field of a TE,,, cavity mode is then written as
E,=—E,sin[f+v¢ — (m —n)do]e® + Eycos [0 + ¢ — (m — n)dolie?®  (2.13)

where E, = |E.,| and Ey = |Ey,| and § = wt — n¢. The slowly varying gyrophase
@ is now introduced and the equation of £ of Eq. 2.6 is going to be transformed to
the equation of §. The angle of electron momentum, £ has the relationship with the

electron phase ¢ as £ = ¢ + /2.

Using Eq. 2.13, the equations of Eq. 2.5 and Eq. 2.6 can be rewritten as,

dw e

Z = 'yomecwplEd’ cos [0 + ¢ — (m — n)dyo) (2.14)
do ne (1-w)_ .
= = do —w — p——— E,sin[f + 9 — (m — n)gq) (2.15)
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where p', = |p+|/(Yomec) = (B2, — 2w+ w?)'/2, and § = 1 — nQly/w is the magnetic
field detuning parameter where Qo = eB/mccy,. Let ¥ — (m — n)@o be 7/2 and set
w ~ 1S, then the above equations (Eq. 2.14 and Eq. 2.15) can be reexpressed to

the reduced forms,

dw _ E¢ .

7 - nBopJ_ sin @ (2.16)
dg E (1-w)

—_— = - —-———=cos¥. 2.17
7 o B 7 cos (2.17)

From Eq. 2.16, the action of the azimuthal electric field on the electron leads to
an inertial bunching, which results in the variation of the electron energy. The phase
variation occurs due to the radial electric field and the inertial bunching and, in fact,
in gyrotrons, the inertial bunching is the dominant form of phase bunching,.

The argument of the Bessel function J, of the electric field can be expressed in

terms of the energy variable

Y81

W 1 1/2
kir~ —rx~n— =nf, (1—-———(2'w-—w2)) =np .
c 0 Bio

We now redefine the energy and the axial position variables as

2 2
U= w= o (1 - 1) (2.18)
10 10 Yo
Blo Blo 2
= Py _ Pw?
¢ 322 =g, (2.19)

and introduce a normalized interaction length, u as

ﬂm
p= ﬂzo (2.20)
Eq. 2.14 and 2.15 are rewritten as follows,
&~ (I )Ff(o (g, sin
i ngET o (np',) sin (2.21)
n A2
4 _ A_ u—n ( 2" ) f(g)ﬁlo(l flou)/an(np'J_) cosf (2.22)
d¢ To Pi
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where the normalized field amplitude F is defined as,

EO (n—4) n"- 1
F=— BO 10 W Jm:l:n(kJ_Re)a (223)

and the detuning parameter A is defined as,

260 2 ( chg)
A= 1-— . 2.24
ﬂJ_O /@lo w ( )

We have now introduced three important parameters: F, u, and A. The equations
of motion (Eq. 2.21 and 2.22) will eventually be expressed using only these three

parameters.

Under the condition of weakly relativistic beam,

nB,/2 < 1, (2.25)

7, can be approximated by,
P~ (B — 2w)'2 = Bio(1 — u)'/%

Furthermore using the condition of Eq. 2.25, the Bessel function J,(np/) can be
approximated by polynomials using,

1
m!
1-

(@) = —(3)" 2 <m0

1
:12, :1:<<1,m=0.

As a result, Eq. 2.21 and 2.22 are finally expressed as three parameters, F', p, and A,

du

z = F F(O)Q —u)?sind (2.26)
gg. — A—u—nFFC)1 — w2 coso. (2.27)
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Figure 2-6: (a) The electron normalized energy (1 — (/7)) plot, (b) the electron
phase plot. The number of particle is 32.

The total interaction efficiency, 7 is formulated by,

Yo — By
- , 2.28
L e (2:28)

n=

and the transverse efficiency, 1, is,

N1 =< u(Cout) >00s (2.29)

where the initial conditions are 6 = 6, € [0,27) and © = 0. Now, the transverse
efficiency depends only on the three normalized parameters, F', u, and A.

Fig. 2-6 and 2-7 are examples of the simulation of the nonlinear differential equa-
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Figure 2-7: The transverse efficiency 1, contour plot as a function of normalized field
amplitude F' and normalized interaction length p. Each number near contour lines
represents the transverse efficiency, 7, .

tions 2.26 and 2.27. In this simulation, the axial field profile, f(z), is assumed to be
a Gaussian,

flz) = e~ (%/n)?

and the limits for the integration for the axial field profile are chosen to be —/3u/2 <
¢ < \/gu/ 2. a=1.3 and 0 ~0.48 were used in the simulation. The number of particles
chosen was 32 and the number of mesh points in ¢ was 100. Fig. 2-6 is the simulation
result of the electron normalized energy w defined in Eq. 2.18 and the phase of 32
electrons. As seen in Fig. 2-6, all electrons have 0 initial normalized energy (Fig. 2-
6(a)) at ¢ = 0 where the phases of the electrons (Fig. 2-6(b)) are distributed uniformly
between 0 and 27. As the electrons propagate in the axial direction, the normalized
energy of the electrons changes and at the same time, the phase of the electrons starts
to bunch (Fig. 2-6(b)). At the end of the interaction cavity, the net energy u becomes
positive which indicates there is an energy loss from the electrons. Fig. 2-7 is the
result of the transverse efficiency calculated from Eq. 2.29 following the simulation of

u from the differential equation as a function of the normalized field amplitude F' and
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the normalized interaction length 4. The maximum transverse efficiency of over 70 %
(nL ~0.7) is shown in the contour plot, corresponding to F and u of approximately

0.12 and 18, respectively.

The field amplitude F is related to the beam current by the energy balance equa-

tion,
wU
Qr= bzl

where Qr is the cavity total quality factor, U is the total stored energy, and P is the
power dissipated by Q7. The power dissipated P is written as

m 2

where I, is the beam current. We use the symbol I, here for the actual current in

Amperes, while I will be used for the normalized current defined below.
For the case of stationary oscillations, the energy balance equation can be written

\FI> =n,1. (2.31)

The total stored energy U is expressed by

- L[ Ep
v o= 47r/VIEl
2 ’\2 2 2\ 12 g 2
= 1Bof g 0y — ) lomg) [ \F(2Pz (252)
0

Using Egs. 2.23, 2.30, 2.31, 2.32, the normalized beam current [ is obtained,

I n \ 2 52(n—-2) 2 R,
I=8-4 ( ik ) L0 j’“;‘-"(kl ) : (2.33)
med “\2l) B (Vi — M) (vmp) fy |£(2)dC

When the axial field profile f(z) is given by a Gaussian profile,

f(2) = e ®or f(¢) = e~/
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Eq. 2.33 can then be written as,

2 2
. —3 QTIA 2(n—3)_A_ n" Jmﬂ:n(k-l-Re)
I=0.238x10 (———% ) 0T (2nn!) 0 =) 22 () (2.34)

2.4 Self-Consistent Field Theory

In Section 2.3 we have dealt with the nonlinear theory assuming the RF field is not
changed by electron beam modulation, in which it is simple enough to understand the
relationships of the efficiency, field strength, and the interaction length. This section
will describe the dynamics of gyrotrons formulated by a system of coupled, nonlinear,
ordinary differential equations for the electron beam and RF fields by following the
calculations in [19]. These equations are to be solved self-consistently by satisfying

the RF field boundary conditions.

Adiabatic equations for electron motion

As described in Section 2.3, the starting point of describing electron motion is the
Lorentz force equation,

e
a= ——m—e(E+v x B) (2.35)

Let’s introduce a normalized momentum variable for simplicity,
V=79v

where + is the relativistic factor.

We are using the coordinate system in Fig. 2-5 described in Section 2.3. By

transforming the electron transverse momentum from cartesian coordinates,

by + iy = i) ")

where 7 = t — ¢y and tp is the time that the electron enters the interaction region,
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Eq. 2.35 can be written as follows,

Vi = —a,sin(Qr + ¢) + ay cos(Q7 + @) (2.36)
V(P +Q=Qfy) = —azcos(Qr + @) — a,sin(Qr + ¢) (2.37)
U, = a (2.38)

where Q. = eBy/m,.

Consider the electric field of a TE circular waveguide mode. The electric field of

a TE,, mode is given by,
E, = Re [c,,,,, (km,,J,'n(kmpR)é + i%Jm(km,,R)fz) f(z)eitet=m] (2.39)

where the normalization constant Cy,, is given by
1

yV W(ngp — m2)Jn(Vinp)

and Kmp = Vmp /Ty Where vp,, is the nth zero of the J), and r,, is the waveguide wall

Crmp =

radius.

From Eq. 2.35 and applying the Graf’s formula for Bessel functions introduced in
Eq. 2.10, Eq. 2.36 and Eq. 2.37 are changed to

v
’%J: = _2,:% kmpCmme—n(kmpRe)[J —l(km.pr) —Jnn1 (kmpr)]
x| f] cos[(w — nQ)7 + wty — ne — ) (2.40)
B+ = /i = =gy g (BipRe) et (o) + Tt ()]
x| f|sin[(w — nQ)T + wty — ng — Y] (2.41)

Here, we have expressed the axial dependence of the RF field f(z) by the complex

profile function
F(2) = 1f(2)le™.
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Introducing the new slow time scale phase variable
w w
A= (;—Q)T-f-;to—d)

and expressing the Larmor radius according to

I
r=rr Qc
leads to
dv e MeKmpU'. KmpU.
‘Zl‘ti_' = "2m kmpcmme—n(kmpRe) [Jn—l (__;k%;l_f:) - Jn+1 (ﬂfggfv_)jl
X|f|cos(nA — 9) (2.42)
dA _ e Cmp mekmpvl mekmpvtl.
b b el ) [ oy (P2 4y (Mt
Q
x|f|sin(nA — ¥) + % - (2.43)

Wave equation for RF field profile function

Starting with the Maxwell curl equations,

OE
VxH = J+EE

O0H
_M—

VxE 7

i

the wave equation of RF field can be obtained,

1 8°E 0J
2

E- " =p—. .4
VE-S@ T Fa (2.44)
Assuming the steady state time-dependence e**, the current density J is given by,

Jo(R, 1) = J,(R)et (2.45)
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where,

2
JL(R) = -21; /0 IR, t)e-“d(wt).

Substituting Eq. 2.45 into Eq. 2.44 gives the time-independent wave equation,
2 w? .
V°E + E’-E = tpwd,. (2.46)
The electric field for a TE,,, circular mode is expressed as,
E(R,t) = Re|[E(R)e™"] (2.47)

where,

E(R) = EL(R)Emy(R,0)f(2) (2.48)

and

Epny(R, 6) = Crmp [km,, " (kg + S m(kmpR)R] o (2.49)

Substituting Eq. 2.48 into Eq. 2.46, one obtains,

d? 2 .
Enmp [@ + “CLZ - k,';,,] £(2) = ipwd.. (2.50)

Using the orthonormality of Ey,,, we multiply Eq. 2.50 by E;,, and integrate over the

waveguide cross section. The resultant equation is written as follows,

[ dd; — — k2, ] f(2) =ipw f (2.51)

In order to complete Eq. 2.51, the right hand side of Eq. 2.51 has to be evaluated.

One notes that the transverse current density J, is expressed as
J 1 =pVvy (252)

where p is the linear charge density. If an idealized electron beam with a single guiding

radius R, is considered, p = —I/v, where I, is the DC beam current. Substituting
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Eq. 2.49 and Eq. 2.52 using the linearized expression for the current density into the
right hand side of Eq. 2.51 leads to,

. 1
/Emp-Ju,da = —Iokmpcmp%
27
x / d(wt)z—lJm_l(kmpR)e'i(“’t"(m*l)o'ﬂ’""b). (2.53)
0 z

Using Graf’s formula for Bessel functions (Eq. 2.10) and considering the interaction

with a single cyclotron harmonic Eq. 2.53 yields,

/ Epp-Juds = ~IokmCrpdin(kmpRe)

1 [ .
x| dWt) Ty (hpr)e DT Hto—dl (9 54)
2r Jo v,

In order to express the final formula of the field equation with respect to a slowly

varying phase variable, A, the following equations are used. Since,
d
t=to+ / z
Uz

Vz = U0,

and,

where v, is the initial longitudinal velocity, the average over wt in Eq. 2.54 can be

approximately replaced by an average over wty. Moreover, since
w
o= A(t=1o) s ¢

where @p = ¢(t = to), then,
d(wto) = ’ndAo
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Therefore one can obtain the final equation for the RF profile function,

d2 w2 2
[d—z'z' to - kmp] f(2) = —itolokmyConpIs-n{limpRe)
2
vL Emp1\ _ina
x/o sz"_l( Q. )e dho - (259)

Self-consistent single mode gyrotron theory

Finally Eq. 2.42, Eq. 2.43 and Eq. 2.55 constitute a set of non-linear, coupled equa-
tions for the gyrotron.

Using a dimensionless quantity, ¢

wz
(=—
V20

the time variable is conveniently changed to the dimensionless length variable.

d_vad
dt ~ wu,dz

Therefore the equations (2.42, 2.43, and 2.55) are reexpressed in terms of (. The
nonlinear, coupled equations are solved self-consistently and the proper boundary
conditions have to be satisfied. The input RF boundary condition for a gyrotron is
a growing evanescent wave and the output RF boundary condition is an outgoing
traveling wave. The formulation of the boundary condition for the RF field profile

function at the resonant input is

|f| = lf(( = Co)lekO(C—Co)

where
ko = /K3 (Co) — w?/c2.

And the output RF boundary condition is formulated as

d
g]é = —ik¢, f(r)
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where
ke = yJw?/ = K1 ()

For the fixed axial field profile, basic features of the gyrotron can be provided by a
set of dimensionless parameters, (F, 4, A) at the first stage of designing the gyrotron
cavity as discussed in Section 2.3. However, the self-consistent calculation must be
followed for determining the cavity shape and gyrotron parameters such as alpha
value, beam current and beam voltage in order to determine the overall efficiency by

considering an altered axial field profile due to the electron beam.

2.5 Mode Interaction Theory

In Section 2.3 and Section 2.4 we have assumed that one mode is solely excited in
the cavity by the electron beam. However, in highly overmoded gyrotron cavities, the
spectrum of modes is very dense so that the electrons can interact with several modes
simultaneously (not only with the designed cavity mode), which may cause unstable
and low efficiency operation of the gyrotron. Therefore, one of the most important
challenges in pursuing high efficiency gyrotrons is to avoid the mode competition
between a design mode and unwanted modes. Single mode operation is indeed possible
if the cavity shape is well designed and the starting scenario is well analyzed in a given
cavity design. The mode interaction theory in gyrotrons is well described in the review

paper of Nusinovich [5, 20, 21].

In this section, the fully nonlinear, time-dependent multimode formulation for
conventional gyrotron waveguide cavities will be treated by following the approach of

Fliflet et al. in [22].

The electron transit time is
L

typ = —
Vz0

where L is the length of the interaction region. Typically the transit time, t;,, is much
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shorter than the cavity field decay time which is defined by

Q
tdecay =
The condition, t;; < %decay, allows one to neglect changes in the mode amplitudes
during the pass of one electron through the cavity. Therefore one can express the
transverse electric field as a superposition of modes of the cavity incorporated in
the complex mode amplitudes A, (z,t) which can be assumed to be fixed during one

electron pass,

N
E(r,0,2,t) = ) _ Au(2,t)Eq(r, 0, 2)e™ 0 (2.56)

n=1
where n is the mode index, N is the number of modes and E, = 2 x V¥ is the
waveguide transverse mode vector function and ¥ is the corresponding scalar mode
function which satisfies a Helmholtz equation with respect to the transverse coordi-

nates.

As we have discussed already in Section 2.4, the transverse electric field in Eq. 2.56
is plugged into the wave equation in Eq. 2.44 and the equation is integrated over the
cavity cross section. The resultant equation is expressed as

62 w2 - ] 0

57t ——c——— +2i _E] n(2,) = —ipowo / daEy, - J, (2.57)

where wy, is the local mode cutoff frequency, which may depend on the axial position.

Now, multiply Eq. 2.57 by A; and multiply the complex conjugate of Eq. 2.57 by
A, and then add and subtract the resulting equations, and integrate the sum and the

difference over the axial distance. The final expressions lead to

"8z "_c:)?
0|A7]
0z

[ .04, 3A;;] L

—tifiowo / dadz(ALE; - J, + AE, - J2)
0 \'4

L L 2
+ / dz [—2 ’ 94,
0 0 32

= —ipowo / dadz(ALE: -3, — AE, - J%).
14

(w(2) - wgn 2 .Wo * aA
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At the cavity output, the mode amplitude function has the form of an outgoing wave

with amplitude a,; and wave number %, i.e.,
An(z = L,t) = ap(t)eFnz=¥n®) (2.60)

where 1, is a slowly varying mode phase parameter. The mode amplitude inside the

cavity is approximated by the separable form
An(2,1) = an(t)e ¥ Oh,(2) (2.61)

where h,(z) is an axial profile function which satisfies the Helmholtz equation

[+ K| tnle) =0 (2.62)

The mode amplitude in the cavity can be related to the mode amplitude at the cavity

output via the output Q factor according to

1/2
ans(t) = ( k:jén) “20 ). (2.63)

Using Egs. 2.60-2.63, Eq. 2.58 and Eq. 2.59 yield the free-running oscillator equations

for the mode amplitude and phase as below:

da, woan, wo

2 = ——ImP,(t .

o + 20, 260Im’P (t) (2.64)
difn _ Wo
Ty +wy = Wno Yot RePy(t) (2.65)

where

Palt) = % /V dadzh(2)E? - J e

is the complex, slow time scale component of the electron beam polarization for the

mode n,

W= /0 " L)
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The equations of electron motion and the equation for the RF field profile function are
similarly obtained in the same manner as the single particle approximation discussed
in Section 2.4. The transverse electric field components with multimodes are inserted

in the equations of electron motion and the field equation.

2.6 Start-Up Scenario

The dense spectrum of modes in a cavity requires proper control of the start-up
scenario. Because the beam parameters (beam voltage, beam current and velocity
ratio a) change as a function of time, the mode excited in the cavity can change as a
function of time as well. Current neutralization in a long pulse or in CW operation
can especially influence the beam parameters, possibly resulting in an unexpected
mode excitation during the beam voltage flattop.

Typically, the starting currents of possible modes in a cavity for a given beam
voltage and velocity ratio evolution give a fairly reasonable determination of which
mode will be excited first. The final steady state in a gyrotron cavity is usually
dominated by a single mode. Therefore, the mode which is excited first is very likely
the mode that will result in a stable oscillation at the final stage. The first detailed
experimental verification of a mode excitation depending on the start-up scenario was
done by Whaley et al., and the details can be found in [23]. They were able to change
the start-up ‘paths’ by using a triode electron gun. By changing various start-up
paths, they demonstrated that the selection of a mode during start-up was possible,

and the starting current theory matched excellently to the experimental results.

2.7 Computer Code for Gyrotron Cavity Design

As discussed in the previous sections (Sections 2.4-2.6), solving the pendulum equa-
tions is not simple. The dynamics of the interaction between the electrons and the
cavity RF fields must satisfy the self-consistent equations with boundary conditions

given at both cavity ends. Moreover, excitations of other spurious modes, which
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degrade the interaction efficiency in an overmoded cavity, are very common [24].
Therefore, taking into account the mode competition between the design mode and
neighboring modes is necessary for designing an overmoded gyrotron cavity. Since the
operating parameters, beam voltage, beam velocity ratio, and beam current change
during pulsed gyrotron operation, the mode start-up has a time-dependence as dis-
cussed in Section 2.6. The time sequences of excitations of modes are also to be
checked with a realistic voltage rise time.

MAGY is a gyrotron and gyro-klystron cavity design code that has been developed
by the University of Maryland and the Naval Research Laboratory (NRL) and is
widely utilized in the United States [25]. MAGY is a non-stationary, multi-frequency
code that is time-dependent and self-consistent in solving the gyrotron equations. It
has been successfully used in analyzing and designing gyrotron cavities and has been
discussed in numerous papers [26, 27, 28, 29).

Important factors that are exhibited in real situations, such as magnetic field ta-
pering, beam voltage profiling, voltage depression, velocity spread, energy spread,
window reflections, and non-ideal conductivities in various cavity materials are in-
cluded in MAGY. Typical output results give the RF axial field and phase profile

inside the cavity as a function of time and power at each mode.

2.8 Gyrotron Efficiency Constraints

2.8.1 Ohmic Loss

Maxwell equations for sinusoidally varying fields are expressed by,

V x B = ipggeqwE
V x E = iwH.

where w is the cold-cavity frequency which has a real and imaginary part,

W
Ww=w,+1—.

2Q
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The real part gives the mode eigenfrequency and the imaginary part accounts for
losses. In gyrotrons, two losses are considered to be important. One is diffraction
loss, which is a result of radiation leaking out of the cavity, and other is ohmic loss,
which manifests itself as power dissipation in the cavity walls. The total quality

factor, @, is expressed as
1 1 1

= — 4 ——
Q QD Qohm
where Qp and Q,nm are the diffraction loss and the ohmic loss, respectively. Qp is

approximately expressed as

_ QD,min
90 = TR IR

where |R;| and |R;| are the reflection coefficients at the entrance and at the exit of

the cavity and Qp min is the minimum diffractive ), approximately equal to,

L 2
QD,min ~ 4 (X)

which ignores the reflections of both ends. Qo is defined by
QohmP ohm = wW

from the energy balance equation. In the case of rotating modes, Qox,» can hence be

2
Qohm = ﬂ (1 - _”_L—)

6815: l/,,znp

written as,

where 7, is the cavity wall radius, d4 is the skin depth, which is defined as

/ 2
631: = .
Howo

Here o is the wall conductivity equal to 5.8 x 107/Qm in SI units for pure copper.

The power loss due to the ohmic loss in the cavity is now expressed as

‘QQ—DPWt.

Pohm=
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In the case of high power gyrotrons, P,,, can be further expressed in terms of the

known cavity parameters

Pout Lésk
A2 r2(1—m?/v?)

Pohmz

by considering @ ~ Qp.
The total efficiency that takes into account the ohmic losses is now given by
_ el
Thotal = 1“—'——‘+ Q (266)

Qohm

using,

ntotalljin = Pou.t
nean = Pout + Pohm-

Typically in high power gyrotrons, -th-m— is maintained to be small enough to be
ignorable. The maximum P,,, is desired to be below 2.0 kW /cm? for CW operation

due to limitations of the cooling technology.

2.8.2 Voltage Depression and Limiting Current

Voltage depression is one of the limiting factors in the operation of high power gy-
rotrons. It introduces changes of the resonance condition as well as the velocity ratio
(@), resulting in the mirroring of the beam. In addition, the velocity spread in 8, will
increase, leading to the degradation of the beam quality and reductions in efficiency.
Voltage depression and limiting current in gyrotrons were first analyzed by Drobot
and Kim (1981) and Ganguly and Chu (1984) [30, 31].

Let’s consider a thin hollow electron beam passing through a gyrotron cavity
as shown in Fig. 2-8. Here, r. and 7, are the cavity radius and the beam radius,
respectively. The potential at the cavity wall is V., and the voltage depression between

the cavity wall and the electron beam is AV. The electron beam is assumed to be
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Figure 2-8: Hollow electron beam in a gyrotron cavity.

thin and monoenergetic. The voltage depression of the beam with respect to the
cavity wall is expressed by the Poisson equation,
I Te

AV =g n 2. (2.67)

One can notice that Eq. 2.67 contains v,, which can be expressed in the nonrelativistic

approximation,

v, = \/2mi (V.= AV) =42 (2.68)
where v, does not depend on AV. v; can be expressed as

b
V20
= o (2.69)

V2 (e/me) - vi

where v, is the parallel velocity without the voltage depression. Therefore, by using
Eq. 2.69, Eq. 2.68 is written as

Qo =

;— 6 (2.70)



where § = AVY‘ is the relativistic voltage depression. Substituting Eq. 2.70 into

Eq. 2.67, one can find the current is

2e 173/2 5 1

2meo\/me Ve O/ Thay — 7

In (re/15)

(2.71)

max

Figure 2-9: Plot of voltage depression as a function of 4.

According to Eq. 2.71, the current I initially grows with 4, and drops after it

reaches the maximum. The maximum § can be easily found from Eq. 2.71,

2
Omaz = s7———3¢ 2.72
E T 3(1 + ad) (272)
and corresponding maximum current I, is
AV
Loz = 2 - (2.73)
(14 a2)3/2In(r./s)

here, I and V, are in Amperes and kilovolts, respectively.
The limiting current I, is the current beyond which the voltage depression be-
comes so large that v, — 0 and mirroring of the beam occurs. Therefore I,,q, corre-

sponds to I.

60



Chapter 3

Experimental Setup and

Diagnostics

3.1 Experimental Setup

3.1.1 Electron Gun

The magnetron injection gun (MIG) used in this experiment is an old diode gun from
prior experiments and it was designed by Dr. Steve Korbly, a former graduate student
at MIT, working with Dr. Stephen Cauffman of CPI, Palo Alto, CA. The electron
gun was designed and optimized by the EGUN beam optics code [32]. The design
and operating parameters of the electron gun are summarized in Table 3.1.

The cathode is a thermionic M-type dispenser cathode built by SpectraMat. The
M designation refers to the standard M-type cathode commonly used in the microwave
tube industry. The M-type cathode has a sintered tungsten matrix impregnated with
barium oxide and lesser amounts of calcium oxide and aluminum oxide. The emitting
surface has an osmium/ruthenimum film deposited on it. The M-type cathodes have
the advantaged of low evaporating rates of the impregnates, low operating tempera-
ture and long life of operation. The impregnate ratio of a mixture of BaO:Ca0:Al;,O3
is 4:1:1 which is known to be much less susceptible to cathode poisoning than the

previous 5:3:2 mixture cathode that failed to activate [33, 34].
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Table 3.1: Design and operating parameters for the electron gun

Beam voltage 96 kV
Beam current 40 A
Beam alpha (a = v, /vj) |14
Emission current density | 4 A/cm®

Emitter angle 36°
Emitter width 0.36 cm
Cathode-anode distance 1.5 cm
Emitter radius 4.8 cm
Beam radius in cavity 1.024 cm
Beam thickness Ar, 0.09 cm

Velocity spread (Avy /vy) |25 %
Magpnetic field compression | 22.13

A typical I-V curve for the electron gun was measured in June, 2006 and is plotted

in Fig. 3-1. The cathode was usually operated at 75-95 % of the gun filament rating.

3.1.2 Superconducting Magnet

The superconducting magnet for the experiment is a Cryomagnetics 7.5 T magnet
previously used for a 170 GHz gyrotron experiment. This experiment is designed for
a 110 GHz oscillating frequency, therefore the nominal magnetic field is 4.3 T. The
field homogeneity is better than 0.7 % over 2.5 cm. The magnet has two sets of coils
that charge serially with a ratio of the magnetic field to the current of 0.0976 T/A.
The experiment was usually performed with the magnet in persistent mode, and the

drift of the magnetic field is better than 0.004 T over 24 hours.

3.2 Diagnostics

3.2.1 Frequency Measurement

The frequencies were measured using a heterodyne receiver system that mixes the
gyrotron signal with a harmonic of a tunable local oscillator (LO). A schematic of

the frequency measurement system is shown in Fig. 3-2. The LO in the experiment
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Figure 3-1: The measured I-V curve for the electron gun.

is an 8-18 GHz tunable YIG oscillator and its frequency is measured by a microwave
frequency counter (EIP, Model 548) with an accuracy of a few Hz. The mixer mixes
the high frequency gyrotron signal with the n — th harmonic of the tunable LO. The
resulting intermediate frequency (IF) signal from the harmonic mixer is amplified by a
series of solid-state amplifiers and is bandlimited between 150-500 MHz by filters. The
output of the IF is fast Fourier analyzed on a digital oscilloscope (LeCroy waverunner,

Model LT372, Bandwidth 500 MHz, 4 GS/s) to display the sidebands.

frr=nfro % fir (3.1)

From Eq. 3.1, fgrr is the unknown gyrotron frequency, fro is the local oscillator
frequency multiplied by n which is the harmonic number. Since the IF is bandlimited
150-500 MHz, we chose fir to be 300 MHz. By tuning the LO frequency the upper
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Figure 3-2: Block diagram of the frequency measurement heterodyne system.

frequency of the LO and the lower frequency of the LO can be found as shown in
Eq. 3.2

fRF = nfLO,upper - 03 GHZ
frr =nfL0lower +0.3 GHz (3.2)

By equating the two equations for frr, the harmonic number n can be obtained and
therefore using one of the equations in Eq. 3.2 the unknown gyrotron frequency frr
can be found.

The heterodyne receiver system is capable of measuring very high frequencies,
though the mixer signal becomes rather weak when the harmonic number increases
beyond 15 to 20. The precision of the measured output frequency is £20 MHz due
to the drifting of the local oscillator signal.

3.2.2 Power Measurement

The measurement of output power from a short pulse gyrotron at a frequency of
>100 GHz is not trivial. We have adopted a technique borrowed from laser power
measurement using a dry calorimeter for measuring gyrotron output power. It consists

of a 20 cm diameter calorimeter plate (Scientech 378, Model No. 360801) and an

64



accompanying analog signal meter. The dry calorimeter surface was modified as
described in [35] for better absorption at microwave frequencies. The back panel of the
calorimeter has a series of thermoelectric elements attached underneath the absorbing
surface that transform the temperature rise to a voltage signal. The gyrotron was
typically operated at a 1 Hz repetition rate, extendable to 4 Hz. The microwave pulse

shape was recorded using a broadband video detector.

A small correction for the power reflection from the calorimeter is made by measur-
ing the absorption rate on a Vector Network Analyzer (Agilent Technologies E8363B,
PNA Series Network Analyzer) at 110 GHz. The absorption at the surface of the
calorimeter plate was measured to be 85 %. The surface absorption uniformity was
also measured using the PNA. The absorption was measured at 9 different locations

in a 4x4 cm patch of the calorimeter plate and the uniformity is +£2.1 %.

3.2.3 Velocity Ratio Measurement

One of the most important parameters for gyrotron operation is the so-called alpha
(o) value, or the velocity pitch factor, in the cavity. The alpha value is defined
as the ratio of perpendicular velocity to parallel velocity of the electrons. In the
experiment, we measure the averaged alpha value at the entrance of the cavity, which
indicates the averaged alpha value in the cavity. The velocity pitch factor of the
beam (a = (v,)/(v,)) was measured using a cylindrical capacitance probe located
near the cavity [36]. The capacitance probe consists of two concentric cylinders, one
of which is grounded and the other concentric to it to measure the voltage induced by
beam current traveling through it. A schematic for the experimental setup is shown
in Fig. 3-3. A macor piece is used to insulate the inner electrode from the outer

electrode.

The principle of measurement is that the alpha probe directly measures the charge

density per a unit length (¢) from the voltage induced (V,) by the electron beam as
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(a) Side view (b) Front view

Figure 3-3: The alpha probe setup. (a) The side view: The alpha probe is located just
before the cavity entrance. The cavity and the outer wall of the probe are grounded.
(b) The front view: r,, rp, and 7, represent the wall radius, probe radius, and the
beam radius, respectively.

indicated in Eq. 3.3,

— ["Edr= (™)L
V;,—/rw E.dr = 2mm(rp) = (3.3)

E, and C), stand for the radial electric field and the electrode capacitance per unit
length, respectively. Therefore the averaged parallel velocity of the beam is deter-
mined with £ and the known beam current, I, measured at the collector, given by
Eq. 3.4,

(v2) = L/§ = I/ CpVs. (3.4)

In this equation the probe capacitance is the only unknown. C;, is determined by the
geometrical factors of the probe. In our experiments, however, a calibration method
is used to determine the capacitance. The probe can be calibrated in-situ at low
voltages from the assumption that the perpendicular velocity of the beam is almost
negligible at low voltages and therefore (8,) can be written as (8;) = /1 — 7% From

Eq. 3.4 C, can be determined.
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Now the averaged perpendicular velocity of the beam can be determined from the

measured v, and the beam energy, v and is given by,

1 2
(Br) =4/1- el (B:) (3.5)

where the beam energy 7 is expressed as

+ e(Vb——AV)'

y=1 > (3.6)

~ has to take into account the voltage depression (AV) in the cavity and it is approx-
imately expressed by Eq. 3.7 in the case of a thin annular beam.

AV~ ("—"’) (3.7)

2me

Finally, the alpha value can be obtained from Eq. 3.4 and Eq. 3.5.

The uncertainty in determining the alpha value comes mostly from the calibration
of C, and the error is estimated to be about 10 %. Nonetheless, the capacitive probe
allows one to measure the alpha value of the beam very easily with a reasonably
good precision. The alpha probe can also be utilized for measuring the behavior of
the electron beam. For example, low frequency oscillations have been observed in
the gun region due to reflected electrons, and the alpha probe serves as an antenna
for picking up these oscillations. The result of the probe voltage is fast Fourier
transformed in order to see the steady-state oscillations in the frequency domain. The
alpha probe also indicates if the beam hits some part of the tube during operation
by picking up some voltage spikes on the probe signal when it happens. If the tube
itself is not properly aligned, the alpha probe also shows a slope which may be due
to a nonuniform charge density (Normally the alpha probe should have a flat-top

concurrent with the voltage pulse).

67



68



Chapter 4

Axial Configuration Experiment

4.1 Introduction

We present results from a 110 GHz, 1.5 MW gyrotron operating with a 3 us pulse
width in the TEgy ¢ mode. The TEg; mode has been successfully used in 1 MW
industrial tubes [37] and in our previous studies at the 1.5 MW power level [38].
Operation at such a pulse width allows us to investigate various physics and microwave
engineering issues of the design over a wider parameter space than is possible in a
CW tube built by industry. The present study focuses on increasing the electronic
efficiency of the gyrotron interaction by improving the cavity design. In previous
research, we have reported the generation of 1.43 MW with 37 % efficiency [38]. The
cavity used in those studies was also used in the industrial gyrotron and is designated
the “V-2003” cavity. A new cavity, designated “V-2005,” was designed to have lower
ohmic losses than the V-2003 cavity by reducing the output taper angle. Results
for the cavity (V-2005) are reported here and they include an increase in efficiency
to 42 %. The reasons for the increase in efficiency of this low ohmic loss cavity go
beyond the reduction of ohmic losses. It has been found experimentally that the
new design is less susceptible to mode competition and thus allows access to the high
efficiency operating regime. Theoretical modeling using a starting current simulation
strongly supports the experimental results. Much of the detailed results of the axial

configuration experiment are presented in [39].
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Table 4.1: Nominal design parameters for the gyrotron

Frequency 110 GHz
Microwave Power 1.5 MW
Beam Voltage 96 kV
Beam Current 40 A
Beam Alpha (o = v, fv,) | 1.4
Operating Mode TEx» 6
Pulse Length 3 us
Cavity Magnetic Field 43T

This chapter is organized as follows. In Section 4.2 we present the results of our
theoretical study of gyrotron efficiency variation as a function of the basic parameters
of the cavity and present the design of the V-2005 cavity. The experimental setup
is described in Section 4.3 and the experimental results are presented in Section 4.4.
Theoretical modeling of the startup scenario of the V-2003 and V-2005 cavities and
their comparison to experiment are detailed in Section 4.5 followed by conclusions in

Section 4.6.

4.2 Cavity Design Study

As the operating power approaches the MW level, the ohmic loss of the cavity wall
and its dissipation become serious issues. The mean value of ohmic loss density can

be expressed by Eq. 2.66,

_ QD P, out
Pohm B Qohm 27"‘10[/ (41)
P, out Lésk

¥ R l=m2,)

where, Qp and Q. are respectively, the diffractive and the ohmic Quality factors,
P, is the power exiting the cavity, L is the cavity length, A is the wavelength, r,, is

the cavity radius, m is the azimuthal index of the mode, vy, is the eigenvalue of the
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pth root of J;, (Vmp) = 0 and &y is the skin depth which is defined as

1%
oV o’

6sk

where o is the conductivity of copper. From Eq. 4.1, it is evident that in order to
limit the ohmic loss on the cavity wall to an acceptable value, it is advantageous to
decrease the diffractive Q factor. To systematically study the optimization of the
cavity, we have chosen three basic parameters of the cavity, namely, the input taper
angle, the output taper angle, and the straight section length. The cavity consists
of a straight section with a downtaper towards the gun and an uptaper towards the

collector.

Based on the successful study of the previous cavity, V-2003, the new cavity
was optimized using the multi-mode, self-consistent and time-dependent simulation
code, MAGY [25]. The simulations were performed considering three coupled modes
nearest to the operating mode (TEz1,6, TE226, TE236). The design parameters for the
gyrotron are listed in Table 4.1. For a given value of the length of the straight section,
the efficiency and ohmic loss can be calculated and plotted as a function of the input
and output taper angles. The best results were obtained for a straight section length
of 1.8 cm, the same as the length of the V-2003 cavity, and only results for that
length are presented in this chapter. The simulation results from MAGY are shown
in Fig. 4-1. The variation in efficiency with input and output taper angles is shown
in Fig. 4-1(a). In Fig. 4-1(b), we notice that the peak ohmic heating diminishes as

the uptaper angle is reduced while maintaining the same output power and efficiency.

The points for the final designs of the V-2003 and V-2005 cavities are marked as
a star and cross respectively, in Fig. 4-1. The final ohmic loss design value for the V-
2005 cavity is 0.8 kW /cm?, which is reduced by 24 % compared to the V-2003 cavity
while maintaining the same theoretical efficiency. The new cavity design parameters
are shown in Table 4.2 and the cavity profile and axial electric field profile are shown
in Fig. 42. For comparison, the V-2003 cavity has an uptaper of 1.2°, straight

section length of 1.8 cm and a downtaper angle of 2.5°. In each case, the final cavity
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Figure 4-1: (a) Efficiency contour plot (lines) for optimization of the V-2005 cav-
ity as a function of input and output taper angles using MAGY simulations. The
cavity length is fixed at 1.8 cm. (Star: V-2003, Cross: V-2005) (b) Ohmic heating
(Porm kW /cm?]) contour plot (lines) for optimization of the V-2005 cavity as a func-
tion of input and output taper angles using MAGY simulations. The conductivity of
room temperature copper is used. (Star: V-2003, Cross: V-2005)
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