Studies in Projective Combinatorics
by
Matteo Mainetti

Laurea in Matematica, Universita di Pisa (1992)
Diploma, Scuola Normale Superiore di Pisa (1992)

Submitted to the Department of Mathematics in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy
at the
MASSACHUSETTS INSTITUTE OF TECHNOLOGY
February 1998

©1997 Matteo Mainetti
All rights reserved

The author hereby grants to MIT permission to reprdduce and to distribute
publicly paper and electronic copies of this thesis document in whole or in part.

Signature of AUthOT ... ..ottt ee e e ne e e e e
Departmegt Otf Mgth%malmgigg
eptember 5,
N\

Certified by . . e (O |
Gian-Carlo Rota

Professor of Mathematics

Thesis Supervisor

Accepted BY ..oooviiiiieece e e, e
. Richard Melrose
Chairman, Departmental Graduate Committee

FER L 31098

e

LiPAs ©






Studies in Projective Combinatorics
by
Matteo Mainetti

Submitted to the Department of Mathematics
on September 4, 1997, in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy

Abstract

The original goal of this work was to establish links between two mathematical
fields which are theoretically quite distinct but practically closely related: the
Grassmann-Cayley (GC) algebra and the theory of linear lattices (LL).

A GC algebra is essentially the exterior algebra of a vector space, endowed
with the natural dual of wedge product, an operation which is called the meet.
Identities between suitable polynomials in a GC algebra express geometric the-
orems in a very elegant language, as was first shown by Barnabei, Brini and
Rota.

The leading example of a linear lattice is the lattice of subspaces of a vector
space. In general, a linear lattice is a lattice of commuting equivalence relations,
for which an elegant proof theory was first developed by Haiman. Inequalities
between LL polynomials express geometric theorems which are characteristic
free and dimension independent.

The main link between GC algebras and linear lattices developed in the
present dissertation is the proof that a large class of GC identities introduced
by Hawrylycz with the name Arguesian identities of order 2, has a lattical
counterpart, and therefore the correspondent geometric theorems are lattical.

Since the proof theory for linear lattice is based on a graphical procedure,
exploiting a class of graphs larger than the class of series-parallel graphs yielded
two new ideas, as described next, the first of which is closely related to a study
developed by Crapo.

The main result in the GC setting is the introduction of invariant opera-
tions associated to every suitable graph, which generalize the sixth harmonic
on the projective line, and the correspondent expansion of the operation as a
polynomial in the GC algebra. Issues concerning reducibility and composition
of such graph operations are also investigated.

In the LL setting, the notion of a LL can be refined to isolate lattices in
which all graphical operations defined in a GC algebra can be defined as well.
We introduce this new class of lattices, for which we ‘choose the name strong
linear lattices, which more closely capture the geometric properties of lattices of
projective spaces. It turns out that with little extra assumption, the algebra of
the underlying field of a strong linear lattice -if any- can be almost completely
recovered with little effort and elegant graphical proofs.

Thesis Supervisor: Gian-Carlo Rota
Title: Professor of Mathematics
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Introduction

Classical projective geometry had been set aside for a long time, mostly for
two reasons. Firstly, it is a widely shared opinion among mathematicians
that most of the important results in this discipline have already been dis-
covered. Secondly, synthetic methods for projective geometry are considered
to be too difficult and are no longer used. In recent years, however, the de-
velopment of two fields, the Grassmann-Cayley algebra and the theory of
linear lattices, seem to converge to a common denominator: both can be
useful settings to define, study and prove geometric theorems.

The Grassmann-Cayley algebra is the exterior algebra over a vector
space endowed with the dual notion of the exterior product. If we call
join the exterior product, the idea of introducing the natural dual opera-
tion, called meet, dates back to Grassmann, although much of his work in
this area has been neglected for a long time. Only in the last few years has
his theory been recognized, developed and expanded, first by Doubilet, Rota
and Stein [6], then followed by other researches including Barnabei, Brini,
Crapo, Hawrylycz, Kung, Huang, Rota, Stein, Sturmfels, White, Whitely
and many others. Their research ranged from studying the bracket ring of
the Grassmann-Cayley algebra, to the generalization to the supersymmetric
algebra and application to many disciplines, including projective geometry,
physics, robotics, and computer vision.

Linear lattice theory emerged only in recent years, after Haiman’s main
work on the subject [8]. Many mathematicians in lattice theory had been
focusing on modular lattices, which are lattices that satisfy the following
identity, discovered by Dedekind:

(eA(bVa))Vb = (cVb)A(a VD).

Examples of modular lattices are lattices of subspaces of a vector space,
lattices of ideal of a ring, lattices of submodules of a module over a ring,
and lattices of normal subgroups of a group. For example, in the lattice of
subspaces of a vector space the meet of two subspaces is their set theoretic
intersection, and the join of two subspaces is the subspaces generated by
them. It turns out that all modular lattices that occur in algebra are en-
dowed with a richer structure. They are lattices of commuting equivalence
relations. Two equivalence relations on the same set commute whenever
they commute in the sense of composition of relations. Haiman chose the

]



10 INTRODUCTION

name linear lattices for such lattices of commuting equivalence relations. It
is not known at the moment whether linear lattices may be characterized
by identities. Nevertheless, they are tamer than modular lattices because of
the existence of a proof theory, as developed by Haiman. What does such
proof theory consist of? It is an iterative algorithm performed on a lat-
tice inequality that splits the inequality into sub-inequalities by a tree-like
procedure and eventually establishes that the inequality is true in all lin-
ear lattices, or else it automatically provides a counterexample. Thanks to
Haiman’s algorithm, many linear lattice inequalities can be easily verified.
Some of them can be shown to interpret geometric theorem in a projective
space.

The operations join and meet in a linear lattice are indicated by the
same notation as the join and meet in a Grassmann-Cayley algebra. More-
over, geometric theorems in the projective space can often be derived from
identities both in Grassmann-Cayley algebra and in a linear lattice, which
look pretty much alike. Nevertheless, the meaning underneath the common
symbols is completely different. One of the goals of the present dissertation
is to investigate when and how the two identities are related, and whether
one may be derived from the other.

The thesis is organized as follows: the first chapter is introductory, and
is divided into two sections. The first section develops the basic notions of
the Grassmann-Cayley algebra within the context of the exterior algebra of a
Peano space, following the presentation of Barnabei, Brini and Rota [3]. We
define the notion of an exterior polynomial as an expression in extensors, join
and meet and recall some elementary properties about extensor polynomial
which will be useful in the sequel. Examples of how these methods can be
used to prove geometric propositions are also provided. The second section
of Chapter 1 introduces the notion of a linear lattice, the translation of
lattice polynomials into series-parallel graphs, and presents the proof theory
for linear lattices as was developed by Haiman in [8).

The main idea of Chapter 2 is the following: the operations meet and
join alone are not sufficient to describe all invariant operations on points
or subspaces of a projective space. The simplest example of such an oper-
ation is the classical sixth harmonic, which constructs a sixth point given
five points on the projective line. This operation cannot be described in
terms of joins and meets alone within the projective line, since they are all
trivial. The standard definition for this construction relies on the embed-
ding of the projective line into a larger space and on some arbitrary choice
of elements in this space, on which classical join and meet are then per-
formed. It is natural to ask whether similar invariant operations can be
defined on a larger set of points, or in a higher dimensional projective space.
In Chapter 2 we provide a machinery to associate an invariant operation on
projective subspaces of a projective space to every suitable graph, which we
call graphical operation. The admissible graphs can be seen as a generaliza-
tion of series-parallel graphs. Indeed, if the graph is a series-parallel graph,
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then the operation we obtain is the join-meet operation we would obtain by
“reading” the graph as described in Section 2 of Chapter 1. That means
that whenever the graph is a series connection of two subgraphs, the opera-
tion associated to the graph is the join of the resulting operations associated
to the composing subgraphs, and whenever the graph is made of a parallel
connection of two subgraphs, the operation associated to the graph is the
meet of the operations associated to the composing subgraphs. Next, the
graphical operations are expanded in terms of bracket polynomials, which
means that we can explicitly write the operation associated to any graph
in terms of an invariant polynomial in the Grassmann-Cayley algebra. For
the projective line we also study the problem of reducing complex graphs
operations in terms of compositions of simpler ones.

Since graphical operations, which are performed on the Grassmann-
Cayley algebra, reflect operations on the projective space, we may wonder
if we can express the same operations in a linear lattice, which is also a
powerful setting for studying geometric propositions and operations. It is
easily seen that the mere notion of linear lattice is not strong enough to
express graphical operations. Chapter 3 is therefore dedicated to enrich a
linear lattice with the same graphical operations we have in a Grassmann-
Cayley algebra. We call strong such linear lattices. Particular attention is
then dedicated to linear lattices in which the simplest graphical operation,
the sixth harmonic, can be defined. We chose the name Wheatstone lattices
for such lattices, since the graph representing the sixth harmonic looks like
the Wheatstone bridge of circuit theory. The examples of linear lattices
which are relevant to geometry are lattices of submodules of modules over a
ring, and therefore they are lattices of subgroups of an Abelian group. Since
in Chapter 3 we also show that every lattice of subgroups of an Abelian
group is a Wheatstone lattice, that suggests that Wheatstone lattices are
more appropriate a setting for studying geometry than linear lattices. The
last section of Chapter 3 shows that the process of coordinatization devel-
oped by Von Staudt and Von Neumann can be carried on almost completely
for a Wheatstone lattice, with simple graph-like proofs. The only missing
property for the coordinate ring is the distributivity of “-” with respect to
“+”, but that is as far as we can get, since counterexamples of Wheatstone
lattices for which the coordinate ring does not exist can be easily provided.

In Chapter 4 we go back to the initial problem that motivated this thesis.
We look for connections between identities in a Grassmann-Cayley algebra
and identities in a linear lattice. GC identities are fairly easy to check, but
not easy to generate. The main tool for generating identities is described in
Hawrylycz’s thesis [11]. He provides a machinery which produces a class of
identities that he calls Arguesian, since they generalize Desargues’ theorem
on projective plane. Most of classical results in projective geometry can be
produced in this way. Mike Hawrylycz also conjectures that these identities
are consequences of underlying lattical identities. In Chapter 4 we give a
partial positive answer to this conjecture. We provide the lattical identities
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corresponding to a subclass of all Arguesian identities, more precisely the
Arguesian identity of order 2. The simplest Arguesian identity of higher
order corresponds to a theorem in the projective plane discovered by Bricard.
Every attempt to prove the corresponding lattical identity failed, despite the
powerful proof algorithm provided by Haiman. This suggests that Bricard
theorem, and more in general Arguesian identities of order higher than 3,
may not hold in a linear lattice, though they-may hold for Wheatstone or
strong lattices, which we conjecture. Chapter 4 contains many examples of
lattical identities and closes with the classification of all Arguesian lattical
identities for the 3-dimensional spaces.



CHAPTER 1

Background

1. The Grassmann-Cayley Algebra

We start by recalling some of the basic definitions and results of Grass-
mann-Cayley algebras.

DEFINITION 1.1. A Peano Space of step n is a pair (V,[]), where V
is a vector space of finite dimension n over a field K, and the bracket [-] is
an alternating non-degenerate n-linear form over V. In other words it is map

Tly.oyTn  [T1,...,Tn) €K
where the vectors z; belong to V, and satisfy the following properties:
(i) [21,...,2a) = 0if z; = z; for some i # j;
(ii) there exist elements z,,...,Zy in V such that [zi,...,z,] # 0;

(ii1) for every o, in K and z,y in V,
[Z1,...,Tic1, 0 + BY, Tig1, ..., Tn] = QT1,. .., Tie1, T, Tit1, - -, Tn) +
+ Blz1, .- Tic1,Ys Tit1,y- - -y Tn)- (1.1)

The Peano space (V,[-]) will often be referred to by V alone, to alleviate
the notation. There are many ways to exhibit a bracket on a vector space
V, the most common of which relies on the choice of a basis e, ..., e, for V,
and the choice of a non-zero value for [ey,...,e,]. In this way, given vectors
v; = ) ;aijej, © = 1,...,n, we can expand the bracket by linearity and
obtain

[’Ul, - ,’Un] = det(aij)[el, veey e,,],
where det(a;;) is the usual determinant of a matrix. This presentation, in
spite of being the most popular, is deceiving in our context, since we want
to think of V' as a geometric entity that goes beyond the mere choice of a
basis.

Let us fix the notation for the exterior algebra of V, since it may differ
from the standard one.

DEFINITION 1.2. The exterior algebra A (V) of the vector space V is
obtained as the quotient of the free associative algebra on V by the ideal
generated by v2, for all v in V.

The exterior algebra of V' is graded and decomposes as
n . .
AV) =@ N\ (V), where dimg(\'(V)) = (7).
i=0
12
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The product in A(V) will be more often denoted by “V” and will be called
join. The elements in A'(V) will be called tensors of step i. A tensor z of
step ¢ will be called decomposable, or an extensor if there exist vectors
vi,...,V; so that T = v1V...Vu;.

PROPOSITION 1.1. Ewvery tensor of step 1 is decomposable.

Notice that A" has dimension 1 over K, and the choice of a bracket for
V corresponds to the choice of an isomorphism from A"(V) to K.

The join is a powerful tool to express geometric operations, as the fol-
lowing propositions will show.

PROPOSITION 1.2. Given a subspace W of V of dimension k, and two
bases, {v1,...,vx} and {wy,...,wx} of W, then for some non-zero constant
)

nV..Vuy =cu V...V wg.

PROPOSITION 1.3. Given vectors vy,...,vg in V, then v1V...Vug # 0 if
and only if {v1,...,vk} s a linearly independent set of vectors.

Thanks to these propositions, we can associate to each extensor z of step
k a k-dimensional subspace W of V, and vice versa, though in a non-unique
manner. We say that z supports W.

PROPOSITION 1.4. Let z, y be two eztensors that support vector spaces
X and Y, respectively. Then
(i) zvy =0 if and only if X NY # {0}.
(if) If X NY = {0}, then the extensor TVy is the eztensor associated to
the space spanned by X UY.

Multilinearity and skewness, moreover, imply the following results.

PROPOSITION 1.5. Given z,y,z in A(V) and scalars o, B in K,
(az + By)Vz = a(zVz) + B(yV2)
PROPOSITION 1.6. In A(V) the following hold:
(i) Given x, y of step h, k, then
zVy = (-1)*yvz.
(ii) Given vectors vy, ...,v; and a permutation o of {1,...,i};
" V...Vv; = sgn(o)vs, V... Vug,.
Given tensors zi,...,z;, and a permutation o of {1, ...,i} we can form
tensors £ = z1V...Vz; and y = ,, V...Vz,,. It follows from proposition
1.6 that either y = z or y = —uz, the sign depending on the permutation

and the steps of z and y. When no explicit sign is needed, we will use the
following notation.

DEFINITION 1.3. Define sgn(x,y) to be the number (1) such that
z = sgu(z,y)y.
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DEFINITION 1.4. Given an extensor £ = v;V---Vuy,

[z] = [v1V---Vy] = {

0 ifi<n
[vl,...,vi] ifi=n

This definition is independent of the choice of the representation, and
extends the bracket from V' to A(V), by linearity. Moreover, given tensors
zy,...,T;, we can similarly define '

[.’Bl, cee ,.’L‘i] = [$1V. . .V.’Ei].

PROPOSITION 1.7. Let z and y be two extensors of step k and n — k.

Then
[yv 117] = (_1)k(n—k)[m, y]'

We are now ready to provide A(V) with another operation, called the
meet (A), which will play the dual role to the join in the geometry of the
space V. We define the meet on the extensors and extend it by linearity to
A(V). Recall that the join is understood when there is no symbol between
two tensors.

DEFINITION 1.5. Given extensors  =v;---v; and y = wy - -- wj, define
zAy=0ifi+j <n and

TAYy = E sgn(0)[Voy * Vo, ;W1 WiV, _jpy * Vo (1.2)
ceS?
01<...<0p—
On-j+1<...<04%

ifi+j>n.
PROPOSITION 1.8. Ezpression 1.2 equals to

TAY = Z sgn(o)[vy - - ViWoiyj n41 """ wﬂj]wﬂl Woiyjn
gesd - (13)

01<...<0i4j—n
Oitj—n41<...<0;

PROPOSITION 1.9. In A(V) the following hold:

(i) The definition can be extended to \(V).
(ii) The meet is associative.
(iii) Let = and y be tensors of step i and j. Then

yAz = (=1)n=D(=3) gay,
There are more popular notations to indicate the unpleasant formulas

(1.2) and (1.3). The first one is the dotted notation, using which the
above formulas are written, respectively:

Ay = ['1'21 oo 'i)n_jwl v wj]i)n_j+1 R X
= [vl ‘e 'ini+j—n+l vee w]]wl e wi+j—n

where the sign and the summation is implicit in the notation. The most
compact notation is the Sweedler notation, which comes from the Hopf
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Algebra structure of A(V'), where the sign, unfortunately, is again implicit.
Formulas (1.2) and (1.3) in this notation become, respectively:

TNy = Z[w(l)y]z(Z)
(z)

Z[xy(z)]y(l)
()

The meet has an interesting property for supported spaces. Compare
the following with proposition 1.4.

PROPOSITION 1.10. Let z, y be two extensors that support X and Y,
respectively. Then

(i) zAy =0 if and only if X,Y do not span V.
(ii) If X,Y span V, then the extensor zAy supports X NY.

DEFINITION 1.6. A Peano space A(V) of step n equipped with the two
operations of join and meet is called the Grassmann-Cayley algebra of
step n and denoted by G(V), or GC(n). It is a graded double algebra,
G(V) being the subspace of degree (or step) k.

Since G,_1(V) is n-dimensional, we can establish an isomorphism of
Gn-1(V) with V. Unfortunately, there is no canonical way of doing it. We
can, however, rely on a choice of a basis for V. In what follows, we will use
the shorter U to indicate G,_1(V).

DEFINITION 1.7. A basis e;,...,e, for the space V is unimodular if
le1,...,eq] = 1.

DEFINITION 1.8. The extensor
E=e¢eV.. Ve,

of U will be called the integral. The integral is well defined and does not
depend on the choice of a unimodular basis.

The integral behaves like an identity in the double algebra. More pre-
cisely,

ProrosiTION 1.11.

(i) For every tensor z with step(z) > 0, we have
zVE =0, zAE =z,
while, for every scalar k, we have
kVE = kE, kAE = k.
(ii) For every n-tuple (vi,...,vn) of vectors in v, we have the identity

nV...Vup = [v1,...,0,]E.
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Many identities between polynomials in G(V') can be easily derived from
the definitions. For a gallery of such identities the reader is referred to [11],
[3]. I will just report the most significant ones in what follows.

PROPOSITION 1.12. Let z,y be extensors whose steps add up to n. Then
zVy = (zAy)E

PROPOSITION 1.13. Let z,y,z be extensors whose steps add up to n.
Then
A (YVz) = [z,y,2] = (zVy)Az

PROPOSITION 1.14. Let P(a;,V,A) be a non-zero eztensor polynomial in
GC(n). Then step(P) =k if and only if ¥, step(a;) = k(mod n).

PROPOSITION 1.15. Let {e;} be a basis for V. Define
u; = (—1)(i_1)61 V...Ve;—1Veip1 V... Vey.
Then {u;} is a basis of U and [e;, u;] = dijler, ..., en].

DEFINITION 1.9. The set {u;} defined in proposition 1.15 is said to be
the cobasis, or dual basis, of the basis {e;}. The elements of U are called
covectors.

The vector space U can be given a natural Peano structure [[]] by defin-
ing, for wy,...,w, in U,

[[wr,y...,wn]] = wiA...Awy. (1.4)

THEOREM 1.16 (Cauchy). Let vy,...,v, be a basis of V, and wy,...wy
its dual basis. Then

[[wl, e ,'wn]] = [’1)1, e ,’Un]n_l.

In particular, unimodularity of {v;} implies unimodularity of {w;}. If we
call V the product (or join) in A(U), we can then define the meet Ain A(U)
to be the following:

zhy = Y_[aWyllz® = 3 [lay@y®,
(=) (v
where the superscript is used in the place of the subscript for the coproduct
decomposition of z and y in A(U). ‘
At this point we should make more explicit the duality between the
exterior algebra of the join and the exterior algebra of the meet. This is
achieved by introducing a Hodge star operator. The Hodge star operator
relative to a given (unimodular) basis of V is the unique algebra isomorphism
from (G(V),V) to (G(V),N that maps every element of the basis into its
correspondent element of the cobasis, and the unit of K to the integral E.
In symbols, the Hodge star operator is defined on a basis of G(V) as follows,
and extended by linearity to the whole G(V).
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DEFINITION 1.10. Let ej,...,e, be any unimodular basis of V, and
U1,...,Un its correspondent cobasis. Then the star operator * is defined
on a basis of G(V) as

x1 = F
*€; = Uy
*(ei; V... Ve ) = (xei))A...A(xe;,).

PROPOSITION 1.17. The Hodge star operator has the following proper-
ties:
(i) * maps G;(V) isomorphically onto Gy,_;;
(ii) *(zVy) = (xz)A(*y),
(zAy) = (xz)V (*y), for every z,y € G(V);
(iii) *1 = E, *E =1,
(iv) *(xz) = (=1)k(n=k) ¢ for every z€Gr(V).
The duality established by the Hodge operator allows us to restate every

result valid for the vectors of V' in its dual form, namely as results for the
covectors of V, as:

*

PROPOSITION 1.18. Every covector is decomposable.

PROPOSITION 1.19. Every eztensor of step k < n can be written as the
meet of n — k covectors.

We are going to consider polynomials that involve extensors of G(V),
join, meet and bracket. Since the extensors are the elements of G(V') that
bear the most significant geometric meaning, we refrain from stating the
results in the general setting, although most of them would remain basically
unchanged.

The first systematic study on identities involving polynomials in joins,
meets and brackets was carried out in [3], where the name alternative laws
was first introduced. Alternative laws are nested in increasing order of
generalization and complexity. Instead of providing a comprehensive list
of such identities that might bore the reader, or reporting just the “most
general one,” assuming it existed, I will rather describe the alternative laws
that I will use in the next chapters. The reader is referred to [3] for a deeper
and more detailed study on the subject.

PROPOSITION 1.20. Let z,y,...,yx be extensors of G(V). Then
AWIA- - Ayk) = D [z vl (B, YelTer)
(z)

In case z is explicitly given as join of vectors, z = v, V...Vu;, the sum
over the index (z) means the sum over all the possible choices

i = vy V...V, (1.5)

which are essentially distinct, that is not just permutations of composing
vectors. The sign sgn(z,z(y) .- T(k41)) is implicit in the decomposition.
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Recall that every incomplete bracket evaluates to 0, thus both sides of (1.5)
evaluate to zero unless

nk < step(z) + step(y1) + - - - + step(yx) < n(k + 1).

In general the step of a polynomial is the sum of the steps of the extensors
constituting the polynomial minus n times the number of meets. Dualizing
proposition 1.20 by a Hodge star operator, we obtain

PROPOSITION 1.21. Let z,y1,...,Yr extensors of G(V). Then
sV(ULV...Vyk) = 3 [za), vl By velT k)
(z)
COROLLARY 1.22. Letay,...,ay, be vectors, and Bq,..., 3, be covectors.

Then
(@1V...Vap)A(BLA. .. ABn) = det([a;, 55]).

The next corollary is a simple version of what Brini, Barnabei and Rota
call the straightening algorithm in [3], and will play a crucial role in the
sequel.

COROLLARY 1.23. Let x,y,z be extensors. Then
[2]ly, 2] = Y _lz)yllz@)2]-
(z)

Here we work out some specific results for GC(3) to motivate and clarify
the notation.

THEOREM 1.24 (Desargues). Let a,b,c,a’,b’,c’ be siz distinct points in
the projective plane. Then the lines L = ad', M = bb', N = c¢c’ are concur-
rent (have a common point) if and only if the points z = beNb/'c’, y = acNa'c,
z=abNa't’ are collinear (lie on a common line).

In order to prove the theorem we need the following lemma.

LEMMA 1.25. Leta,b,c,a’,b,c be vectors of GC(3). Then the following
identity holds:
[abc][a’bc'Jaa’ ABY Acc' - E = (beAV' ')V (acAd'c’)V (abAa'D).
(1.6)
PROOF. Let A, B,C be covectors such that o’ = BAC, b = AAC, and
¢ = AAB. Then
b'd = (AAC)V(AAB) = —((AAC)VB)A = [d'V']A,
and similarly for a'c,a’t/. With this substitution, LAM AN becomes:
(aV(BAC))A(BV(AAC))A(eV(AAB)) =
= ([aB]C — [aC]|B)A([bA]C — [bC)A)A([cA]B — [cB]A)
which, by associativity and anticommutativity of the meet, expands to
([aB][6C][cA] + [«C][bA][cB])AABAC. (1.7)
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Similarly, zVyVz expands to
([aB][bC][cA] + [aC][bA][cB])(aVbVc)[a'b'c]>. (1.8)
Recalling that aVbVc = [abc]E and that, by Cauchy’s theorem (1.16),

AABAC = [a'b'}2, polynomials (1.7) and (1.8) are equal up to a constant,
which proves the lemma. O

REMARK . If our concern is the theorem, we don’t need to keep track
of the constants, since they don’t play any role in the geometry, provided
they are not zero.

PROOF (THEOREM). We identify a geometric object (point or line) with
an extensor in GC(3) supporting it, which bear the same name, as in the
lemma. By the lemma, if the points a,...,c are distinct, then

LHS of (1.6) =0 <= RHS of (1.6)=0
i

L,M,N concurrent z,y, z collinear

which proves the theorem. O

In the same way most of the classical results of projective geometry can
be proved. We recall here Pappus’ theorem and a theorem due to Bricard,
since we will mention them again in next chapters. The following identity
appears in [10].

THEOREM 1.26 (Pappus). For a,b,c,d’,b',c in GC(3), the following
tdentity holds:

(b’ AW c)V (ca' Ac'a) v (ab Aa'b) = (c'bAb'c)V (ca' Aab)V (ab Ad'c!)
O

THEOREM 1.27 (Pappus). If points a,b,c are collinear and a',b',c’ are
collinear and all distinct in the projective plane, then the intersections ab’' N
a'b, bcd N¥'c and ca’ N c'a are collinear.

PROOF. Since a,b,c and o', are two sets of three collinear points,
ca’ Aab = c[a’'ab] and ab’ Ad'c’ = —b/[aa’c] and therefore the right hand side
of 1.26 reduces to [a'ab][a’ac](c'bAbc)VcVY, which equals zero. Hence the
left hand side vanishes as well, which implies that ab’ N a'b, bc N ¥'¢, and
ca’ N da are collinear. O

THEOREM 1.28 (Bricard). Let a,b,c and a',¥,c be two triangles in the
projective plane. Form the lines aa’, bV, and cc' joining respective vertices.
Then these lines intersect the opposite edges be, ac, and ab in collinear points
if and only if the join of the points be N b'c, acNa'd and abN a'b to the
opposite vertices a',b' and ¢ form three concurrent lines.

PROOF. In GC(3) the following identity holds
[abc]?(aa’ AV )V (bb' Ad'c)V (cc' Aa'V) =
= [a'b'|((beAb' ) Va)A((acAd'c) VD) A((abAa'b ) VE)E. (1.9)
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The left hand side vanishes if and only if the right hand side vanishes, which
directly implies the theorem. a
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2. Linear Lattices

The set of subspaces of a vector space, endowed with two binary op-
erations, intersection and subspace generated by, has a lattice structure in
the usual sense [4]. For long time this lattice was considered as a modu-
lar lattice. Modular lattices are lattices that satisfy the following identity,
discovered by Dedekind:

(cA(aVvbd))Vb = (cVb)A(aVb).

The notion of modular lattice misled mathematicians for decades. In fact
all modular lattices which occur in algebra are endowed with a richer struc-
ture. They are lattices of commuting equivalence relations. This property
is fundamental in constructing a proof theory for linear lattices. In what
follows, we are going to recall the basic notation we will need and the main
results on linear lattices.

Given a set S, a relation on S is a subset R of S x S. A relation is
sometimes identified with a bipartite graph, namely, with a graph on the set
S of vertices whose edges are the pairs (a, 3) which belong to R.

On the set A of relations on S, all Boolean operations among sets are
defined. For example, U and N are the usual union and intersection; simi-
larly, one defines the complement of a relation. The identity relation is the
relation I = {(a,a) : @ € S}. In addition, composition of relations is de-
fined, which is the analog for relations of functional composition. If R and
T are relations, define:

RoT={(a,f) €Sx S | 3y€S st.(a,7)€ER, (v,8) €T}.

Given a relation R, one defines the inverse relation as follows: -

R™' = {(,0)I(8, ) € R}.

It has been shown that this wealth of operations defined on the set of all
relations on S does not suffice to give an algebraic characterization of the
set of relations, and such an algebraic description remains to this day an
open problem.

There is, however, a class of relations for which an extensive algebraic
theory can be developed, and that is the class of commuting equivalence
relations on a set S. We say that two relations R and T commute when
RoT=ToR.

Recall that a relation R is an equivalence relation if it is reflexive,
symmetric and transitive. In the notation introduced above, these three
properties are expressed by RD I, R"! = R, and Ro R C R, where I is the
identity relation. The equivalence classes of an equivalence relation form a
partition of S.

Recall that a partition a of a set S is a family of nonempty subsets
of S, called blocks, which are pairwise disjoint and whose union is the set
§. Clearly, every partition a of S defines a unique equivalence relation
whose equivalence classes are the blocks of a. In other words, the notions
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of equivalence relation and partition are mathematically identical, though
psychologically different.

We denote by R, or R(a) the equivalence relation associated to the
partition a. We will often write aR,( in place of (a,8) € R,. The set of
partitions of a set S, denoted by II(S), is endowed with the partial order
of refinement: we say that a < b when every block of a is contained in a
block of b. The refinement partial order has a unique maximal element 1,
namely, the partition having only one block, and a unique minimal element
0, namely, the partition for which every block has exactly one element.

One verifies that the partially ordered set II(S) is a lattice. Lattice
meets and joins, denoted by a V b and a A b, can be described by using the
equivalence relations R(a) and R(b) as follows:

PROPOSITION 1.29. For a,b partitions of S,
R(a Ab) = R(a) N R(b) (1.10)

R(aVb) = (RqoRy)U(RgoRyoRy)U-+U(RyoRa)U(RyoRaoRy)U--
(1.11)

PROOF. (1.10) is immediate, while to prove (1.11) recall that a Vb is the
smallest partition containing a and b. By imposing the transitivity property
of R(a V b) one obtains the long expression (1.11). a

It can be shown that the number of iterations of compositions of relations
as well as of unions in (1.11) cannot be bounded a priori. As a matter of
fact, pairs of relations can be classified according to the minimum number of
terms in (1.11) required to express the join of the corresponding partitions.
In what follows, we will be interested only in pairs of equivalence relations
for which the expression for the join has the minimum allowable number of
terms. It turns out that pairs of equivalence relations for which the right side
of (1.11) reduces to two terms are precisely commuting equivalence relations.
In symbols,

PROPOSITION 1.30. R(aVb)=RsoRy iff Roo0 Ry, = RyoR,.
O

DEFINITION 1.11. A linear lattice is a sublattice of II(S) consisting of
commuting equivalence relations.

The main example of linear lattice is given by the lattice of normal
subgroups of a group. Let H be a normal subgroup of a group G. Let a,b
be elements of G. Define the equivalence relation Ry by aRgb if and only if
a — b € H. In other words the equivalence classes are given by the cosets of
H. It is immediate to verify that two such equivalence relations commute.

In particular, the set of submodules of a module has a linear lattice
structure, and the same holds for linear subspaces of a vector space over
a field. The join of two subspaces corresponds to the space generated by
them, and the meet corresponds to the intersection. This motivates the
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(%]

FIGURE 1. Proof of Arguesian inequality 1.32

REMARK . Theorem 1.32 is not just any inequality, it is the lattice ver-
sion of Desargues theorem 1.24. To see this, suppose the lines aa’, bb’ and cc'
are concurrent. Then a lies on the join of a’ with point b6’ Ncc’, therefore the
left hand side of (1.12) equals a. Let z = beNb'd, y = acNad'd, z = abNa't'.
Inequality (1.12) implies that a lies on the join of b with point a't’ N zy,
that implies that z belongs to zy, as wanted. Since Desargues theorem is
self-dual, one implication will suffice.



CHAPTER 2
Invariant Operations

Operations on a projective space which do not depend on the choice of a
coordinate system has not been studied much to date. We know that the GC
algebra can be used to express an invariant operation in terms of a bracket
polynomial. The geometric meaning of an invariant operation associated to
a generic polynomial, however, is hard to understand in general. This is the
first reason that led us to single out a large class of operations associated to
precise geometric constructions from all possible invariant operations.

One might think that all geometric constructions that can be obtained
from a set of projective subspaces of a projective space come from the clas-
sical join and meet operations. If that were true, than no geometric con-
structions could be realized on the projective line, since join and meet are
trivial here. On the other hand, we know of examples of invariant opera-
tions, for instance the sixth harmonic, which can be geometrically defined
on the projective line. The key point is the embedding of the projective line
into a higher dimensional space and the choice of some external points. In
this larger space the sixth harmonic is realized by join and meet operations,
and independence from the choice of the external points must be shown.

The present work introduces a class of invariant operations which gener-
alize the sixth harmonic construction. At the same time, the new operations
can be visualized by graphs which are a generalization of the series-parallel
graphs associated to the classical join and meet operations.

1. Graphical Operations

In what follows we are going to associate to every bipointed graph an
invariant operation on the n-dimensional real projective space.
Let G = (V, E) be a bipointed connected finite graph, where

V={v,...,u}
is the set of vertices and
E = {ela-'-aee}a €; = {'U‘g'.,'Uti}, Si #ti-

is the set of edges, and v;, v,, are the terminal vertices.

In addition, to each edge e; it is associated a weight w; such that 1 <
w; < n — 1, for some n. For the rest of this work, we will refer to such a
bipointed weighted graph by the simple word graph.

We are going to associate to each graph a e-ary operation on the lattice
of linear subspaces of R". Most of the results can be generalized to any

25
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field, although, for the sake of simplicity, we prefer to carry on the details
only for reals numbers. Let
L(V)=LoU---UL,

be the lattice of subspaces of R® , where L; is the set of i-dimensional sub-
spaces.

DEFINITION 2.1. A specialization in step n of the graph G = (V, E)
is a map that assigns to every edge e; of G a w;-dimensional subspace of
R"*. In symbols,

s:E — L
e; +— s(e) =1 sothat dim(};) = w;
In order to define an invariant operation on the elements /;, we need to

introduce another notion. In what follows we fix an orientation of the graph,
so that every edge e; consists of a pair (vs,, v¢,).

DEFINITION 2.2. A geometric realization of a specialized graph (G, s)
is a map r that assigns to every vertex of G a point in R" in a way compatible
with the edges, in symbols,

r:V — R°
vj + r(v;) =pj, such that for every edge
e; = (vs,,vs;), we have py, —p, €1,

In this case we say that p,, and p;, are l;-equivalent.

Let R C (R™)" be the set of all geometric realizations of (G, s). Define

W = {r(vy) —r(v1) | r € R}.
PROPOSITION 2.1. W is a linear subspace of R .
PROOF. For every subspace [; we can choose w; vectors 2, ..., Zijw,; gen-

erating it. Let a geometric realization 7 € R be fixed, and call r(v;) = p;.
Every condition

Pt, —Ps; €L
is equivalent to saying that there exist scalars \;y,..., Aiw; such that
Pt; — Ps; = AirZi1 + - + A, Zi,; -
If we put all the conditions together, we get the linear system of equations
’\llzll +---+ A11,4)1211111 +P31 - Dt = 0
P (2.1)
AelZel + - + Aewezewe +ps. —pt, =0
where the zj,, are given and the p’s and \’s are to be found. Since we are
looking for the value of p, — p;, we might as well assume p; = 0 and look for
the values of p, that satisfy (2.1). Since the conditions imposed by system

(2.1) are all linear and homogeneous, the set W is a linear subspace of R ,
as wished. a
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REMARK . The space W is independent of the orientation of G chosen.
REMARK . The space W is independent of the choice of zg,’s.

PROOF. Suppose we choose instead Z;1, . . ., Ziw,, and are looking for the
solutions of a system (2.1) (which is (2.1) with each 2, replaced by Zin).
Since the z;;’s generate /;, then for every solution A1, ..., Asy, of (2.1), there
exist Aj1,..., Ajw, such that

Airzil + -+ Ajw, Ziw, = AirZin o F A, Ziw, -

Therefore, for every solution of (2.1) there is a solution to (2.1) that coincides
on the p;’s, and vice versa. O

DEFINITION 2.3. For a fixed graph G, the operation that assigns the
space W to linear spaces ly,...,l. with the above construction will be de-
noted by G(l,...,l), and called graphical operation associated to G.

Clearly this operation is invariant, since we made no appeal to a choice
of coordinate system.

We can consider the operation just defined from a different point of view.
We first state the projective version, that is:

FAcT (projective construction). Choose a projection from R" \{0} to
a (n—1)-dimensional real projective space P. Call l], ..., le the projective
subspaces in P correspondent to the linear subspaces [1,...l. of R* under
this projection. Embed P < P" in some n-dimensional projective space. A
geometric realization is then a map from the vertices of the graph {v;} to
points {p;} of R® = P"\ P such that

ex = {'U,;,’Uj} = (inpj)/\P S ik.
The result of the graph operation will be
V (p1VPr)AP

reR
where the join is performed over all possible geometric realizations r of G.

Sometimes it is more convenient to perform the dual construction, that
is obtained by translating verbatim the previous construction with the dual
principle.

FACT (dual projective construction). Choose a projection 7 from R \ {0}
to a (n—1)-dimensional projective space P. Call [, ..., [, the projective sub-
spaces in P correspondent to the linear subspaces [y, ...l of R® under this
projection, as before.

A geometric realization is then a map from the vertices of the graph {v;}
to hyperplanes {P;} of R"® such that

er = {vi,v;} = w(PAP;)> I.
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The result of the operation will be
/\ ﬂ-(P 1 AP, n),
reR
where the meet is performed over all possible realizations r of G.

The following example may clarify the discussion.

EXAMPLE 2.1. Let G be the following graph in step 2, called the Wheat-
stone bridge. The edges e;,...,es have weight 1, and will be specialized
to subspaces of dimension 1 of R?

Let a specialization of the graph be given, that is, to each edge ey,...,e5
assign some 1-dimensional subspaces of R? . For instance we can choose the
subspaces correspondent to the directions a,...,e, as follows:

a*ﬁ—-\c\} e

Then a geometric realization is given by the following picture, where the
dotted line stands for the result of the graphical operation.

q B
B
€
a
P p B

It is clear from the above picture why the graph is the natural way to
represent such operation. The independence of the result from the choice of
(compatible) pa,ps, ps was proved earlier in this section. A different choice
corresponds to a rescaling of the picture.

Alternatively, we can visualize the same operation with the dual projec-
tive construction in the following way, as shown in figure 1: edges e, ... es
get specialized to points a,...,e of line P. The origin of R?is at infinity,
along the vertical direction, so that the projection from R? \{0} to P is the
vertical projection in the picture. The lines P, P; intersect in the point o/,
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whose projection contains (it actually equals) a, and similarly for the other
lines and points of the picture. The point f’ is the intersection of line P;
and Py; its projection on P, f, gives the result of the operation. Notice that
f is independent of the choices we made, although that is not so immediate
from this point of view.

a

(¢
c‘ ————

C

FIGURE 1. Dual projective construction for the Wheatstone
bridge operation

The operation defined by the Wheatstone bridge is the well known sixth
harmonic of 5 points on the projective line. The same construction can be
found for instance in [2] and [5]. The construction defined in the present
work differs substantially from the construction introduced in [5], although
the simplest example for both constructions is the sixth harmonic. From a
philosophical point of view, in the present dissertation we study invariant
operations, while in [5] the authors study conditions for lifting. From a
mathematical point of view, the work [5] only deals with what Crapo and
Rota call first order syzygies, while the present work does not have such a
restriction. For instance, a 4-ple vertex for a graph in step 2 corresponds to
a second order syzygy, in Crapo and Rota language. Moreover, all edges of
a graph can be specialized to distinct points (or higher dimensional spaces),
and we will see in the next sections that the correspondent operation expands
to a multilinear bracket polynomial in the GC algebra.

We have just shown how a weighted graph defines an operation

Ly, x--+xLy, — L
(liy...,le) — L

What is the dimension of the resulting subspace {7 Let w = ) w;, and
define

dg=n(v—-e—1)+w. (2.2)
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It will turn out that dg is the dimension of the resulting subspace [, for
generic ly,...le, provided the graph satisfies some suitable rigidity and ir-
reducibility properties. Indeed, the number dg is obtained as the difference
between the number of free variables for the system (2.1) and the number
of linear conditions on them.

EXAMPLE 2.2. The graphs

1

1

e, <

Yi v V3 v 1 \/)
2

correspond to the usual join and meet operations, respectively. The join
yields dimension w;+w, and the meet yields w;+wq;—n, for generic elements
l1,13, as expected. In what follows, when we talk of the dimension, or step,

of a graph G, we mean the dimension of the resulting G(l3, . . .,l.) for generic
elements [, ...,l, that is, belonging to a Zariski open set. The assumption
that [;,...,l. are generic elements will be understood for the rest of the
chapter.

DEFINITION 2.4. Two specialized graphs Gi,G2 are equivalent (=) if
the result of the associated operation is the same.

In what follows the term subgraph will stand for a pair H = (Vg, Ey)
where Vg and Ey are subsets of V and E, respectively. Note that a subgraph
need not be a graph. Given a subgraph H of G with vy vertices and ey
edges, we can similarly define

dg =n(vyg —eg — 1) +Zwi.
H
DEFINITION 2.5. A subgraph H C G is said to be vertex-closed if it
is connected and contains all vertices of its edges, in symbols,

ei = (vj,vx) € Eg = vj,v; € Vi
it is edge-closed if it is connected and contains all edges of its vertices, in

symbols,
vj € Vg = e; € Ej for every e; 5 v;.

PROPOSITION 2.2 (Quotient). Let H C G be a vertez-closed subgraph
such that dg < 0. Then the graph G/H obtained from G by collapsing H to
a point is equivalent to G, for any (generic) specialization. We write

G ~G/H.

PRrROOF. Consider the lines of the system (2.1) corresponding to the
edges of H. Fix the value of one of the points of H, say 0, without loss
of generality. The inequality dg < 0 implies that the homogeneous linear
system corresponding to the lines of H has more conditions than variables.
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As a consequence, zero is the unique solution, for generic values of the [; in
H. Therefore, we conclude that all points of H must be the same, and can
be treated as one, without effecting the remaining points of G. a

v /R y v
l\V ’ reduces to —°*

FIGURE 2. Example of quotient in step 2.

PROPOSITION 2.3 (Excision). Let H C G an edge-closed subgraph not
containing v1,v, and such that dg > —n. Then the graph G\H obtained
from G by removing H 1is equivalent to G. We write

G ~ G\H.

PROOF. Any geometric realization of G can be restricted to become a
geometric realization of G\H. Conversely, a geometric realization of G\H
extends to a realization of G' only if the restriction of system (2.1) to the
lines of H has a solution. Since

wy +n(vg —eg) >0,

the system has at least a solution, therefore every geometric realization of °
G\H is one of G, and vice versa. a

reduces to Vie”

FIGURE 3. Example of excision in step 4.

DEFINITION 2.6. A graph G is said to be admissibleif 1 <dg <n-1
and irreducible if

G ~G/H implies H = asingle vertex, and
G~G\H implies H=¢
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A graph is not irreducible if and only if the corresponding system (2.1)
has redundant rows. Therefore we conclude the following:

PROPOSITION 2.4. An admissible irreducible graph G defines an opera-
tion of step dg.

a

From now on we will only consider admissible irreducible graphs. We

conclude this section with a couple of words on the composition of two

graph operations. Given a graph H of step k¥ and a graph G with an edge
e; of weight k, we can perform the composition

G(ll,... ,li_l,H(ml,...,meH),lH_l,... ,leG).

This is obtained, graphically, by removing the edge I; = {v,,,vs,} from G
and attaching the graph H at its place, where the terminal vertices of H
are identified with v, , vy,.
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2. Graphs in Step 2

In this section we are going to focus on operations defined on subspaces
of R?. In this setting the edges can only have weight 1, and the graph can
only be of step 1. These two conditions together imply that the graph G
satisfy 2v — e = 3. In particular, a graph must have an odd number of edges.
For e=1 we get a trivial example, and for e=3 a reducible one is obtained.
The first interesting instance, e = 5, was shown in example 2.1, the so
called Wheatstone bridge (or sixth harmonic). Notice that this operation
could not be defined by meets and joins alone, since they are trivial in P!.
Nevertheless, it could be shown to be definable by meets and joins alone in
P2 provided we embed P! in P? and make some random choice of external
points. We have to show, of course, the independence from the choice of
these points.

Now that we have the first non-trivial operation at hand, it is natural
to ask when and how complex graphs can be reduced to compositions of
Wheatstone bridge operations. A deeper and more complete study would
focus on the algebra of graphs subject to equivalence relations and compo-
sitions. Some partial results along these directions we will be shown shortly.

PROPOSITION 2.5 (Symmetry). Let’s call W (a, b|c|d, e) the operation as-
sociated to the Wheatstone bridge:

Then
W (a,b|c|d,e) = W(b,alcle,d) = W(d, e|c|a,b) = W (e, d|c|b, a).
O

PROPOSITION 2.6 (Expansion). Let G;,G2 be two graphs that are con-
gruent except in a region where they look as follows.

G,

Then if a # c, the graphs are equivalent.
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PRrOOF. If we indicate by aAc the vertex-closed subgraph of G contain-
ing the edges a and c, then we can take the quotient and obtain

G1 = Ga/(aAc).
a

DEFINITION 2.7. If o,  are two points in R" whose difference lies on a
subspace a, we say that a and § are a-equivalent.

PROPOSITION 2.7 (Transitivity). Let three graphs be congruent ezcept
in a region where they look as follows.

Then they are equivalent.

PROOF. In G}, u and v are a-equivalent, and the same for v and w.
Hence, by transitivity, 4 and w are a-equivalent, and we can connect them by
an a-edge. At this point we can delete either one of the edges {u, v}, {v, w},
since it is redundant, and obtain either the graph G; or G3. Alternatively,
we can consider the two lines of the system (2.1) correspondent to the two
a-edges. They look like

I

U—v Aia

v—w = Aa

By adding these equations we get
u —w = Aza, A3 = A1+ A
which can replace either one of them. 0

LEMMA 2.8 (Detachment). Let G1, G2 be two graphs that are congruent
ezcept in a region where they look as follows:
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G,

Then they are equivalent.

ProoOF. First perform an expansion operation at the vertex v over the
edge b of G; (with edges a and ¢) and then by transitivity on the a’s and
c’s, we obtain the graph Gb. O

DEFINITION 2.8. We call the operation from G; to G2 detachment
over v along b with a,c support.

DEFINITION 2.9. A graph G = (V, E) is triangulable if every edge of
G belongs to a triangle, in symbols

Vh={u,v} € E 3z€V  suchthat {z,v},{z,u}€E.

THEOREM 2.9. Every triangulable graph G is equivalent to an iteration
of bridge operations.

PROOF. A vertex will be called n-tuple if it belongs to n distinct edges.
We will proceed by induction on the number of vertices of G, two vertices
connected by an edge being the base of the induction.

CLAIM . There exist at least one non-terminal triple vertex.

Note that a non-terminal vertex v cannot be single nor double, otherwise
the subgraph H consisting of v and all its [ edges would have dgy = -1 > —2
and could be excised. Similarly, a terminal vertex v cannot be single: call
H the subgraph of G consisting of all vertices of G but v and all edges of
G but the one containing v. This is a vertex-closed subgraph of G for which
dyg = 0, therefore by quotient operation G could be reduced to G/H.

At this point, if every non-terminal vertex were at least quadruple, then
we would have at least

4(v—-2)+2-2
2
edges, which implies

0=2v—-e—-3 < 20-20+4-2-3=-1.

The contradiction proves our claim.

Let v be a triple vertex of G, and let e; = {v,u1}, e2 = {v,us} and
e3 = {v,u3} be its edges. Since G is triangulable, e; makes a triangle either
with ez or e3; without loss of generality, suppose it does with e;. Similarly,
e3 makes a triangle with either e; or ez, and we can assume, without loss of
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generality, that it makes the triangle with e;. The portion of G near v now
looks like

for some f,g, where {u1,up,u3} may contain terminal vertices. Now by
detachment operation performed on u; along e; with f, g support, the above
graph is equivalent to

Since neither u nor v are terminal vertices, we can replace the Wheatstone
bridge by a single edge representing it, namely

u\ Wefle,leg) /u3
w
u,

Using the bridge operation we got rid of 3 edges and one vertex and
have replaced them with one new edge, h. Since fgh is a triangle and the
rest of the graph has not changed, we still have a triangulable graph with
one vertex less, which completes the inductive step. O

Sometimes even non-triangulable graphs can be reduced by detachment,
to compositions of bridge operations, as in figure 4. Sometimes they cannot,
as in figure 5. The graph G of figure 5 is the simplest graph that contains
no triangles, and we call it the diamond graph.

Another interesting operation is the following:

ProPOSITION 2.10 (Diagonal exchange). The following graphs are equiv-
alent
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vy v, vy v,

FIGURE 4. Example of reducible graph, with reduction.

PROOF. We can go from G to G2 by two detachment operations along
c and a bridge substitution. O

By performing the diagonal exchange twice, we obtain the same graph as
G1, with c replaced by W (ad | W (abjc|de) | be). This can be shown to imply

COROLLARY 2.11.
W (ad | W (ab|c|de) | be) = c.
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3. Bracket Expansion in Step 2

The purpose of this section is to provide a purely combinatoric descrip-
tion of the graph operations in terms of bracket polynomials.

The expansion in step 2 we are going to consider could be treated as a
special case of the more general step n, which will be explored in next section.
We present it separately for two reasons. First, in step 2 the expansion can
be reduced to a very nice formula that deserves special attention. Second,
the reader can get acquainted with the techniques in a special case where
the notation is much simpler.

In what follows, an admissible irreducible graph G = (V, E) in step 2
will be chosen. We have shown in section 1 that the result of the graph
operation, G(l1,...,l¢), is given by the set of p, that solves system (2.1),
provided that p; = 0.

By abuse of notation, we can choose a coordinate system for R? so that
l; =<(l;,1)>, and the context will make it clear when we are referring to the
point in the projective space and when to the z-coordinate of the point. Each
point p; of a geometric realization will have coordinates (r%, p?). For p%, p¥
we will use the shorter names z, y. While we show the general reduction
of the system (2.1) that leads to an expression in bracket polynomials, we
apply the procedure to an easy example, the Wheatstone bridge, to better
visualize it.

The author believes that a more direct proof exists. At the moment,
however, we have to cope with this technical proof, which is hard to follow
if the reader does not work out each single step along the way.

STEP 1: Choose any orientation of the edges of G, for instance the one
shown in figure 6. We can rewrite the system (2.1) as follows, where we have

FIGURE 6. An orientation for the Wheatstone bridge
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deleted the columns correspondent to p;, since p; equals zero.

e columns 2(v—-1) columns
- —_ ~ P A ~ }\1 0
(|1 0 ... ... 0 . .
1 0 ... ... 0
0 12 0 ... 0 e+25-3 e+2k-3 ’\e
01 0 ...0 } Pl = |.
Zeq I m1 il 2 " (2.3)
-1+ 2i> 1 :
0 veeeeenn, e 1 1 ,
S I | 1 e+2j-2 e+2k—2 T :
y 0

For every edge e; = (vj,vx) the +1 and —1 in the right part of the matrix
are located in the position indicated, and elsewhere there are zeros. In other
words, the right part of the matrix is an incidence matrix for the vertices
and the edges of G. In the Wheatstone bridge example, this looks like:

() V3 V4
e e
L0000 10 00 0O} |M 0
€19110000 01 00 00| |* 0
)\3 0
0,000 00 10 00| |y
101000 00 01 00| 0
5 0
00300 -10 10 00| [pg] = |p
63{00100 0-1 01 00|y ol (249
00040 ~10 00 10| |pe 0
41100010 0-1 00 01 t 0
0000l; 00 —-10 10| |z 8
100001 00 0-1 01|y

It is enough to find one pair (z,y) that solves the system (2.3), since any
other will be a muitiple of it. We can assume that the choice of coordinates
allows y = 1 to be a solution, for some z. At this point we can move the
column correspondent to y on the right hand side of the equal sign, and
solve the square system by Cramer’s rule. Before doing that, we will reduce
the system (2.3) by row operations, as described in next step.

STEP 2: Call A the matrix of the system (2.3). By subtracting I; times
the (2i)™ row from the (2i — 1)* row, for i = 1,...,l, and then moving all
even rows at the top, the matrix A will be

(s 5]
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where I is the identity matrix and B has the following entries in the positions
indicated, and zero elsewhere.

25-3 2k-3
\J \J
-1 §; « i = 1 —li
T T
2j—2 2k—2

In other words, the i*" row, that corresponds to edge e; = (v;,vt), has the
—1,/; in the columns corresponding to vertex j, and 1,—I; in the column
corresponding to vertex k. For our example (2.4), B becomes

1 -, 0 0 00

0 0 1 -l 00

~11l3 1 -3 00 (2.5)
-1l 0 0 1-l

0 0 —115 1—Is

With this reduction, if we call B the part of B made of the first 2v — 4
columns (that is, all but the last two) and call Cz, ¢y the last two columns,
by Cramer’s rule the result of the graph operation becomes

~|B
Tr = M
|Beg|
y =1 or, equivalently,
z = —|Bg|
y = |Becg

In order to reduce the matrix B even farther, we will use the following
well-known lemma in the next step.

LEMMA 2.12. For every connected graph G, there ezists a connected,
simply connected subgraph S containing all vertices of G. S is called a span-
ning tree for G.

STEP 3: Call F the set of terminal edges of G, that is edges that contain
the vertex v,. Choose a spanning tree S for G\ {v,UF} The edges of S will be
called skeleton edges and the remaining edges of G will be called simple
edges. We can assume the orientation we chose in step 1 was such that
the skeleton edges are oriented outward the vertex v;, which we take as the
root of the spanning tree. This defines a partial order on the skeleton edges,
smaller edges pointing toward bigger ones. We can distinguish the skeleton
edges by a double arrow, as in figure 7. By the defining property of S, for
each non-terminal vertex there is exactly one skeleton edge pointing to it.
Since 2v — e = 3, we have v — 2 skeleton edges and v — 1 simple edges.
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A7)

V;

FIGURE 7. An oriented spanning tree for the Wheatstone bridge

PROPOSITION 2.13. The result of the bracket operation is
z = —|Cg (2.6)
y = [Cg
where C is a (v —1) x (v — 1) matriz whose columns are labeled by skeleton
edges dy,...,dy—2 and rows by simple edges g1,...,9y-1, ¢z and &, are the

restrictions of c; and cy to the row correspondent to the simple edges, and
the (¢,7) entry for C is (Xij — pij)[d;gi], where

- 1 if the tip of gi lies on a skeleton path from d;
Y7 |0 else

i = {1 if the toe of g; lies on a skeleton path from d;
1] -

0 else.

If the (dj,g;) entry is not zero we say that skeleton edge d; sees the
edge g;. In our example, we have:

—[lls]  [lals] } (0> (0 )
—[lll4] 0 =11 Ey = |-l
.0 —[1215] 1 —I5

Before showing the proof of the proposition, we would like to point out the
importance of this result. Note that ¢, will only have 0 and 1 as entries,
and —¢, will have /;’s in the same position where ¢, has the 1’s, and ze-
ros elsewhere. When we expand y = |C¢,|, we obtain a polynomial in the
brackets of the points ly,.. ., ¢, or, equivalently, a linear combination of the
y-coordinates of the points /;, which are all 1, with products of brackets as
coefficients. When we expand z = —|C¢,| we obtain the same linear combi-
nation, but with the z-coordinates of the points in place of the y-coordinates.
This corresponds to saying that the result of the graph operation is that lin-
ear combination, where we replace the coordinates by the actual points, in
the Grassmann-Cayley algebra. We get, in this way, an expansion in term
of brackets of the operation associated to a graph.

C=

EXAMPLE 2.3. The Wheatstone bridge operation expands to
W (ly,l2)ls)ls,1s) = —14[1113][1215] + l5[lll4][lzl3]. (2.7)
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PROOF OF PROPOSITION. Every row of C corresponds to an edge. The
columns of C in odd position correspond to the z-coordinate of non-terminal
vertices, and the columns in even position correspond to the y-coordinate
of non-terminal vertices. Since non-terminal vertices correspond to skeleton
edges, we can label each column with its correspondent skeleton edge. The
skeleton edges are partially ordered, and we can extend this partial order to
the (pairs of) columns of C. Perform now the following operation: to each
column add all the columns bigger than it with respect to this partial order.
During such operation, even columns will be added to even columns and odd
columns to odd columns. Take a closer look at the rows of the matrix we
obtain with this operation: the j** skeleton row will have 1, —d; in positions
2j — 1 and 2y, respectively, and zero elsewhere. The simple row g; will have
1, —d; in positions 2j — 1, 25 if the tip of g; lies on a skeleton path from d;,
and will have —1, g; if the toe of g; lies on a skeleton path from d;, and zero
in all other cases (including when both tip and toe lie on some paths from
dj. Now we perform rows operations to (C¢,¢,), according to the following
scheme. Each skeleton row must be added to, or subtracted from, every
simple row in such a way to cancel all the 1’s of the odd columns of simple
rows. After this operation each odd column, correspondent to skeleton edge
di, will have all zero entries except for the position correspondent to d;,
where there will be a 1. Note that the previous operation does not change
the columns &;,¢,. We can now simplify the determinant with a Laplace
expansion on odd columns. We need not keep track of the sign, since if it
changes for z, it will change for y as well, leaving the result unchanged. By
noticing that, for vectors a = (a,1), b = (b,1) we have [a,b] = b — a, the
proof is complete. -

a

EXAMPLE 2.4. We will illustrate the steps of the-previous procedure
on the Wheatstone bridge, with a different choice of spanning tree. For
instance, consider e; and ej as skeleton edges, with the same orientation as
in figure 7. The starting matrix B is given once again by the first 4 columns
of (2.5). The column operation in this case consists in adding the third
column to the first and the fourth to the second, and transforms B into
the matrix displayed below, on the left. The row operation then consists in
subtracting the first row from the second one, and adding it to the fourth
and fifth. Similarly, subtract the third row from the second and add it to
the fifth. The result is shown in matrix on the right:

1 -4 0 0 1 -4 0 0

1 =l 1 -l 0 lh—=la 0 I3—1y
0 0 1 -3 0 0 1 -3
-1 Uy 0 0 0-4L+1l O 0

-1 Is -1 Is 0-L+ls 0-lz3+15
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The right matrix, after eliminating first and thlrd rows and columns, and
rewriting l; — l; as [l;l;], becomes

C=| -y ©

—[lals] —[ials]

This is the matrix we would expect from proposition 2.13. Note that we can
solve and find the result of the operation, as we did before, and obtain

I =W(ly,la|lalla, Is) = la([l1l2)[lals] — [I3l2)[l1ls]) + Us[l1la][lsls),
which, by straightening (corollary 1.23), and up to a sign, equals 2.7.

[lla]  [i3l2] }

COROLLARY 2.14. Each graph operation in step 2 expands to a bracket
polynomial.

a

The fact that the graph operation is invariant already implied corollary

2.14, but proposition 2.13 also provides an ezplicit expansion in brackets. In

the next theorem we are going to provide a purely combinatoric description

of such expansion. The bracket polynomial obtained will be multilinear in
the elements [;.

DEFINITION 2.10. Let G = (V, E) a graph and f € F a terminal edge.
A basic monomial for (G, f) is a product

[lllln] [le 20— 1] (2‘8)
such that
(i) &, are all distinct;
(ii) f & {l,}
(lll) ’ng_l < ’izj;
(iv) each bracket contains a pair of edges that meet at a non-terminal

vertex v. We will say that the bracket belongs to the vertex v.
(v) different brackets belong to different vertices.

We call each of the brackets of (2.8) an admissible bracket.
EXAMPLE 2.5. For figure 8, the only basic monomial for (G, f) is

[de](ac][bg],
and the basic monomials for (G, g) are

[df][ac][be],  [ef][bc][ad].

The operation associated to a graph will turn out to be linear combi-
nation of basic monomials with coefficients +1. In order to understand the
sign of each basic monomial, we need to introduce two additional definitions.
In what follows we assume that E is an ordered set with all skeleton edges
smaller than simple edges.
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d

Vi Vs

FIGURE 8

DEFINITION 2.11. If o is a permutation of E, define

sgi(o) = sgn(7) sgn(p),
where 7 is the permutation of skeleton edges inside o, and p is the permu-
tation of simple edges inside o.

EXAMPLE 2.6. Suppose the skeleton edges are A,B and the simple
edges are a, b, ¢, ordered lexicographically, then

5gn(AbBac) = sgn(AB)sgn(bac) =1- -1 = —1.
DEFINITION 2.12. Given a pair (e, e2) of edges identifying a vertex, de-

fine 5gfi(e;, e2) as follows, where the sign changes if we change the orientation
of a simple vertex.

Incidence: sgn: Incidence: srg—ﬁ:
€ € €, )
> + ——>— +
— -

THEOREM 2.15. Let M(G, f) be the set of basic monomials for (G, f),
and F be the set of terminal edges. Then

I=G(l1,...,le)=2f-( Z sgn(mf)mf)

feF msEM(G,f)
where

Sgn(mf) = Sg:n(lixliz) te 'Sg:n(lie—zlie—J : ﬁ(flil ceilig—1).
(2.9)

COROLLARY 2.16 (multilinearity). Let z,y be points in P2, and a,b be
scalars. Then

G(ll, ey lic,az + by,li+1, e ,le) = aG(ll, ces ,li_l,:lt,li+1, ce ,le)
+ bG(ll, e ,li_l,y,li“, - ,le). (2.10)



3. BRACKET EXPANSION IN STEP 2

45

a

EXAMPLE 2.7. The expansion of the diamond graph (figure 9) is the

following:

glaf](de][ci][bR]

— hlbel(df][ci][ag] + 1[cd][ef](bh][ag].

The basic monomials are easily verified. For the signs, we have:

sgn(ga fdecibh)
sgn(af)
sgn(de)

sgn(ci)

sgn(bh)

sgn(adcb) sgn(gfeih) = -1-1= -1

which, multiplied, give the sign of the first monomial,

sgn(hbedf ciag)
sgn(be)
sgn(df)
sgn(ci)
sgn(ag)

sgn(bdca) sgn(hefig) =1-1=1

which, multiplied, give the sign of the second monomial, and

sgn(icdefbhag)
5gn(cd)
sgn(ef)
5Za(bh)
sgn(ag)

sgn(cdba) sgn(iefhg) = =1--1=1

which, multiplied, give the sign of third monomial.

PROOF OF THEOREM. We just sketch the main steps of the proof, since

the best way to understand it is to work directly on an example.

The

starting point for the proof is proposition 2.13. As remarked at the end of
proposition 2.13, we just need to expand the determinant of (2.6), where the
last column contains the terminal edges. We compute the determinant by
Laplace expansion, starting from last column. By this first step we eliminate,
in turns, one of the termina! edges and its correspondent row.
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FIGURE 9. Diamond graph

We proceed by Laplace expansion on selected columns, as follows: recall
that skeleton edges are partially ordered (<), and select any column corre-
spondent to a maximal skeleton edge, say d. The portion of the graph close
to d looks like:

The only non zero entries for such column are in correspondence with the
simple edges ai,...,as, and are +[da;], the sign being positive (negative) if
the simple edge points towards (from) v. If £ = 1 then the Laplace expansion
is very simple: we can record the factor *[da;], eliminate the correspondent
row and column and move on to another column. This is exactly what we
expected, since [da;] is the only admissible bracket for v.

Now suppose t > 1, so that the expansion will be a polynomial with ¢
terms. In what follows we are going to use the following lemma.

LEMMA 2.17. Let a,b,c,d be 4 points in GC(2). Then
[ab][cd] — [ac][bd] + [ad][bc] = 0.

PROOF. This is a particular case of corollary 1.23. O

DEFINITION 2.13. The backpath of a skeleton edge d is the set of skele-
ton edges less than d.

DEFINITION 2.14. Let a be a simple edge seen by a maximal skeleton
edge d. We say that a dies at the skeleton edge h, or D(a) = h, where h
belongs to the backpath of d, if h is the largest skeleton edge that does not
see a. In case that such h does not exist, we say that a never dies, since d;
and dy are not commensurable.

EXAMPLE 2.8. In the following example on the left, D(a;) = dy and
D(az) = dy, and on the right we see a case where a never dies.
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dy

\{!

d;

At this point we start expanding the column correspondent to d. We
have an expansion that contains [da;]. Every other a;, 7 # 1, will be used
either with some h £ g or with some h < g, h larger than D(a;). In the first
case we are all set, since [da;] is an admissible bracket, and as for [ha;] we
can assume that it can be transformed into an admissible one as well, by
inductive reasoning.

In the second case we have a term [ha;] with h < d, and this is not an
admissible bracket. There are two cases:

(i) h £ D(a,) or a; never dies

(ii) A < D(a1)

CASE (i): h sees a1, therefore among all the possible expansions we have
[dai][ha;] P, (2.11)
for some P, and we also have
— [dai][hai]P, (2.12)

where P is the same as before. By combining (2.11) and (2.12) and using
lemma 2.17, we get

— [hd][a1a;] P. (2.13)

In (2.13), [a1a;] is an admissible bracket for the vertex v, and [hd] can be
seen as if we made d become a simple edge. Adm1331b111ty of [hd] is taken
care of by inductive reasoning again.

CASE (ii): We have something that looks like:

Among all the possible expansions, we have

[da1][ha;] P, (2.14)
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and this time we do not have
— [dai][ha;]P. (2.15)

Nevertheless, we can add and subtract (2.15), and combine one of them with
(2.14), and obtain

— [dh]{a1ai]P + [da;][ha;]P. (2.16)

The first term of (2.16) has [a1a;], which is admissible, and [dh], which can
be shown to be transformed into an admissible one by induction. The second
term of (2.16) has [da;], that is admissible, and [ha;], that is treated again
by induction. In this way we expand the column correspondent to vertex v,
and can move on to another column. Keeping track of the sign is a tedious
process that yields formula (2.9). a

We would like to show an example that illustrates the idea of previous proof.
In what follows we will use lemma, 2.17 many times.

EXAMPLE 2.9. If a portion of a graph looks like

then the corresponding portion of the matrix associated to it is:

A B c B

a | [Ad] [Ca] [Da]
b | [Ab] [Cb] [Db]
c [Be] [Cc] [Dc]
d [Bd] [Cd] [Dd]
By expanding the first column, we get:
[Cb] [Db] [Ca] [Dad]
[Aa]| [Be] [Cc] [Dc] |- [Ab]| [Be] [Cc [Dc]
[Bd] [Cd] [Dd] [Bd] [Cd] [Dd]
By expanding again the reduced matrices by their first columns, we get:
vt 8 128 atoa 2] 22
Ca] [Da C
+[Ab][Bd] %c d} {D d} [Ab][Bd]‘[ a | c (2.17)

Now,
o tha|= e - caros = oDy,
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and similarly for the other 2 X 2 matrices. With this reduction, (2.17)
becomes:

~[Aa][Bc][CD][bd] + [Aa][Bd][CD][be] +
+[Ab][Be][CD][ad] — [Ab][Bd][CD][ac]

[CD]([Aa]([Bd][bc] — [Bc][bd]) + [Ab]([Bc][ad] — [Bd][ac]))
[CD]({Aal[Bb][dc] + [Ab][Ba][cd])

[CD][cd)(—[Aa][BY] + [Ab][Ba])

—[CD][ed][AB][ab]

Notice that this is the only basic monomial for this graph, and the sign
matches with (1.6)
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4. Bracket Expansion in Step n

In this section we are going to find the bracket expansion of the graph
operation when the step is bigger than 2. The expression we obtain is not as
compact as the previous case. Nevertheless, we obtain a multilinear bracket
expansion. Multilinearity is a key property, since N. White [15] discovered
an algorithm which reads a multilinear bracket polynomial and returns its
expression in joins and meets, if such an expression exists.

Let a,...,z be linear subspaces of R**! associated to the edges of the
graph G. If a is w,-dimensional, we can fix vectors ay, ..., a,, such that

a=a1V-Vay,,
and similarly for the remaining edges.

LEMMA 2.18. The graph G is equivalent to a graph G where an edge of
G with label a and weight w, is replaced by a chain of w, edges of weight 1
labeled by aq,...,a,

PROOF. This comes at once from the composition property mentioned at

the end of section 1, since we express a as a join of vectors, which corresponds
to a graph made of a linear chain. a

We can apply lemma 2.18 for every edge of G and obtain an equivalent
graph H whose edges have weight 1. As we did in the previous section, we
will solve system (2.1) by Cramer’s rule. Before doing that we reduce the
system by a sequence of row and column operations, as described in the
following steps.

STEP 1: Choose a coordinate system such that every vector d; is of the
form

Let F be the set of terminal edges. Choose a spanning tree for H\F. Call
an edge simple if it is a non-terminal edge and does not belong to the
spanning tree. Orient every simple edge at wish, and every terminal edge
toward vy. With these choices, and assuming that p; = 0, as we did in step
2, the system 2.1 of section 1 becomes:

a ....... Zyw, V2 ... Uy Aa;
ay | a; 0 0
Aru, =0 (2.18)
Vb
J p2
2w, | 0 0 2, 3
Py




4. BRACKET EXPANSION IN STEP N 51

where the following notation holds: every line, labeled by ay,...,z,, is in
fact a multiline consisting of n+1 lines. Every column labeled by a1, ..., zy,
is an actual column, and every column labeled by vy, ..., v, is a multicolumn
consisting of n + 1 columns. For each i, p; is the vector (p},...,p"*!) of the
coordinates of point p;. The intersection of a multiline with a multicolumn
determines a multiposition. The entry I?! in multiposition (c;, v;) is a square
n + l-dimensional matrix, for which,

I if v; is the terminal vertex of the edge c;
I = ¢ —I if v; is the initial vertex of the edge c;
¢ J
0 else,

where [ is the identity matrix.

STEP 2: Consider the multiline a;. Subtract a’1 times the last row from
the j*! one, for each j = 1,...,n. In this way the first column of the matrix
A will have only one non-zero entry, and can be disposed of when we solve
the system. By proceeding in this way for all multilines of A, we end up
deleting all the columns on the left (the ones labeled by edges) and are left
with

V2 . Vy

b= +J

]
Zw,

where the multientry J¢¥ is a (n — 1 X n) matrix that is nonzero only if v; is

a vertex of c;, in which case

10 ...... Oc}

2

P R
0 .... 0 1 ¢

and the sign + or — is, again, in accordance with the vertex v; being a
terminal or an initial vertex for c;.

In what follows, by the sum of two multicolumns (or multilines), we
mean the sum of each correspondent column (or line). Let dy,...,dq be the
edges of the spanning tree of H. The labels v;’s for all multicolumns but the
last one can be replaced by the labels d;’s, where each nonterminal vertex
is replaced by the unique edge of the spanning tree that points to it.

The skeleton edges are partially ordered, and we can extend this partial
order to the multicolumns of B. As we did in the previous section, perform
the following operation: to each multicolumn add all the multicolumns big-
ger than it with respect to this partial order. As a result, every skeleton
multiline c¢; will have only one non-zero muitientry, ijf , in the (cj,c;) po-
sition. This allows us to add (or subtract) the multiline correspondent to
a skeleton edge to (from) all simple multiline with a uon-zero multientry
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in position c;. After this operation, every column, except the last one, of
every skeleton edge will have only one non-zero entry, and therefore can be
eliminated when we are to solve the system. Note that in this procedure
the last multicolumn, associated to the terminal vertex v,, is not changed.
Thanks to this reduction procedure, we have just shown the following:

PROPOSITION 2.19. Let dy,...,dq be the skeleton edges, 91,-..,94 be
the simple edges and f1,..., f; be the terminal edges. Then the result of
the graph operation is given by the set of vectors p = (p',--- ,p"*!) which
satisfy the following linear system:

d ... dg vy
0 0 ©1
w| Kbo0| | m (=0 (2.19)
f Fy p
fr Ff pn+l
where, for the skeleton edge d; and simple or terminal edge h, we have:
( d! — h!
: =d; —h if only the tip of h lies on a path from d;
& —w
Kl = d} — hl
- : =h—d; if only the toe of h lies on a path from d;
d; — h"
{ 0 else

and, for every terminal edge f;,

10 ...... 0 ft
2
F,-=(.)%(."Z'(.)ff
0 .... 0 1 fp

O

DEFINITION 2.15. Let g be either a simple or a terminal edge. Define
the set of skeleton edges that see g to be

S(g) = {d;| there exists a skeleton path from d; to either the tip
or the toe of g, but not both.}

The sign sgn(d;, g) is positive if d; sees the tip of the edge g and negative
if it sees the toe of edge g.
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DEFINITION 2.16. A bracket
di, -+~ di,g]
is compatible for the graph G if
diy,...,di, €S(g), and d;; <--- < d;,

and is negative if the number of d;’s that see the toe of g is odd. Similarly,
for a terminal edge f, a join

di, V.. vd; Vf
is compatible if
diy,...,di, €S(f), and d;, <--- < d,.
We are now ready to express the graph operation in term of brackets.

THEOREM 2.20. Let a graph H with weight 1 edges be given. Let an ori-
entation and a spanning tree be chosen, so that {d;,...,d4}, are the skeleton
edges, {91,...,94} are the simple edges and {fi,..., fr} are the terminal
edges. Then the graph operation expands to '

Z i[da(l) T da(n)gl] Tt [da(gn—n+1) T da(gn)gg] '

o compatible

(do(gnt1) Aoy FHON- - Ado(s) - dop f1),  (2.20)

where the sum is taken over all permutations for which the brackets and the
joins are compatible, and where the sign is given by

sgn(a) . (__1)(# of negative bmckets).

EXAMPLE 2.10. Before proving the theorem, we want to illustrate an
example that will prove this theorem to be simpler than it may appear at
a first glance. Let H be the graph in step 3 shown below, for which we fix
the orientation and the spanning tree as indicated.

Then the only simple edge is ¢, for which we have the compatible brackets

[al aZC] ’ [al bc]1 [a'2 bc] )
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the first of which is positive and the others negative. Every remaining
skeleton edge is then forced to choose the only terminal edge it sees, yielding:

G(a,b,c,d,e) = +[a1azc]beieaAdyds
+[a1bc] eieaNaadids + (2.21)
—[a2bc] e1ea Aardidy
= [ac][be]d + ((aAbc)Vd)e. (2.22)

In (2.22), a = a;Vay and similarly for d,e. The compact expression 2.22 is
readily seen to be equivalent to (2.21), by expanding the meet (aAbc) on the
left.

REMARK . By choosing a different spanning tree, we obtain the same
operation, but not the same expansion, in general. This provides us with a
machinery for producing equalities, as the following example will illustrate.

ExAMPLE 2.11. We can reverse the initial and terminal vertices and
choose the spanning tree as shown below.

The bracket expansion in that case becomes:

G(a,b,c,d,e) = +[d1d2c] ereabAaga;
- Z sgn(o) sgn(7)[ceq ;) dr,)] ado,, Aber,,
0,7€S?
= —lcd][be]a + ((and)Vc)Ae)Vb. (2.23)

As a corollary, we have that expression (2.22) equals (2.23) in every Grass-
mann-Cayley algebra of step 3, up to a sign.

PROOF OF THEOREM. As in previous section, we are going to sketch
the main steps of the proof. A satisfactory understanding can be achieved
only by working out a specific example.

Let k be the step of the graph H. Let p = (p!,--- ,p"t!) be solution to
the system (2.19). We have enough degrees of freedom to fix the first k — 1
coordinates of p to be 0, the (n + 1)'® to be 1, and look for the remaining
coordinates, so that the linear system becomes a square system and we can
use Cramer’s rule to solve it. With this assumption, pj, (k < j < n) is given
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by

pj = (-1)

)
R4

-

In other words F‘f consists of all the columns of F; except columns 1,...,k

and j, and

d] “e dd Vv

o 0
99 K}‘;i' 9
fi Flj
fr ﬁ}

0
ﬁm-}-l
1’;‘1,;+1

n+l—k

e s,

0 vrrnnnn. 0 fl

| U 0 fF!
{10 ...... 0 fF
o1 0 0 fHH1

0 .ooennnn. 0 f

0 .... 0 1 fr

where

n+l—k
0 ...l 0
[
0 ..o, 0
({1 0 ....... 0
—k+14
O I 0 A 0 1
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In other words, F™*! consists of the k™" up to the ntt column of F} (any i).
For expression (2.24), we can rescale everything and get rid of the de-
nominator, which is the same for every j.

LEMMA 2.21. Letcy,...cpn,b be (n+1)-dimensional vectors whose (n+1)%
entry is 1. Then

cd—-b ... cl-b!
: = [e1-cnb] (2.25)
=0 ... g-b
PROOF. The left hand side of (2.25) equals
cl—b ... cl—-bl B
=0 ..o b
0 0 1
then by adding the last column to all the others we obtain the right hand
side of (2.25). a

We now expand the determinant at the top of (2.24) by generalized
Laplace expansion on each non-terminal multiline. Thanks to lemma 2.21,
we see that every term in the expansion corresponds to a compatible bracket.
It remains to show how we obtain the second line of (2.20). We work that
out in 4 steps:

STEP 1: At this stage the matrix (2.24) is reduced to terminal multi-
lines and some columns plus the terminal multicolumn. Subtract the first
multiline from the others. After this operation, the terminal multicolumn
will have all the columns, except the last one, with only one non-zero entry,
and can therefore be eliminated, up to a sign.

STEP 2: Add the last column to all the columns with non-zero entries
in the first multiline.

LEMMA 2.22. Let ay,...,a; be (n + 1)-dimensional vectors. If r =
(r',...,r™*1) is the unique vector of ayV...Vay withrl = ... =rk=1 =0,
"l =1 then

al ... a}
rl = allc—'l ai.__l
o) al,

a

STEP 3: Expand by Laplace along the first multiline. By lemma 2.22,
all possible terms will be of the form

hiV.. . Vhy,
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where the h;’s are to be chosen among f; and the remaining skeleton edges
that see f.

STEP 4: We continue the Laplace expansion along the following multi-
lines, noticing that these are multilines with n lines each, and when matched
with n columns give an actual bracket.

The edges that see f; which were not used in step 3 are to be used to
complete the brackets of other multilines. This is equivalent to expanding
the meet of (2.20) (f — 1) times on the right. Keeping track of the sign for
each term of the summation is not too hard, and completes the proof. [
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CHAPTER 3

Linear Lattices

In this chapter we are going to define a subclass of the class of linear lattice,
which we decided to call Wheatstone lattices. These lattices arise naturally
in geometry. The lattice of a projective space, for instance, is a Wheatstone
lattice. The main idea of the chapter is to consider a lattice in which we
are able to define all the graphical operations of a GC algebra. The details,
however, are carried on only for the simplest of non series-parallel graphs,
the Wheatstone bridge, which is the most important since it allows us to
define a quite strong algebraic structure on the lattice.

1. Wheatstone Lattices

Let L = (A,T) be a lattice of equivalence relations, where A = {a,b,...}
is the set of equivalence relations over the set I' = {¢,5,...}. It can be
shown that every lattice has such a representation. Moreover we can assume

that
0 = /\ a;=¢
a;€EA
i = v a; =T.
a;€A

We write aR,[ to say that a and 3 are in the same equivalence class a.

Recall that we can represent L by a graph where the elements of I" label
the vertices and the elements of A label the edges. If an edge is labeled by
a then its vertices are a-equivalent.

DEFINITION 3.1. Given a,b,c,d,e in A, define the relation

) (3.1)

as follows: o and 3 are f-equivalent if and only if there exist v, in I" such
that aR,d, aRyd, YR.0, YR4f, dR.L. This is better expressed by the graph:
Y

Notice that the relation just defined need not be an equivalence relation.

59
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DEFINITION 3.2. A Wheatstone Lattice (WL for short) is a lattice of
equivalence relations such that the operation defined in 3.1 is an equivalence

relation. We call (| - °) a bridge operation on L.
PROPOSITION 3.1. The bridge operation is order preserving

PROOF. Let f = (‘; ¢ ‘:), f'= (‘;,I ¢ Z:), where a < d/,...,e < €. Then,

if for some 4, ~

clearly
that shows that every block of f is contained in a block of f'. O
PROPOSITION 3.2. The bridge operation satisfies the following identi-
ties:
a d b e d a e b
(bce)-(acd)_(ecb)_(dca)

PROOF. The proof is immediate from the fact that f = (4 c ‘:) is an
equivalence relation. ' 0
PROPOSITION 3.3. A Wheatstone lattice is a linear lattice.

PROOF. We need to show that equivalence relations commute, namely
that if

aRa'Ya 7Rbﬁ»
then there exists o such that

aRyo, oR,0.

Define the relation f = (§ 1 'i’). Then aR¢p, since we have
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From the fact that L is a Wheatstone lattice, f is an equivalence relation,
therefore we also have SRfa. This means that there exists d, u such that

In particular, aRd, R, 3, and the proof is therefore complete. O

Notice that we have shown the join operation to be a particular case of
the bridge operation. The same holds for the meet, as we will see shortly.
This allows us to redefine a WL by means of the bridge operation alone.

PROPOSITION 3.4. For every a,b,xz in A,

a

(be) = aAb
(ZxZ) = aVb

_ ProoF. Recall that «, 3 are ﬁ-equi\[alent only if =  and that « is
1-equivalent to 3 for every o, 8. Using 0 < z < 1 and proposition 3.1, we
have

a a a a a a a a a a
b b b b b b b b b b

and
a [4 a b a b a b a b
aVb=<><>= < < =-<>=avb
a b a b a b a b a b

O

We have seen in the previous chapter that the lattice of a projective
space is a Wheatstone lattice. In step 2 we have a nice expression of the
Wheatstone operation in terms of brackets:

(% ¢?) = lacllbeld ~ [bc][ad]e. (3.2)

If we switch b with d, we obtain

(% ¢®) = lacllde]t - [de]fable. (3.3)
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Equations (3.2) and (3.3) can be shown to be equivalent, thanks to lemma
2.17:

[ac][be]ld — [bc][adle = [ac][bd]e + [ac][de]b — [bc][ad]e

= [ac][de]b + [ab][cd]e
We want to find a suitable definition of commutativity for a Wheatstone
lattice. One is tempted to define a WL commutative if, for any a,...,e,
a d a b
(5ee)=(ge,) (34)

This is too strong, however, since even for a Wheatstone lattice that comes
from a GC algebra, (3.4) holds only for generic q,...,e. In fact, if a # b,

(a b
a®b

One solution could be to introduce the notion of generic elements in a linear

a

w o a _a
)=a whlle(b a b)—O.
lattice. Another one could be to define the lattice commutative if (Z c :)

is comparable with (§ ¢ z), that is, (} ¢ g) is either bigger or smaller than

(e 2). This is the case, at least, for a GC algebra. Neither of these solutions

satisfies the author, therefore the definition remains vacant at the moment.
The need for a definition of a commutative WL comes from combining
the following two classical results, which can be found in [2] and [1].

PROPOSITION 3.5. For generic lines a,...,e in a projective plane P,
a d a b
(peco)=04¢,)

if and only if Pappus’ theorem (1.27) holds in P.

PROPOSITION 3.6. Let P be a projective plane over a division ring K.
Then K is commutative if and only if Pappus’ theorem holds.

The notion of a Wheatstone lattice is not merely the restatement of
projective geometry in a new language. A WL need not be a projective
space, yet, it is a refinement of the notion of linear lattice which bears more
geometrical meaning.

A large class of WL is given by the Abelian groups:

PROPOSITION 3.7. The lattice of subgroups of an Abelian group is a
Wheatstone lattice.

PROOF. We need to show that the relation (3.1) is an equivalence rela-
tion and that the equivalence classes are the cosets of a subgroup.

Reflexivity is straightforward. As for symmetry, let a,b,c,d, e, a,3 be
given and suppose there exist o, 7 such that
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is easily verified, and proves symmetry. To show that transitivity holds,
suppose

It remains to be shown that the equivalence classes are the cosets of a
subgroup. It is enough to show that the elements equivalent to 0 form a
subgroup. If

then it can be easily checked that for c =01 — 09, 7 =711 — 70, 8 = 51 — [,
we have
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which proves our claim. a

The question whether normal subgroups of a group and more general
linear lattices have a WL structure is still open.

The Wheatstone graph is the simplest graph which is not series-parallel.
Wheatstone lattices can be generalized to lattices in which every graphical
operation is defined. We decided to call strong lattices such lattices. Lat-
tices that come from GC algebra are strong. Many issues can be investigated
at this point: which linear lattices are strong? Can a geometry be recovered
from a strong lattice? A partial answer to this question is analyzed in the
next section.
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2. Algebraic Structures

A lattice is complemented if for any element a there exists an element b
such that avb = 1 and aAb = 0. It is a well known result by Von Neumann
that given a complemented modular lattice L of dimension bigger or equal
than 4, we can construct a regular ring R associated to it, in such a way
that L is isomorphic to the lattice of all principal right ideals of R. In other
words, we can construct a geometry on L. As a consequence, L is a linear
lattice. No direct proof of the implication modular complemented dimension
bigger than 3 = linear complemented has been found yet. The original proof
by Von Neumann is pretty complex, and can be found in [14].

In this section we are going to explore to what extent the geometry can
be derived from a Wheatstone lattice. A Wheatstone lattice is linear, as we
have seen, but it is not complemented in general. We will show how to prove
all the properties of a division ring, except distributivity, in a very elegant
and simple way. We cannot prove distributivity, otherwise we would obtain
a geometry from non-complemented lattices (as some Wheatstone lattices
are), which is impossible.

Let 0,1, w be elements of a Wheatstone lattice L, fixed once and for all.
The reader should be careful not to confuse 0 and 1 with 0 and 1, the least
and greatest elements of L. Moreover, in what follows, the symbol < will
indicate the order relation of L as a lattice.

Following Von Neumann footsteps, define two binary operations (+,-)
on L as follows:

w,.b
a+b = ( a 0 w ) (3.5)
b= (Y1) (356)
a = (g1 .
Define also the following unary operations:
w 0
—a = ( 0°%w ) (3.7)
- w 1
el = ( 1@ 0) (3.8)

Recall that aLb means aVb = 1 and aAb = 0. The following properties hold
under the condition 0L1 1w, although some of them may hold under weaker
assumptions. In the following pictures, symbol L§ over an equal sing will
indicate that we are using orthogonality of ¢ and b. The symbol T° will
indicate that we are using transitivity on two consecutive edges labeled by
a, and replace one of them by an appropriate a edge. Finally, the symbol
“A” will indicate the absorption law aV(aAb) = a. The following properties
hold in every Wheatstone lattice:

(i) a+b=0b+a.
This is immediate from the definition of sum.
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(i) a+0 = a.

-
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S
>
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-
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(vi) (@+b)+c=a+ (b+c).
The following shows (a +b) + ¢ < a + (b + ¢).

{a+b)+c = = g+(b+c)

The opposite inequality is automatic by commutativity of the sum.
(vii) (@-b)-c=a-(b-c).
The following shows (a-b)-c< a-(b-c).

(abe = be = afbc)

The opposite inequality is similarly proved.
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= £- o——a—o = a
(ix) (a1l =a.
The proof is basically the same as the previous one.
(x) Yalw, a+ (—a) =0.
o
0 J:““'.< co>____0__. L = o, T 0
a a a (O)) a w

a

1 1

(xi) Valw, al0, we havea-a™' =a™'-a=
The proof is similar to the previous one.
(xii) Yalw, a-0=0.

(xiv) Val0, ¢ w=w-a=w.
The proofs of these are similar to the previous two.

With this terminology we can give a meaning to expressions that usually
do not make much sense:

(xvi) 0-w =0.

0w =
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(xvii) w-0=1.

(xx) w=l =0.
The proof of this is similar to the previous one.



CHAPTER 4

Geometry

1. Lattical Theorems

The Grassmann-Cayley algebra has proven to be a useful setting for
proving and verifying geometric propositions in a projective space P. The
propositions they deal with are statements on incidence of projective sub-
spaces of P. Classic theorems of projective geometry, such as the theorem
of Desargues, Pappus, Bricard, and many generalizations of them, can be
realized as identities in the Grassmann-Cayley algebra, as we have seen in
previous chapters. Some of them can also be derived as inequalities in a
linear lattice. In what follows we are going to study which theorems have
such a lattical interpretation.

DEFINITION 4.1. Let I : P = @ be a GC identity which implies a geo-
metric theorem 7' : R <= S, where R and S are geometric statements. Let
J be a LL inequality, and suppose that if J holds then it implies (R => §).
We say that J is a (left) lattical semi-analog of I. Similarly define the
right lattical semi-analog. In case I has left and right lattical semi-analogs
which hold in every linear lattice, we say that I is a lattical GC identity
and theorem T is a lattical theorem.

We will see that lattical semi-analogs are not hard to find, but they need
not hold in general.

For instance, Pappus’ theorem (1.27) cannot be lattical, since it only
holds in projective spaces over commutative fields. On the other hand,
Desargues’ theorem (1.24) is lattical, as shown in theorem 1.32 and following
remark. For other theorems, as Bricard’s (1.28), the answer is not known yet,
though the author believes that it is not lattical. The following inequality,
for instance, is a lattical semi-analog of Bricard’s identity 1.9, but it has not
been proved to hold in every linear lattice, nor a counterexample has been
found yet.

an(a'Vv('c A((BV' Ad')V (cc Ad'D))))) <
< aA((beAY' )V (((acAa'c)VB)A((abAd'b)Ve))) (4.1)
Let P be a polynomial in a Grassmann-Cayley algebra involving only
join, meet, and extensors. By a subexpression Q C P we mean that the
expression () in extensors, join and meet is a subexpression of the paren-

thesized expression P in the alphabets given by the extensors and binary
operations Vand A.

69
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Let a be a subexpression of P. Then P can be written as
P=((--((aVM1)AM2)VM3) --- My_1)A\/V M, (4.2)

for some polynomials M, ... M}. Last operation is a meet if k is even and
a join if k is odd.

A polynomial P in a GC algebra of step n is of full step if its step is
either zero or n. Recall that if step(A) +step(B) = n, then AVB = (AAB)E,
where E is the integral. We write R = S to say that either R= S - E or
S = R E. In what follows every polynomial will be of full step, unless
otherwise specified.

LEMMA 4.1. Let P be a polynomial as in (4.2). Then
P =aA(MV(MaA(M3V (- -+ (Mg-1V/AMy)) -+ -)). (4.3)
PROOF. The proof is by induction on k. For k =1,
aVM; = (aAM,)E.
For k = 2,
(aVM)AM; = (aV M)V M, = aV (M1V M) = aA(MyVMy).
Suppose now k > 2 and the statement true up to k — 1. Call

M = (aVM)AM,
N = M3V(MyA---))

Then

P = ((---((MVM3)AMy)--- Mg_1)A/V My =, by inductive hypothesis
M/\(M3V(M4/\- .. )) =

MAN =

(aVMl)/\Mg/\N =

(aVMl)V(Mz/\N) =

aV(MiV(M3;AN)) =

aA(MV(M3AN)).

il

Il

O

We call the right hand side of (4.3) the a-unfolding of P, and indicate
it with aAP,.

PROPOSITION 4.2. Let I : P = Q be an identity, and a be a subezpres-
sion of P and Q of step 1. Then

aAP, < anQ, (4.4)

is a left lattical semi-analog of I.
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PrOOF. By lemma 4.1, I is equivalent to
a/\Isa = a/\ém (4.5)
from which we can derive the geometric theorem

a.elsa———>a/\13(,=0=>a/\éa=0=> eitheraeéaoréa=0.
(4.6)

The possibility Qa = 0 can be seen as a degenerate version of the geometric
theorem.

On the other hand, if equation (4.4) holds in every linear lattice, it
implies that

asﬁa:aﬁéa (4-7)

holds in every linear lattice, in particular in the lattice of subspaces of a
projective space, where it means

aeﬁa=>a€éa, (4.8)
as wanted. ]

A large class of identities in a Grassmann-Cayley algebra was found by
Mike Hawrylycz in [11, 12], which may be viewed as a generalization of
alternative laws in the sense of Barnabei, Brini and Rota [3]. Hawrylycz
calls Arguesian this class of identities, since they may be considered as a
generalization of Desargues theorem. In what follows we are going to show
that a subclass of the Arguesian identities (Arguesian identities of order 2)
is lattical. This means that geometric theorems implied by identities in a
Grassmann-Cayley algebra can be proved to be a consequence of inequalities
in a linear lattice.

Following Hawrylycz, we take two sets of alphabets, a = {a,...,a,}
is the set of vectors and X = {X},...,X,} is the set of covectors, where
n is the step of the GC algebra. We will use lowercase letters to indicate
vectors and uppercase for covectors. We will also use the convention that
the juxtaposition of vectors denotes their join while the juxtaposition of
covectors denotes their meet.

By an Arguesian polynomial we mean an expression P in a GC al-
gebra of step n involving only joins, meets and the two sets of variables, a
and X, such that either

(i) P has k > 1 occurrences for every covector and 1 occurrence for every

vector, in which case P will be called type I of order k, or
(i) P has k > 1 occurrences for every vector and 1 occurrence for every
covector, in which case P will be called type II of order k.

An Arguesian polynomial P is proper if 0 < step(Q) < n for every subex-
pression Q C P. Unless otherwise stated, we shall assume that P is proper.
Notice that it follows from proposition 1.14 that step(P) is either 0 or n.

Given Arguesian polynomials P and Q, define P £ Q, read P is E-
equivalent to @, if there exists a real-valued function r of [ay,::- ,an)
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and [[X1,---,Xy]], such that the identity P = rQ is valid in a GC al-
gebra, where we allow that either side may be multiplied by the integral
extensor E. E-equivalence incorporates the fact that the scalar brackets
[a1,++ ,aa), [[X1,--+,Xn]] and the overall sign difference of P and Q have
no bearing on the geometry. Multiplication by the integral, E, merely for-
malizes the equivalence PVQ = (PAQ) - E when step(P) + step(Q) = n.

An Arguesian identity of order k is an identity P £ Q where P is an
Arguesian polynomial of type I, order k£ and Q is an Arguesian polynomial
of type II, order k.

In his Ph.D. thesis, Mike Hawrylycz studies a class of Arguesian identi-
ties for every order k, as shown in theorem 3.1 of chapter 3 of [11]. However,
it may be seen from the statement of theorem 3.1 that identities of order
2 are substantially different from identities of larger order. This difference
is fundamental in proving that Arguesian identities of order 2 are lattical.
For such a reason we decided to report only the portion of theorem 3.1 that
deals with Arguesian identities of order 2. The reader is referred to [11]
for the complete proof. From now on the order 2 will be understood unless
otherwise specified. In what follows, the notation has slightly changed from
the original theorem.

DEFINITION 4.2. Let a be a set of n vectors and X be a set of n covec-
tors. By an incidence matrix of (a, X) we mean a n x n matrix {T'(a, X)}
with entries in {0,1} such that every row and every column have at least
2 non-zero entries, and such that no two rows or columns are equal. For
a € a, T(a,") is the set of covectors X; such that T(a, X;) = 1. Similarly,
for X € X, T(-, X) is the set of vectors a; such that T'(a;, X) = 1.

THEOREM 4.3 (Hawrylycz). Let an incidence matriz T be given. For a
in a, form the extensors

€q = ( /\ Xj)Va.
X;€T(a,)

Similarly, for X in X, form the extensors
ex = ( V a,—)/\X .
a,€T(-,X)

Let P be a type I Arguesian polynomial in a Grassmann-Cayley algebra of
step n formed starting from the set {e,} UX and applying repeatedly the
following rules

(i) Given polynomial R whose covectors C(R) contain no repeated labels
of X, and a basic ertensor e, with C(R) C T(a,-), set

R' = (RA(\YD)Va, (49)

where Y; range in T'(a,-)\C(R).
(ii) Given polynomials R, S, form RAS.
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Let Q be type IT Arguesian formed using the set {fx} U a and dual rules i)
and it). If P Q are type I, II Arguesian polynomial formed by these rules,
then

rEqg. (4.10)

In order to show how to obtain the lattical version of identity (4.10), we
need to provide a better description of Arguesian identities. The following
procedure describes the series-parallel graph equivalent to a given Arguesian
identity. The reader is encouraged to follow the procedure with the help of
example 4.1.

PROCEDURE 4.1. Rule i) defines a partial order on the set of vectors a
in the following way: whenever we use (4.9), set a greater (>) than every
vector of R. Clearly if a > b then T'(a,-) D T'(b,-), but the converse does not
hold in general. Moreover, whenever we use rule (4.9), {Y;} will be called
the set of covectors of a. If, instead, a is a minimal vertex, then T'(a,-)
will be the set of covectors of a.

Similarly define, by duality, a partial order on covectors and the notion
of vectors belonging to a given covector.

With this notation, a type I Arguesian polynomial P is the join-meet
expansion of the series-parallel graph obtained in the following way: from a
root vertex S draw a tree whose edges are labeled by the vectors according to
their partial order, maximal vectors being connected to the root and leaves
being at the end of minimal vectors. Take an external point 7' and connect
T with the vertex of the tree, in such a way that the end of a tree edge
labeled by a vector a is connected to T' by one edge for each (and labeled
by) covector of a. A this point connect T and S by one edge for each (and
labeled by) covector that has labeled only one edge. If we read the graph so
obtained with S and T being its terminal vertices, we obtain the polynomial
P.

Similarly, we can translate a type II Arguesian polynomial @ in the
following way: draw a circle and divide it into 2n edges. Each edge will
be labeled by a vector. Then connect vertices of the circle by arcs, which
will be labeled by covectors, in such a way that for any covector X, the arc
labeled by X will enclose all its vectors and all covectors smaller than X.
By placing the terminal vertices S and T at the ends of a maximal edge,
we obtain the graph of a polynomial which is equivalent to @ (it is in fact
equal to @ up to a V/A exchange).

EXAMPLE 4.1. The following 3 x 3 incidence matrix

A B C
a X %
*

o

*
cl* *
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produces, by theorem 4.3, the following Arguesian identity

((BCVa)AA)VB)A(ABV)AC £ (((beA A)Va)AB)V ((abAC)Ve),
(4.11)

whose correspondent graphical version is shown in figure 1. Equation (4.11)

s=S’ a

S

FIGURE 1. Series-parallel graph for equation (4.11)

is what Hawrylycz [11] calls the “third identity,” since it completes the
classification of planar identities, along with Desargues’ (equation 1.6) and
Bricard’s (equation 1.9). The third identity and Desargues’ are the only
planar identities of order 2, and the geometric theorems they imply can be
shown to be equivalent.

PROPOSITION 4.4. A left semi-analog of (4.11) is given by

aA(BCV(AA(BV{(ABVc)AC)))) < aA(bV(CA(eV(((beAA)Va)AB))))
(4.12)

and holds in every linear lattice.

PROOF. To see that (4.12) is a left semi-analog of (4.11), unfold the left
hand side of (4.11) with respect to a and the right hand side with respect
to the second occurrence of a. This is graphically achieved by placing the
new terminal vertices S’ and 7" at the end of the edge labeled by a in figure
1. To prove inequality (4.12), starting from the graph at the left of figure 1,
double the edges a,b and c and detach in 7, S, to obtain the graph at the
left of figure 2. This may be redrawn better, as seen on the right of figure 2.
From here, by transitivity applied to covectors edges, we obtain the graph
at the right of figure 1, as wanted. d

For completeness, we would like to report here the geometric theorem
equivalent to the third identity:
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FIGURE 2. Proof of inequality 4.12

THEOREM 4.5. Let a,b,c and o', b/, be two triangles in a projective
plane. The points aa' Nb'd, ccd Na't’ and b are collinear if and only if the
line a’'c’ and the lines given by joining the points abNa't’ and bc N b'c’ with
¢ and a, respectively, are concurrent.

PROOF. By setting A = b'¢/, B = a'c, C = a'l/, the statement follows
at once from identity (4.11). One direction of the theorem also follows from
(4.12), and that suffices since the theorem is self-dual. a

We are now ready to generalize previous arguments to every Arguesian
identity.

LEMMA 4.6. LetI: P £ Q be an Arguesian identity, where P 1is type II
and Q is type I. Let a be any vector of P, then
aAB, < a/\éa ) (4.13)
holds in every linear lattice.
PROOF. The method is fairly intricate to be described by a purely theo-

retical proof. While we will outline the main steps, the reader is encouraged
to follow on a real example, for instance the proof of inequality

aA(ABCV((cVBE)A(eVDE)A(bV(AA(VCD))))) <
< an(BV(AA(AV(CA((BAca)V(EAce)VDAebd))))), (4.14)

which comes from the incidence matrix
A B C D E

* * *
* * *

A o8
¥*
*
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FIGURE 3. Proof of inequality 4.14

The steps of the proof are shown in figure 3.

Translate both sides of (4.13) into series-parallel graphs, as described in
procedure 4.1, with the terminal vertices S’, T’ being the endpoints of an a-
edge. For the left hand side, it may be more convenient to draw just the tree
of the vector edges, and label each vertex by all covectors edges that should
be attached to it, without actually drawing them, since it is understood
that they all will end on the external point T. Double every edge of the tree,
according to rule (A) of theorem 1.31. The leading idea is that by suitable
detachments of tree vertices, we obtain the circle correspondent to the right
hand side of (4.13), where the arcs are obtained by transitivity rule (B) on
covectors, and subsequert deleting of vertex T' and all its edges.
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We will study this in more detail. Every covector A labels two tree
vertices, name them v, and w,. Since every vertex may be labeled by more
than one covector, vertices do have more than one name. Fix an order
for the covectors, for instance the alphabetic order. Start from the first
covector, A. From the way the type II polynomial is constructed from the
incidence matrix, it can be seen that the shortest tree path connecting v,
with w, covers exactly the vectors T'(-, A) of the incidence matrix. Detach
all the vertices along the path, except v, and w,, from the rest of the tree.
Apply transitivity to A and connect directly v,, w, with an A arc, upon
deleting the two A-edges from v,, w, to T. Move on to the next covector and
perform the same procedure; keep doing the same for all covectors. Since
we performed n detachments, we obtain a circle. The arcs connecting the
vertices of the circle have the required property, by construction. a

REMARK . It is remarkable to notice that terminal vertices S’, T' play
no role in the preceding proof. We need them in order to express the graphs
as join-meet polynomials, nevertheless the proof of inequality works just the
same no matter where these terminal vertices are placed.

DEFINITION 4.3. Given an Arguesian identity I : P 2 Q, the dual
identity [ : P é Q is the identity obtained from I by dualizing polynomials
P and Q. It is clearly an Arguesian identity.

THEOREM 4.7. Arguesian identities are lattical.

PROOF. Let I: P £ Q be an Arguesian identity, where P is type I and
Q is type II, which implies the geometric theorem R <= S. By lemma 4.6,
the left semi-analog of I holds, which gives a lattical proof of R = S.

It remains to prove the opposite implication. Notice that the dual I :
P = @ is an Arguesian identity for which P is type II and Q is type I, hence,
by lemma 4.6, the following inequality holds

ANQ < AAP, (4.15)
for every covector A. Inequality (4.15) implies theorem
S =R (4.16)

By taking the dual theorem of (4.16), we finally obtain S = R, as wanted.
O
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2. Examples and Open Problems

For completeness, we are going to work out a complex example starting
from the geometric theorem.

THEOREM 4.8. Given points a,...,f and hyperplanes A,...,F in a 5-
dimensional projective space, the point f lies on the join of line
(eV((bcAD)V(adAE)))AF

with plane
((((abANA)Vef)AB)Vde)ANC

if and only if the intersection of plane
(((((CFve)AE)Vd)AAB)Va)AD

with the 3-space
(((BCVf)ADF)Vc)AA)Vb
lies on E.

PROOF. The proof is just a corollary of the following Arguesian identity:

((CFVe)AE)Vd)AAB)Va)ADEA(((((BCV f)ADF)Vc)AA)Vb) Z

Z (((((abAA)Vef) AB)Vde) AC)V £V ((eV((beAD)V (adA E))) A F),

(4.17)
which is built from the following incidence matrix:
A B CDEF
al*x x x *
bl *x *= *
c * % * (4.18)
d * x %
e * *
f * %
O

According to proposition 4.2, the identity (4.6) has the lattice semi-
analog

FA(BCV(DFA(cV(AABV (((((CFVe)AE)Vd)AAB)Va)ADE))))))

< FM(((((abAA)Vcf) AB)Vde) AC)V((eV ((beA D)V (adA E))) AF)).
(4.19)

which, if it holds, implies the same geometric theorem as the “only if”
part of theorem 4.8. Furthermore, lattice identity 4.19 is stronger then the
identity 4.6 in GC, since the former holds for every a,...,f,A,...,F, no
matter if they are distinct, and no matter if they are vector, covectors or
subspaces of any dimension whatsoever. Although inequality (4.19) holds
thanks to lemma 4.6, we will show once again, for more clarity, how the
proof is actually derived. The left hand side of (4.19) has the series-parallel
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equivalent shown in figure 4, where S and T are the terminal vertices We

FIGURE 4. Series-parallel translation of LHS of (4.19)

can now double each vector edge and detach all the points except S and R,
to obtain the graph of figure 5. By enlarging the circle given by the vector

FIGURE 5

edges, and using transitivity on covector edges, we can derive the graph of
figure 6, that is the series-parallel graph correspondent to the right hand
side of (4.19), as desired.

If the reader tried to build an Arguesian identities from some incidence
matrix, she must have noticed that not any incidence matrix will produce
an Arguesian identity. The matrix must satisfy some suitable properties,
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FIGURE 6. Series-parallel translation of RHS of (4.19)

that are subtly expressed in theorem 4.3. We will call admissible a matrix
for which an Arguesian identity can be built.

It is natural to wonder what happens if we start from a non-admissible
matrix. Take the following matrix for example:

A B C D
a x % %
b| * % (4.20)
c| * * .
dl * * «x

If we try to draw a graph for a potentially type I Arguesian polynomial with
the same method (procedure 4.1) as before, we obtain the following,

C S

which is not series-parallel anymore, for any choice of terminal vertices at the
ends of a maximal arc. This is what motivated us for introducing invariant
operations both in a GC algebra and ir a linear lattice which are not series-
parallel, yet are a generalization of them. The issue of understanding the
new class of identities we could get with this generalization is still open.

In [9], Haiman showed that there exist Arguesian lattices (lattices in
which Desargues inequality holds) which are not linear. It is an open ques-
tion weather Arguesian identities hold in any Arguesian lattice.
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DEFINITION 4.4. An admissible matrix T is self-dual if there exists a
permutation of the columns and the rows which transforms T into a sym-
metric matrix.

Geometric theorem implied by self-dual matrices are clearly self-dual.
Examples of self-dual theorems are Desargues’, third identity’s, and equation
(4.14), as can be easily verified. Matrix (4.18), on the other hand, is not
self-dual.

For step 3, the only Arguesian identities, up to a permutation of the
vector and covector sets, are Desargues’ and third identity, as previously
remarked, and the geometric theorems they imply can be shown to be equiv-
alent.

Step 4 still bears a highly geometric relevance, for its interpretation in 3-
dimensional projective space, and a complexity still under control, so that a
classification can be found without too much effort, as next theorem shows.
For step greater than 4 a classification seems quite challenging.

THEOREM 4.9. There ezist ezactly 7 irreducible Arguesian identities in
step 4. Identities 1-5 are self-dual and the last two are dual one of the other.
The corresponding matrices are given by:

* * * *
* * *
1 2: 3
* * * *
*  * * * *
* * * * % * I
* -
4: 5 6:
* * *
* * *

and corresponding identities are graphically shown in figure 7. Identity 1 is
what Haiman calls first higher Arguesian identity in [8].

a

From the incidence matrices, or from the graphs of figure 7, we can

derive the equivalent geometric lattical theorems. Using a dual basis A =

bdd, B =ddd,C =d¥td, and D = d'b/d, moreover, we can express the

theorems in terms of configurations of points. The following three examples
can be derived from matrices 1, 4, and 6, respectively.

THEOREM 4.10. Given points a,b,c,d,a’,b',c,d' in a 3-dimensional real
projective space, then the points abNb'c'd’, bdNa'b'd’, cdNa'cdd', and acNa'b’d
lie on a common plane if and only if the planes b'ca, b'd'b, a'b'd, and a'c'c
meet at a common point.

a
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BD a b CD
a d c b b
AB b b
b d C D\a a a AB——=,
3: = BC 4 = BC
A\ a ap—d d i 4 cp— 24
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FIGURE 7. Classification of Arguesian identities in P3

THEOREM 4.11. Let points a,b,c,d,a’,b',c,d’ be given in a 3-dimen-
sional real projective space. The points ((abAd'dd)VA)AV ', ((cdAa'b d')V
a)Aad'¥'d, b and ¢ lie on a common plane if and only the line given by the
intersections of the planes (c/d'bAa'b/d)Va with (a'VcAYd')Vd intersects
the line a'd'.

a

THEOREM 4.12. Let points a,b,c,d,d’,V/,c,d' be given in a 3-dimen-
sional real projective space. Then the line determined by the points abAa'c'd’
and cdAa'b'c’ meets the line determined by the intersection of the planes
(acha'b'd')Vbd and b'dd’ if and only if the line determined by the intersection
of the planes (¢d'bAd'b'd')Va and (V' ddAa'b'd’)Vc meets the line a’c’.

O
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