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INTRODUCTION

Reliability is one of the basic criteria about which advertisers

seek information in evaluating copy testing methods [7, p. 15].

Gross [15, 16] has shown how the reliability of the pre-testing pro-

cedure employed affects a firm's policy with respect to the creation

and testing of copy alternatives. The measure of reliability most

often reported in the advertising literature is a test-retest cor-

relation coefficient [1, A, 12, 28, 37]. However, practically no

attention has been paid to the requirements which test-retest data

must satisfy in order for a correlation derived from them to represent

an interpretable indicator of reliability. This paper is concerned

with the commonplace practice of using ad hoc collections of hetereo-

geneous test-retest data as a basis for computing correlations which

are then presented as measures of the reliability of copy testing

methods.

The presentation proceeds as follows. First, the assumptions under

which a test-retest correlation corresponds to the concept of re-

liability used in psychological measurement are examined. Next, the

consequences of certain types of departures from these assumptions

are investigated and some checks are suggested to assess the consistency

of test-retest data with conditions necessary for a test-retest

correlation to be taken as a theoretically meaningful index of reliability.

Applications of the consistency checks are illustrated with recall scores

from copy tests of television commercials. Finally, doubts and limi-

tations surrounding many available reliability estimates are discussed.
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2.

THE CONCEPT OF RELIABILITY

We begin by considering the concept of reliability found in the

psychometric literature concerned with "parallel" or "equivalent" measures.

[17, chap. 14; 24, chapts. 2, 3 and 7]. The underlying measurement

model is formally equivalent to that employed by Gross [16] with re-

ference to copy testing and to that presented by Morrison [27] with

reference to marketing research test instruments in general.

Assume:

(1) 0.^ =
^i

^
-it .

where : C = the observed copy test score for the i advertising
^^ alternative on the t*^^ replication of the test,

i =
1 , . . .

,n and t = 1,...,K,

e. = the "true" copy test score for the i advertising

alternative,

e. = error component in the observed copy test score
^^ for the ith advertising alternative arising on the

tth replication of the test.

Assume further that 6. and e. are random variables, independent

normally distributed according to:

(2) f (9.) '^^ N(yQ, o2)

(3) f (e^) '^' N( 0, a^)

(4) Pq^ =

where

:

Vq = mean of the distribution of the true copy test scores,

p2 = variance of the true copy test scores,
6

p2 »= variance of the errors of observation,
e

P
«= correlation between the true copy test scores and the

errors of observation.





As is well-known, it follows from the above assumptions that the

expected value of the observed scores is equal to the true score mean:

(5) E(Op = Vg ,

and the variance of the observed scores, o is:
o

The reliability coefficient, R, generally used in the psychometric literature

[e.g., 24, p. 61] is defined as the ratio of true score variance to

observed score variance:—

(7) R = a2 / a2

= 1 - 0^ / 0^ .

e o

Another interpretation of reliability frequently uentioned in

psychometric discussions is that R equals the square of the correlation

between observed and true scores . The derivation of this relationship

may be found in [24 , p.. 57]

.

TEST-RETEST CORRELATIONS

The great bulk of the available empirical evidence bearing on the

reliability of copy testing procedures has been developed from studies

which have concerned themselves with the "stability" or "reproducibility'

of scores without bothering to specify a formal model of the underlying

process whereby these measurements are generated. \Jhat is most often

discussed is the"consistency"of the scores obtained when the same set

of ads are tested with the same method on two separate occasions --

typically with two separate samples of respondents drawn at different
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points in time. To summarize the degree of stability or consistency

exhibited by the two sets of observed scores, the value of the ordinary

product-moment correlation coefficient is calculated for such data.

Let us now consider how such correlations may be related to the con-

cept of reliability outlined above.

Suppose we test and retest n advertisements (each with two independent

but equivalent groups of respondents) and thereby obtain two sets of

copy test scores generated by the basic measurement model defined by (1) -

(A) above. Referring to Equation (1), let t = 1 to denote the initial

"test" and t = 2 to denote the "retest", then:

(8) 0.^ = e. . t.^

0-2 = e. + e.2

i = 1 n

Let us also assume:

(9) d^ = o2 «=d2

and

(10) p =
E E12

Now consider the correlation coefficient between the two sets of observed

scores, 0- and Oj_2 •

<") Po o = Cov(Oil. 0i2 )

12
, ,

^i °2





vhere:
'

.

Cov(0.-, 0._) = Covariance of the observed test and retest scores>
il' i2

(j2 , 02 = Variances of the obser/ed test and retest scores,

^l °2 respectively .

The covariance of the observed scores is:

(12) Cov(0.^, 0.2) = E[0.^0.2] - E(0.^]E[0.2] .

However, since from (2) and (8) it follows that:

(13) E(0.p = £(0-2) = Vig
.

and since we assume p^ ~ Pn '^ 0» E(e.,) = E(e._) = 0, and p =0,

it is readily shown that (12) reduces to:

(14) cov(o.^, 0-2) = ag

This result is a key element in the psychometric theory of parallel

measurements: "The true score variance (an unobservable quantity)

is equal to the covariance between parallel measurements (a potentially

observable quantity)" [23, p. 59].

From (6) and (9) it also follows that:

(15) o^ = a^ = al'+ a^ = o^
^ ^

0,^ P2 ^ e • o

Substituting (14) and (15) for the numerator and denominator, respectively,

of (n) , we find :

2 _
(16) p

= al / a - "^

'^o o « o
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Thus, under the assumptions stated, the correlation coefficient between

the observed test and rctest scores is equal to the ratio of the true

and observed score variances and therefore is equivalent to the usual.2/
reliability coefficient defined above in (7)—

The Importance of Equivalent Test-Retest Conditions

How do departures from the assumptions underlying the above

measurement model affect the interpretability of a test-retest

correlation as a reliability coefficient? Attention here will be

focused upon one likely source of problems, failure to satisfy certain

stability conditions in the distributions of scores across replications.

Note from (8) that the true scores of the individual ads or commercials

are assumed to be identical in the test and retest situations while

their error components may vary , subject the restriction that for

each replication the distribution of the errors across ads or commer-

cials has the same (zero) mean (3) and variance (9)

.

It is important to inquire about the consequences of violating

these assumptions because it seems to have generally been taken for granted

that a correlation computed from virtually any set of test-retest data

can be interpreted as a reliability coefficient in a straightforward

manner. As others have noted, [33, p. 56], only rarely have studies

been undertaken for the expressed purpose of assessing the reliability

of copy testing methodologies and where controls have been exercised

to achieve comparability in test and retest conditions. The great

bulk of the test-retest correlations now available for copy testing methods

have been developed from ad hoc bodies of data assembled from previous

studies where commercials had been retested for any of a number of

reasons. The requirements of such work are not very likely to permit,

much less demand .equivalent test-retest conditions. A case in point

are "wear out" studies which are a major source of test-retest data for

copy testing systems. A new commercial is typically first tested with
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a sample of respondents who have viewed it once or perhaps a few times.

Following this it continues to be aired regularly for some period of

time and then a retest is carried out to check on the durability of its

performance. Consideration of a hypothetical but concrete example will

serve to illustrate the difficulties that may be encountered in using

such data to assess reliability.

Suppose that the initial test measurements for a set of commercials

are taken after each one has been broadcast only once and then the second

or retest measures are obtained after the commercials have each been

aired X additional times. Now assume that as a result of this repeated

exposure, a systematic shift occurs in the true values of the response

measured. VThat effect does this true score shift have on the test-re-

' test correlation as a reliability coefficient? The answer depends upon

the nature of the change involved. This may be demonstrated by examining

the consequences of two different types of shifts in true scores that

might occur: (a) a uniform additive change, and (b) a uniform proportional

change

.

A. Unifomi Additive Change. Let us retain all the preceding assumptions

(J -4) and (9-10) but represent this type of change in the retest measures

by replacing (8) with:

(8A) 0., = 0. + e.^
il 1 il

i2 1 i2 '

where

:

6 «=> additive shift parameter.

That is, we assume that the impact of the repeated exposure is to

increase (or decrease) the retest score for each commercial from its

initial test level by some fixed amount, 6 . Comparing the distributions

of the test and retest scores, we can easily show that their means would

no longer be the same:





(13A)' E(O^j^) = Uq y E(0^2^ =5 + y^,

but the covariance of the observed scores would still be equal the •

variance of the true scores.

(14A) Cov(Oj, Op = cr2 ,

and the equality of the variances of the observed test and retest scores

would be preserved:

(15A) ol^ = o2 + a2 - a2.

Hence it can be seen that the additive shift constant does not enter

into either the numerator (14A) or the denominator of the test-retest

correlation (11) and so it would still represent a reliability co-

efficient:

(16A) p^ , = = R .

°1°2 o2 + o2
e e

B. Uniform Proportional Change. Assume that the retest scores

shift from their initial test levels so that the rate of change

is the same for all the commercials. That is, instead of (8), assume:

(8B) 0., = e. + G.,
ll 1 ll

>

where:

0'.' = a6. + e.„ ,

i2 1 i2

a = proportional shift parameter .

Such a change process is somewhat more realistic than a uniform additive

shift in that it is consistent with the use of exponential response

functions to describe the effects of repeated exposure or over-time

decay or forgetting. Again comparing the test and retest scores, we

find that their means are unequal:
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(13B) E(0.^) = Mq ^ ECOV^) = apg

and the covariance of the observed scores is now given by:

(lAB) Cov(0^j, OV2) = aa2

The variances of the observed test and retest scores also cease to be

equal:

(I5B) a2 = 0^ + a2 ?^ o'^„=a^al + 0^
,o. 8 e ^ 6 e

and therefore the test-retest correlation becomes:

2a o^
(16B) p = 2

o e e.

Thus it can be seen that the test-retest correlation is affected by

the proportional shift parameter, a and no longer directly represents

a ratio of true to observed score variance. In this case, the test and

retest scores would, in fact, have different reliabilities even though

their error variances were identical:

c^ + 0^
6 e

a?a2 + c^
6 e

Here the test-retest correlation (16B) would represent the geometric

mean of these two separate reliability coefficients:

. Po o" = [R, RJ^/2 . •

1 2

Also, the square of the test-retest correlation provides a lower bound

for the two unobserved reliabilities because the values of all three

of these quantities must lie between and 1:
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h > Po,o" < ^2
12

The above examples illustrate how the meaning of a test-retest

correlation can be obscured when a certain kind of departure from the

assumed stability conditions occurs. The preceding analysis deals

with situations where the true scores of all the ads or commercials

studied underwent the same type of systematic change. Of course, a

misleading picture of reliability could also be obtained from a

test-retest correlation where each ad had been affected by a different

or idiosyncratic shift. Suppose a set of ads are tested and retested

by a copy testing method that produced scores entirely free of random measure-

ment error. However, between the two tests, assume the scores for the

ads change but in a non-uniform manner — i.e., some increase and

others decrease. It follows that the test-retest correlation for such

data would be less than unity and therefore one might be led to conclude

that the measures were fallible when, in fact they were perfect.

Diagnostic Test

Application of an appropriate significance test would, in principal,

detect the problematical types of shifts in the distributions of scores

discussed above and thereby alert the analyst to a violation of one

or another of the assumptions necessary for a test-retest correlation to

be taken as a measure of reliability. The equality of test and retest

variances (15) implied by the measurement model provides a basis for a

useful consistency check. That is, if a particular sei. of test-retest

data were generated in conformity with the assumptions (1-A) and (8-10)

then subject to sampling fluctuations, the variances of the observed test

and retest scores should be found equal. With normally distributed

measures, the variance of observed scores for a random sample of ads/

commercials copy tested by some method will be an unbiased estimate of

the corresponding population parameter and hence the null hypothesis

of equal test and retest variances (o^ and o^ , respectively) can be

tested:





(17) 5| =
°o * •

^'

Rejction of this hypothesis would provide evidence to contradict

the assumptions under which a test-retest correlation can serve as a

reliability coefficient in the sense of (7). Unequal observed score

variances implies that either the true or the error variances (or both)

were not constant between the test and retest situation. The equality

of observed score variances is, of course, a necessary but not sufficient

condition for the assumed measurement model to hold.

Referring to the two types of uniform shifts examined in the

preceding section, notice that the equality of test-retest variances

holds in the case of an additive change (.15A) where a test-retest

correlation does represent a reliability coefficient but this condition

is violated when a proportional change occurs (15B) and a test-retest

correlation does not have a simple reliability interpretation. As

for uniform proportional shifts, unequal test-retest variances could

also arise when idiosyncratic, non-compensating changes take place

in the true scores of the individual ads/commercials.

If the observed test and retest variances are found to be equal, the

next step is to investigate the equality of the test and retest means. The

latter condition is expected when the basic parallel measurement hold holds.

If the test and retest variances are equal but their -means are unequal, then the

question arises as to whether or not it is meaningful to assume the situation is

equivalent to Case B above where a uniform additive shift results in a difference

between the test and retest means but a test-retest correlation still represents a

reliability coefficient. Examples of how these checks and some related types

of analysis may be utilized are given in the next section.

ILLUSTRATIVE EXAMPLES

Below we examine two small bodies of data similar in kind to that which

test-retest correlations reported in the advertising research literature

have often been based. Both examples involve recall scores from "on-air"

tests of television commercials. The analyses presented are intended to

illustrate the use of some statistical methods but given the limited scope

of the data bases examined, no broader interpretation of the results

obtained is wai'ranted.
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Case I

The first example is based upon a small set of data found in an

unpublished paper by Heller [18] and consists of "related recall"

scores obtained from separate test-retest studies of four different

commercials for the same unidentified brand. Heller mentions that the

four test-retest studies were all done three days apart but other

details about the sampling and test conditions were not reported.

Recall scores are proportions and as is well-known, the sampling

variance of binomial proportion(iT(l-TT) /N wh'ere it is the true mean and

N is the size of the sample of respondents) is dependent upon the mean.

Therefore, in order to maintain consistency with the assumption of

homoskedasticity (4), it becomes necessary to apply a variance stabilizing

transformation to the original observations. The angular or arcsin

transformation has this property [6,Chapt. 7] and is employed here.

Since copy tests of different alternatives for the same brand are nor-

mally executed with roughly equal-sized samples, it would seem reasonable

to assume that differences in the latter quantity are not likely to be

an important source of heteroskedasticity here. Table 1 presents some

summary statistics for both the original and arcsin transformed (degrees)

rme

3/

-1 1/2
observations — i.e., the transformed score Y = Sin (X) where X

is the original recall proportion

INSERT TABLE I HERE

This case is a rather striking example of how uncritical reliance

on a test-retest correlation coefficient would lead to a misleading impression

of reliability of the measures-;— From Table 1 we see that the value of

the test-retest correlation is .63 for the original observations and in-

crease slightly to .71 after the arcsin transformation is applied. Taken at

fact value this correlation would indicate a level of reliability that is

about average when it is compared to other available on-air recall reliability
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estimates [ see, e.g., 29] although these coefficients are based on only

four pairs of test-retest scores and neither is statistically significant

(.40 > p > .20, 2 tail test). However, an examination of the other des-

criptive statistics in Table 1 reveals that the distributions of the test

and retest score are quite dissimiliar. The retest mean score is almost

5 points below the initial level and more critically, the variance of

the initial test recall scores is approximately six times greater than

that of the retest scores for both the original and transformed obser-

vations. Application of the test for the equality of two correlated

variances [31, pp. 195-197 and 32, pp. 190-191] indicates that the null

hypothesis (17) can be rejected at the .20 level (2 tail test) for either

the original or the transformed observations. Here then is an instance

where the diagnostic test discussed above seems to signal the inapprop-

riateness of assuming a test-retest correlation to be an indicator of

measure reliability.

As noted earlieV, the inequality of observed score variances could

be due to changes in either or both of the true and error components. In

turn, differences between test and retest true score variances could arise

from the uniform proportional change process discussed previously or as

a result of other more complex/heterogeneous types of shifts. Unfortunately,

simple test-retest data are insufficient to investigate such possibilities.

For the uniform proportional change case(B), it has been shown [13, pp. 453-456

and 24, p. 218] that the separation of true change and measurement error requires

at least three rounds of measurements. Heise [ 19 ] and Wiley and Wiley

[35] have discussed procedures for estimating the reliability coefficients

and proportional shift parameters when observations are available from three

waves of measurements. The data examined here do not themselves suggest

the occurrence of a uniform proportional change inasmuch as two of the

four retest recall scores were higher than their initial test levels and

two were lower. The ratios of retest to test scores ranged from .55 to

2.40 with a mean ratio of 1.17. Lacking more detailed knowledge of the test

and retest conditions, we are unable to conjecture whether the instability

of test and retest variances might be due to changing true score variances

or non-constant error variances.
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Case II

The second set of data was obtained from a packaged goods manu-

facturer and consists of pairs of recall scores for ten different

commercials featuring three brands which the firm marketed in three

separate but interrelated product classes. Here the interval between

the initial test and subsequent retest varied from two to twenty-four

months during whicVj time the commercials had been aired with widely

differing frequencies, ranging from seven to one hundred and sixty-six

times. The first tests had also been conducted under quite disparate

circumstances. For some of the commercials the initial test had been

performed when respondents had had only one or two opportunities to be ex-

posed to them while for others the first recall measurement was taken

after the commercials had been broadcast twenty or thirty times. Summary

statistics for these test-retest data are given in Table 2.

INSERT TABLE 2 HERE

The widely ranging conditions under which these test and retest measures

were obtained represents the kind of uncontrolled situation where it would

seem unlikely that the parallel measurement model would hold. In light

of this, it is somewhat surprising to find then in Table 2 that the test-

retest corrleation has a quite respectable and statistically significant

value of .81 (p < .01, 2 tail test) and although the mean of the retest

recall scores is nearly 5 percentage points lower than tne mean for the first

test, the magnitudes of the test and retest variances are very similar.

Furthermore, the results obtained from performing our suggested diagnostic

test provides no grounds for rejecting the hypothesis of equal test and

retest observed score variances (17). As indicated in Table 2, the t

statistics for testing the equality of two correlated variances is quite

small and non-significant for both the original and transformed observations.
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This evidence concerning the stability of the test and retest

variances is consistent with the results expected when a set of data

satisfy the conditions required for a test-retest correlation to be

equivalent to a reliability coefficient. To test the hypothesis of

a mean difference between the test and retest scores we employ the

following random effects ANOVA model used in psychometric research to

estimate reliability variance components [36, pp. 12A-132]:

(18) r.^ = y + C. + V^ + e.^ .
It 1 t It

where : r. = recall score for commercial i on the t replication of

the copy test, t = 1,2 for testand retest data, respectively,

y ~ grand mean,

1. C. = effect of commercial i,

V = effect of the t replication,

e. = error in measurement of commercial i in replication t.
It

The effects of commercials, replications, and errors are all assumed

to be random with C. "^ N(0, o^), V -v- N(0, o^) and c. -v N(0, o^), res-
1 ' c t V It e

pectively. This ANOVA model represents the case discussed in the preceding

section (A) where a uniform additive change occurs in all the retest scores

compared to their initial test levels. In the absence of such a shift V

and o^ are zero and then we have the situation represented by our basic

measurement model where the true commercial scores are stable across

replications.

Table 3 shows the results when the above ANOVA model was applied to the

arcsin transformed values of the data under consideration here.

INSERT TABLE 3 HERE
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The F ratio computed from the "between tests" and "error" mean squares

in Table 3 provides a test of the hypothesis that there was a mean shift

in recall levels between the test and retest measurements-^-- The test

yields a statistically significant F value (p < .01). The equality of

the test and retest variances combined with the inequality of their means

suggests the possibility that this might be an example of the Case A situation

discussed above where the test-retest correlation still represented a re-

liability coefficient because the difference in the test and retest means

was due to a uniform additive shift in the true scores of all the commercials.

An estimate of the shift parameter, 6 in (8A) , is given by the mean of the

differences between the test and retest scores for the entire set of ten

commercials — i.e., for the arcsin transformed observations (degrees),

6 = -3.75. For the eight of the ten commercials, the retest score was

lower that the initial test value and the observed differences (Y.„- Y.,)
i2 il

ranged from + 1.49 to - 10.90 (degrees), and do not appear homogeneous.

One would, of course, be hard pressed to find a rationale for expecting

a uniform additive shift process here in the first place.

Clearly the great diversity in the conditions under which these test

and retest measures were obtained compells us to regard the notion of a

mean additive shift as only a crude method of adjusting for a heterogeneous

set of changes which cannot be estimated more precisely given only a single

pair of test-retest observations for each commercial. However, acceptance

of such an adjustment is implicit in the use of a test-retest correlation

coefficient as a measure of reliability. It can be shown that estimates

of the true and error variances which yield a reliability coefficient equal

to the test-retest correlation coefficient are those obtained by assuming

that the mean difference between test and retest scores represents a syste-

matic source of variation and is not part of the measurement error

D6 , pp. 127-131].

This may be seen for the present example by deriving the estimates of the

variance components. Under the assumptions of the measurement model stated

at the outset, an unbiased estimate of the true score variance is obtained by

setting the between-commercials mean square equal to its expected value and

solving the resulting equation ~ i.e., 64.96 = 20^ + o^. Using the es-
. 6 e

timated error variance shown in Table 3 (a^ = 7.03), we find the estimate of the
e

true score variance to be 28.96, which as indicated by (lA)and(14A) is equal to the



.-1 .. .... i ;.
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value of the covariance between the observed test and retest scores shown in

Table 2. The latter is, of course, the quantity used in the numerator of (11)

to compute the value of the test-retest correlation coefficient. The

denominator of the correlation coefficient (11) is the geometric mean

of the observed test and retest variance (5^, d^ » respectively) which

in this vase is virtually identical to the sum of the estimated true

and error variances (a + 3^ = 28.96 + 7.03 = 35.99) and so the re-
ts e

liability index calculated from the estimated variance components

(R = 32/ 32+ 52 = 28.96/35.99 =.8 05
o e

retest correlation shown in Table 2.

(R = 3^/ 3^+ 52 = 28.96/35.99 =.8 05) has the same value as the test-
o e

It is important to recognize that if for some reason one were un-

willing to accept the mean additive shift as a satisfactory adjustment

procedure here ,then the test-retest correlation coefficient could no

longer be used as a reliability estimate. Suppose that one chose to dis-

regard altogether any true score changes that might have occured between

the two tests and instead assumed that all the "within commercials" mean

square represented error variance as would be the case if the test and

retests had been conducted under conditions that strictly conformed to the

parallel measurements model. That is, assume o^ = 13.35 rather than 7.03

as before. Proceeding in the manner described above, we would obtain a

smaller estimate of the tru

lower reliability (R = .66)

smaller estimate of the true score variance (0^= 25.80) and, of course, a
^ 6

It is interesting to note from Table 3 that the estimate of the error

variance, a = 7.03, obtained under the assumption of a mean shift m true
e '

scores is not too different from the theoretical value expected for the

sampling variance of binomial proportion which in the arcsin scale (degrees)

is equal to 821.70/n where n is the sample size. With random samples of

approximately 200 respondents, if all the error variance were due to sampling

a binomial process, we would expect an error variance of 821.70/200 or roughly

4. An error variance of 7.03 would compare very favorably to estimates of

error variances for other on-air recall testing methods and product cate-

gories reported in Silk and Bultez [29].
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One can easily imagine other situations where there would be

little or no reason to question the adequacy of the mean shift adjustment

as a means of accounting for true changes or differences between the

repeated measurements. For example, such might hold with test-retest

data arising from copy tests for a set of commercials which had been

replicated contemporaneously in a pair of cities. However, the matter

of whether such a between-replications mean difference is to be treated

as a systematic source of variation or as part of the measurement error

may be decided differently according to the type of problem or use which

the reliability information is intended to serve. For this reason, a

single summary statistic such as a test-retest correlation or a reliability

coefficient is likely to be much less useful to a copy test analyst

than the full set of results obtained from an application of the ANOVA

model (18) to the same body of data.

To summarize then, we find this set of test-retest data passed

our available diagnostic check for consistency with the assumptions

of the parallel measurement model even though the observations were

originally obtained from a wide variety of test-retest conditions

that appeared to be extremely non-equivalent for each of the commercials

individually and which were also known to differ greatly across the

entire set of commercials. At the same time, it is clear that only

by making, a very strong assumption of some kind about what constitutes

measurement error here would it be possible for one to make any in-

ference about reliability from this body of test-retest data.

Alternatively, and perhaps no more arbitrarily, one might simply

conclude that there was no defensible way to distinguish between

heterogeneous true shifts and random measurement error in these data

and therefore no inferences about reliability can be drawn from them.
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DISCUSSION .

Many, if not most of the test-retest correlations that have been

presented in the advertising research literature as measures of the re-

liability of copy testing methodologies are subject to the kinds of

ambiguities and limitations noted in discussing the preceding examples.

To illustrate, a finding often cited is the test-retest correlation of

.67 obtained from an analysis of on-air recall scores for 106 commercials

first reported by Clancy and Kweskin [11] and discussed at greater length

in a recent article by Clancy and Ostlund [12]. In describing the data

upon which this correlation is based, the latter authors note that

"The interval between test and retest for each commercial varied from

one to eleven weeks" [12, p. 31]. Thus there were nwnerous and

varied opportunities for the different test and retest samples to

be effected by non-equivalent sets of influences and it is, therefore.

not surprising to learn that "The average difference between the test and retest

score was - 6.4 percentage points" [12-, p. 31]. The variances of the test and

retest scores were not reported and so the test for their equality suggested above

could not be carried out.

In order to accept Clancy and Ostlund 's conclusion that the cor-

relation of .67 indicated a "discouraging" and "modest" level of re-

liability, one must also be willing to assume that a uniform additive

or mean difference shift was an adequate representation of whatever

pattern of true differences actually developed between the times the

test and retest measures were taken. The doubtfullness of the latter

proposition would seem to be strongly indicated by the fact that when

Clancy and Ostlund grouped the original 106 pairs of observations into

eleven product categories and computed a separate test-retest correlation

for each, they found that the coefficients varied widely, ranging from

- .69 to .98. Similar results were obtained when they repeated the

analysis with another set of test-retest data from recall studies of

32 commercials gathered by a different research organization. Clancy

and Ostlund interpreted the heterogeneity of these correlations as an

indication of product category variability in the reliability of the

on-air testing methods. Here again, a plausible rival hypothesis is that

the variability of test-retest correlation is due to the heterogeneity

6
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of the true shifts that might have occured for the individual commercials in the

different product categories rather unstable error variances and lack of reliability

Clancy and Ostlund also seem to have been willing to entertain a

similar point of view since they report having looked into the cor-

relation between the absolute difference in test-retest scores and

the length of the test-retest time intervals but found it to be zero.

Appel [4,5] had earlier reported finding such a relation, interpreting

the time interval as a surrogate measure of the amount of exposure

vhich the commercial had received between the test and retest.

It becomes important to appreciate that the lack of test-retest

correlation observed in heterogeneous collections of data like those

analyzed by Clancy and Ostlund may not simply be a reflection of random

measurement error but rather to some unascertainable extent may also be

due to true shifts induced by processes like repeated exposure and

forgetting to which a reliable and valid response measure ought to

be sensitive. By ignoring the latter possibility, one may be lead
f

to favor copy testing methods that generated stable results across

dissimilar conditions where differences should be found, perhaps

because the results contain a large component of non-random

measurement error such as the types of response set tendencies Appel

and Blum [3] and Wells [3A] have detected in readership scores for print

ads. The folly of "stable but insensitive" copy tests was discussed

some years ago by Maloney [26] with reference to recall scores from

portfolio tests of print ads and again more recently by Weiss and

Appel [33J with reference to attitude change measures from persuasion

tests of television commercials.

An example of where a lack of correlation between repeated measures

was interpreted as being a consequence of a kno\7n source of non-equivalence

in the measures is provided by Winters and Wallace[37]. Scores from

CONPAAD tests of the same set of print ads were obtained from each of

four different groups of respondents. The size of the correlation in

the ads' scores between pairs of groups appeared to be related to the

similarity of the groups with respect to sex and age.
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Because the test-retest correlations found in the advertising

research literature have typically been derived from post hoc analyses

of data originally gathered under dissimilar conditions for purposes

other than that of estimating measurement error, interpreting these

statistics as reliability coefficients is very suspect. Efforts to

clarify or attach meaning to such correlations are frequently frustrated

by the fact that very rarely have the reports of these statistics inc-

luded sufficient information about the test-retest data and how they

vere obtained to permit the resolution of doubts. For example, on the

basis of a recent review [8] of the available published literature con-

cerned with the reliability of various copy testing methods, it would

appear that Clancy and Ostlund [12] are unique in having provided in-

formation about the differences in test and retest means when reporting

a correlation coefficient as a reliability index.

Carrying out the aforementioned .consistency checks bearing on the

stability of the distributions of the test and retest scores are small

but worthwhile steps that can be taken to remove some of the ambiguities

surrounding the interpretation of a test-retest correlation as a measure

of reliability. The needs of the practicing copy test analyst might

better be served by reliability studies if estimates of the variance

components were reported rather simply noting the test-retest correlation

coefficient. Being a ratio, the latter statistic by itself itiay not be

very useful for many purposes such as making reliabili>;y comparisons

between different copy testing systems or across different product

categories. Such comparisons are likely to be more meaningful if

estimates of the underlying error variances are available. In

educational and psychological research, concerned with issues of

reliability, emphasis is placed on variance components rather than

variance ratios such as a correlation or reliability coefficient [14,

24].

An alternative to estimating reliability from test-retest correlations

that has occasionally been used with reference to copy testing procedures

is to retest the same advertising stimuli not just twice, but several times

with separate samples of respondents. The advantage of this approach is
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that there are more degrees of freedom available for

estimating the magnitude of error variance.— Maloney

[26] has reported such data for recall scores obtained from several

repetitions of portfolio tests for print ads as have Leavitt, Waddell,

and Wells [23] and Young[38] for recall measures from on-air tests

of television commercials. Of course, here too factors other than random

measurement error may affect the stability of the several sets of re-

test data unless the replications are executed so as to avoid such

influences which are especially likely to arise when the multiple

retests are distributed over an extended time period and/or are con-

ducted with samples from different populationsi This is less likely

to be a problem with scores from copy testing methods that employ

"pretest-posttest" or "posttest-only control group" types of designs.

Both yield net change scores which provide some control for certain basic

threats to internal validity when repeated measurements are used to

assess reliability [10], The coupon redemption measure used in copy

testing is derived from a posttest-control group design and results

reported from retests of the same commercials conducted over a consider-

able period of time indicatai that the scores were well-behaved with

respect to measurement error [2, 21]-r- Theater tests typically employ a pretest-

posttest design and Silk and Bultez[29] found for preference change scores

that the magnitude of the error variances estimated from retest data for several

product categories was very similar to that expected due to random sampling.

The preceding discussion has been concerned with the use of test-

retest correlations to estimate the relative magnitude of measurement

error versus true variance in copy test scores. Clearly, correlations

between repeated but non-equivalen-t measures may sometimes be used to

provide other kinds of assessment of the quality of measurements. For

example, Lucas computed correlations between readership scores measured

in 'the Advertising Research Foundation's FARM study and those produced

independently by commercial services for the same set of ads [25] .

Similarly, Appel and Blum[3] correlated readership scores obtained from

a study conducted before the ads had actually been run with those found

by a commercial service after the ads had appeared. In both these cases,
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the authors reported not only the correlations between the two sets

of scores but also their means, noting that" the differences in means

could be partly attributed to the fact that their methodologies were

similar but not identical to those employed by the commercial services.

The correlations reported by Lucas and Appel and Blum can be inter-

preted as evidence bearing on the construct validity of the readership

measures [18]. In psychological research, the extent of agreement

between two separate attempts to measure the same thing is used to assess

convergent validity [9]. But measures may be invalidated for a lack

of discriminant ability as when they are found to correlate too highly

with other measures form which they were intended to differ [9], The

correlations noted by Lucas relate to the issue of convergent validity

while that found from Appel and Blum's work bears on the question of

discriminant validity. A recent paper by Kahn and Light [22-]re-

presents one of the few attempts to assemble some empirical evidence

concerning the construct validity of copy testing methods for television

commercials.

CONCLUSION

This paper has shown how temporal shifts in the distributions of test

and retest scores affects the ability of a test-retest correlation to pro-

vide information about the relative magnitudes of "true" and "error"

variance in observed copy-testing scores and thereby serve as a concept-

ually meaningful index of reliability. It would not appear that the

limitations of test-correlations in this respect have been widely under-

stood. Application of the simple checks suggested here would make the

interpretation of these correlations less equivocal. Marketing researchers

need to recognize that a lack of test-retest correlation manifest in a

given body of data may not only be due to random measurement error but

may also be the result of "real" changes within the distributions of

scores that are purposeful and explicable. There is a danger that un-

critical acceptance of test-retest correlations as measures of reliability

will lead to adoption of procedures which are "stable" but "insensitive"

to identifiable advertising variables lilce repetition to which a measure

should display some dependable relationship.
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Reliability estimates free of the kinds of problems and limitations

discussed here can only be expected when planned studies are undertaken

for the expressed purpose of developing such information. It is beyond

the scope of the present paper to offer specific proposals for such work

since the requirements for it will depend upon the typ2 of copy test

decision and the type of copy test method for which reliability information

is sought. The problem becomes one of experimental design in the sense

of Campbell and Stanley [10]. Research is needed which employs designs which

provide for control over known sources of systematic influences on copy

test scores [e.g., 11, 12] which for purposes of determining random

measurement error become unwanted and extraneous factors. However, the real

stumbling block has not been over how reliability research should be done

but whether it is worth doing. The oft-noted barriers being the high

cost of the required research plus what Weiss and Appcl describe as "the

reluctance of management to fund research which does not address an immediate

marketing problem" [32, p. 59]. It is to be hoped that the present paper may

stimulate a re-cxamination of that reluctance.
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Table 1

SUMMARY STATISTICS FOR CASE I
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Table 2

SUMMARY STATISTICS FOR CASE II





Table 3

ANOVA SUMMARY FOR CASE II

(Arcsin Transformation)

27.

Source of Variation
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FOOTNOTES

1. The reliability index employed by Gross (12, p. 98) is the square

root of R defined in (7). Such an index is also sometimes referred

to in the psychometric literature [24, p. 61].

2. Morrison [27] has developed the same concept of reliability in a some-

what different but closely related manner to that set forth above.

Making essentially the same assumptions as defined in (1-4) and (8-10)

above, he has shovm that the slope coefficient obtained by regressing

the retest scores on the original test scores is equal to the ratio of

the true score variance to the observed score variance — i.e., (16)

above. However, Morrison derived this relation by working with the

conditional distribution of the retest scores, given the distribution

of the initial tests scores. A similar analysis is given by Lord and

Novick [24, pp. 64-66]. In contrast, the present approach is in terms

of the more familiar concept of a simple correlation coefficient which

is the statistic reported in all of the test-retest studies of copy

testing found by the present vnriter in the advertising research

literature. Morrison's discussion also differs from the present one

in that he did not emphasize empirical issues and existing studies as

is done in subsequent sections of this paper.

3. If the sample sizes were known, it would, of course, be preferable to

use this information and perform a weighted analysis of the observations

as in [29].

4. It should be noted that Heller [20] did not report a test-retest cor-

relation coefficient for these data. Instead he presented the original

recall scores and emphasized how the test and retest studies implied

different conclusions as to which commercial should be run.

5. This is equivalent to the usual "t test" for the equality of two

correlated means.
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FOOTNOTES

6. ANOVA methods for estimating reliability from multiple repeated

measurements are presented in Winer [36, pp. 124-130] under the

assumption that the true and error variances and hence the • ^

reliability of the measure are the same for each round of measurement.

The conditions necessary for reliability to be constant across more

than two sets of repeated measurements are that all observed score

variances must be equal and all their covariances must also be equal.

See [30] for discussion of an appropriate test of this composite

hypothesis. Wiley and Wiley [35] have developed a method for estimating

non-constant reliabilities from three or more waves of repeated

measurements for a situation where the process of change can be modelled

in terms of linear relationships between adjacent true scores and where

error variances remain constant.

7. This judgement needs to be qualified because the measure used in

[2, 21] is a ratio of the coupon redemption for the exposed groups to

that for the control group. The sample statistics and distributions

for a ratio of two random variables are complex and the variance

components required to assess reliability could not be determined from

the summary of results from the repeated tests presented in [2, 21].
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