Kinetic Modeling of Amyloid Fibrillation and Synaptic Plasticity as Memory Loss and Formation Mechanisms

by

Chuang-Chung (Justin) Lee

B.S. Chemical Engineering
National Taiwan University, 2001

M.S. Chemical Engineering Practice
Massachusetts Institute of Technology, 2005

SUBMITTED TO THE DEPARTMENT OF CHEMICAL ENGINEERING IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE DEGREE OF

DOCTOR OF PHILOSOPHY IN CHEMICAL ENGINEERING

AT THE

MASSACHUSETTS INSTITUTE OF TECHNOLOGY

MAY 2008

© 2008 Massachusetts Institute of Technology
All rights reserved

Author.................................................................................. Department of Chemical Engineering

May 5, 2008

Certified by...................................................... Gregory J. McRae
Hoyt C. Hottel Professor of Chemical Engineering
Thesis Supervisor

Accepted by................................................................. William M. Deen
Professor of Chemical Engineering
Chairman, Committee on Graduate Students
Kinetic Modeling of Amyloid Fibrillation and Synaptic Plasticity as Memory Loss and Formation Mechanisms

by

Chuang-Chung (Justin) Lee

Submitted to the Department of Chemical Engineering on May 15, 2008 in Partial Fulfillment of the Requirements for the Degree of Doctor of Philosophy at Massachusetts Institute of Technology

Abstract

The principles of biochemical kinetics and system engineering are applied to explain memory-related neuroscientific phenomena. Amyloid fibrillation and synaptic plasticity have been our focus of research due to their significance. The former is related to the pathology of many neurodegenerative diseases and the later is regarded as the principal mechanism underlying learning and memory.

Claimed to be the number one cause of senile dementia, Alzheimer’s disease (AD) is one of the disorders that involve misfolding of amyloid protein and formation of insoluble fibrils. Although a variety of time dependent fibrillation data in vitro are available, few mechanistic models have been developed. To bridge this gap we used chemical engineering concepts from polymer dynamics, particle mechanics and population balance models to develop a mathematical formulation of amyloid growth dynamics. A three-stage mechanism consisting of natural protein misfolding, nucleation, and fibril elongation phases was proposed to capture the features of homogeneous fibrillation responses. While our cooperative laboratory provided us with experimental findings, we guided them with experimental design based on modeling work. It was through the iterative process that the size of fibril nuclei and concentration profiles of soluble proteins were elucidated. The study also reveals further experiments for diagnosing the evolution of amyloid coagulation and probing desired properties of potential fibrillation inhibitors.

Synaptic plasticity at various time ranges has been studied experimentally to elucidate memory formation mechanism. By comparison, the theoretical work is underdeveloped and insufficient to explain some experiments. To resolve the issue, we developed models for short-term, long-term, and spike timing dependent synaptic plasticity, respectively. First, presynaptic vesicle trafficking that leads to the release of glutamate as neurotransmitter was taken into account to explain short-term plasticity data. Second, long-term plasticity data lasting for hours after tetanus stimuli has been matched by a calcium entrapment model we developed. Model differentiation was done to demonstrate the better performance of calcium entrapment model than an alternative bistable theory in fitting graded long-term potentiation responses. Finally, to decipher spike timing dependent plasticity (STDP), we developed a systematic model incorporating backpropagation of action potential, dual requirement of NMDA receptors, and calcium dependent plasticity. This built model is supported by five different types of STDP experimental data.
The accumulation of amyloid beta has been found to disrupt the sustainable modification of long-term synaptic plasticity which might explain the inability of AD patients to form new memory at early stage of the disease. Yet the linkage between the existence of amyloid beta species and failure of long-term plasticity was unclear. We suggest that the abnormality of calcium entrapment function caused by amyloid oligomers is the intermediate step that eventually leads to memory loss. Unsustainable calcium level and decreased postsynaptic activities result into the removal or internalization of alpha-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors. The number of AMPA receptors as the indicators of synaptic strength may result into disconnection between neurons and even neuronal apoptosis. New experiments have been suggested to validate this hypothesis and to elucidate the pathology of Alzheimer’s disease.
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1 Introduction

1.1 Thesis statement

Learning and memory has been an active research field in neuroscience. Memory formation mechanisms and the causes of memory loss have been intensively studied yet there remain a great deal of unresolved issues and unanswered questions in both areas. For instance, what are the physiological reactions, mostly reversible, that lead to irreversible memory formation? What are the pathological species that cause memory loss? The list of unanswered memory-related questions can go on and on but some problems are more urgent than others.

There are two eminent reasons for studying learning and memory. The first one is the U.S. society is aging rapidly and senility is a significant risk factor for many neurodegenerative diseases. Since amyloid beta (Aβ) fibrillation is the most suspected cause of Alzheimer's disease, theoretical and experimental work on Aβ has been intensively carried out in hope of understanding the disease mechanism before the development of corresponding therapy. The second one is memory is closely related to the advancement of technology. The dramatic surge of information available at internet age is daunting. The capability of understanding memory formation mechanisms and utilizing them can be a rate determining step toward taking advantage of the information space.

Neurons are the basic unit of information processing in the nervous system. A single neuron is capable of receiving and transmitting signals at precise timing. The basic structure of neurons is shown in Figure 1-1. The cell body of neurons contains basic functional components such as nucleus, ribosome, and mitochondria. The axon is the long cable-like structure that transfers electrochemical signal to the further end. Dendrites are the branch-like structure that exists on either end [51]. Finally, neurons are physically connected with one another through linking structure called synapse. Also synapses can transfer signals across neurons chemically or electrically [77]. They have been intensively studied because synaptic plasticity, the ability of connections between neurons to change in strength, has been recognized as the underlying mechanism of learning and memory.
Half century ago, two mathematical models developed in neuroscience have great impact on the study of neuronal systems. The first one was Hebb’s learning rule that predict the activity-dependent synaptic strength [65]. This synaptic plasticity updating rule is crucial in evaluating how connections may evolve for neuronal networks under stimulation. The rule and its derivatives have been widely used as the leading rule in artificial learning and memory. The second one was the Hodgkin-Huxley model that well explained the dynamics of action potentials by developing equivalent electrical circuits to mimic ion flows across neuronal membranes [68]. The circuits incorporate variable conductance to follow the dynamics of ion channels and capacitors to represent the neuronal membranes that separate charges. The output responses of the model include the action potential itself as well as the sodium and potassium currents that lead to the change in membrane potentials.

The principles of chemical engineering are fairly applicable for unraveling the complicated issues of learning and memory. Even though the systems of interest between these two fields are different, the fundamental principles in fact remain similar. Also interdisciplinary research may facilitate generation of new theories through exchange of ideas. First, the reaction kinetics provides guidelines for setting up physiological reaction schemes either in vivo or at synapses. Second, the algorithms of signal processing in chemical process control are applicable for modeling signal transduction pathways at synaptic compartments. Lastly, from the perspective of system engineering, complex physiological reaction pathways can be viewed as hierarchical systems consisting of subsystems each of which is solvable. In return, the insight gained from studying neurological systems can potentially stimulate the development of new paradigms in process control.

Process control systems intend to stabilize the operational conditions while nerve systems strive to homeostasis in body. Since uncertainty exists everywhere, these two systems manage to execute their own algorithm under noise. By comparison, the neuronal networks are more adaptive to process controllers. The adaptability arises because nerve systems implement long-lasting change of state variables after memorizing and analyzing historical data. The capability of memory storage is needed for the collection of past events. Perception or pattern recognition is crucial in analyzing the data collected. Adaptability is especially valuable for systems surrounded by environment of higher
uncertainty. In addition to the feedback and feedforward control, these are a few other algorithms that can be added to the toolbox of modern control systems. For instance, neural networks can be potentially useful to establish models relating system inputs and outputs. Yet there are intrinsic drawbacks with the current neural networks most of which are related to the oversimplification of the basic neuronal units. These problems can probably be overcome through biophysical modeling of neurons and neuronal connections.

1.2 Motivation

There are three different but related subjects that are addressed in this thesis. The common themes they share are the relevance to human memory and the research methodology we took. Yet the specific reasons for modeling each individual system are explained in the following sections.

1.2.1 Amyloid fibrillation: the pathology of memory loss

Alzheimer’s disease (AD) is the most common cause of senile dementia and memory loss. There are currently (in the year 2008) about six million patients of AD here in the U.S and the number is rising dramatically as the population ages. Many neurodegenerative diseases including Alzheimer’s and Parkinson’s diseases are found to be related to amyloid fibril formation. Lots of experiments were done separately in different systems of amyloid proteins. Independent of the types of amyloid proteins, the responses of amyloid fibrillation appear similar, which is an indication of common underlying biophysical mechanism. Before the start of our theoretical work, there were few biophysical models able to well interpret experimental data of amyloid fibrillation in vitro. In the meantime, the kinetic process of how soluble amyloid proteins turn into insoluble amyloid fibrils was unclear. Therefore, a biophysical model considering key biomolecular species and reactions is required.
Figure 1-2 Amyloid fibrillation responses of different proteins or peptides.

1.2.2 Synaptic plasticity: the mechanism of memory formation

Since the proposal of Hebb’s rule in 1949 [65], synaptic plasticity has become the leading hypothesis of memory formation mechanisms at cellular level. Yet the hypothesis had not been validated until the experimental work of long term potentiation done by Bliss and Lømo in 1973 [20]. Synaptic plasticity is a crucial concept in relating microscopic neuronal connection to macroscopic perception. Experiments revealed that changes in probability of neurotransmitter release and in calcium-induced insertion or removal of postsynaptic receptors are the mechanisms of short-term and long-term plasticity, respectively [38, 91]. Yet few biophysical models have been developed to well quantify and integrate the dynamics of these reactions.

The learning rules by which synaptic plasticity varies with respect to external stimuli are critical to predict how connections between neurons evolve within neuronal network. In
addition to Hebb's rule, BCM rule developed by is physiologically more reasonable and demonstrates more sophisticated responses. The common and different attributes of these rules have significant impact on collective behaviors of interconnected neurons. Yet current understanding of how cognition and behavior can arise from groups of interconnected neurons is still at its infancy. Theoretical work and simulation need to be done to first understand the fundamental biophysics of synaptic plasticity and then to implement the biophysical models in neuronal network to check on the resultant collective behavior.

1.2.3 Spike timing dependent plasticity (STDP)

The spike timing dependent plasticity is a relatively new experimental protocol to elicit either long-term potentiation or depression. It has been intensively studied because of its relevance to associative learning and Hebb’s rule. There are quite a lot of experimental data available and accordingly speculations regarding the key species and reactions which contribute to the phenomena. Yet few mechanistic models are capable of confirming them through successful fitting with single type of STDP, let alone models to integrate various kinds of STDP responses. A unifying model, if exists, is an indication of common biochemical reactions underlying different kinds of STDP responses. Such model is needed both for understanding the fundamental reaction pathways that lead to STDP. Also it is required for testing whether associative learning behavior arises after incorporation of physiology-based synaptic model into neural network.

Figure 1-3 STDP responses of different synapses. (A) Asymmetric STDP following Hebbian rule [16]. (B) Asymmetric STDP following anti-Hebbian rule [9]. (C) Symmetric STDP with mixed LTP and LTD [118]. (D) Symmetric STDP with only LTP [57]. (E) Symmetric STDP with only LTD [172].
1.3 Thesis objectives

Based on the motivation and background information given above regarding mechanisms of memory formation and causes of memory loss, the objectives of the thesis include the following points:

- To develop a kinetic model of amyloid fibrillation to explain the experimental measurements \textit{in vitro}.
- Develop a unified model to explain responses of short term and long term plasticity.
- Integrate essential synaptic signal transduction pathways and propose a unified theory for spike timing dependent plasticity.

Corresponding to the objectives proposed, the main contributions of this thesis are:

- A three-stage kinetic model has been developed for elucidating the mechanisms of amyloid fibrillation \textit{in vitro}.
- A unified model has been built for explaining both short-term facilitation and depression.
- A calcium entrapment model was proposed to fit long-term potentiation responses. Model discrimination work has also been done by using the graded experimental responses of long-term potentiation caused by multiple trains of stimulation. The results demonstrate better performance of the calcium entrapment model than that of the bistable model.
- A NMDA receptor model coupled with calcium dependent plasticity has been developed to well explain various kinds of spike timing dependent plasticity.
- The relationship between calcium signaling and amyloid fibrillation has been hypothesized. Future work is also suggested to confirm how the accumulation of amyloid plaques may disrupt the balance of calcium and disable long-term potentiation.

1.4 Thesis outline

The thesis is organized according to the diagram in Figure 1-4.

First of all, Chapter 1 provides the motivations behind studying the memory formation mechanism and memory loss pathology. It also summarizes the objectives and main contributions of the thesis.

Chapter 2 covers the general methodology we take for modeling biological systems. It covers the procedure for setting up reaction schemes, converting them into ordinary differential equations accordingly as well as linear and nonlinear parameter estimation, etc.

Chapter 3 gives the background information regarding amyloid fibrillation and reviews the modeling work that has been done in this area. Afterwards, our model showing better agreement with experimental data of fibrillation is presented.
Chapter 4 and 5 deal with short-term and long-term synaptic plasticity, respectively. The mechanism for short-term plasticity agrees with the literature while that for long-term plasticity is still controversial. Model discrimination is done to determine the more reasonable model compared to experimental data.

Chapter 6 includes the previous experimental work of spike timing dependent plasticity (STDP) as well as our modeling work to elucidate its underlying mechanisms. A unified model was developed for explaining quite a variety of experimental data belonging to different types of STDP.

Chapter 7 integrates the findings from amyloid fibrillation model and synaptic plasticity model. We summarize the hypotheses for causes of memory loss and suggest possible interactions between calcium signaling and amyloid fibrillation.

Finally, Chapter 8 and Chapter 9 discuss the direction of future work and conclusion, respectively.

Figure 1-4 The organization diagram of chapters in the thesis.
2 Methodology of Model Development

Mathematical models have been developed to explain biological phenomena for centuries. Most classical interest areas modeled by continuous equations are related to population dynamics [42]. For instance, predator-prey models were proposed based on population balance to predict the species population in ecology. Similar ideas were further applied to describe the dynamic relationship between patients and carriers to estimate the outburst of infectious diseases in epidemiology. It was after the development of Michaelis-Menten equations that mathematical models begin to be widely applied to microscopic biological system. As a breakthrough in enzymology, Michaelis-Menten kinetic model precisely described enzyme-substrate interaction and successfully matched the enzymatic experimental data [110]. It is still commonly used today to describe enzymatic reactions and other biological reactions at a molecular level [14].

Molecular scale biological sciences involve studies of complex living systems with difficulty in measuring arrays of interacting species. The sizes of most biomolecules are smaller than the resolution of common microscopes. Electrophysiological procedure measuring the signal response of neuronal tissues requires multi-step treatment and instrumentation before experiment. Also quantification of common molecules depend on complicated assays usually involve multiple experimental steps such as cell culturing, purification, and staining. Thus, mathematical modeling provides valuable theoretical hypothesis to guide the experimental study and maximize the value of each experiment. Successful examples include theoretical models to explain molecular events such as signal transduction, neuronal spiking, and gene expression, etc. It is through systematic modeling that the hierarchical structure and subsystem interactions in biological systems can be unraveled and understood.

2.1 Recognize biological systems of interest

The methodology listed here is applicable to different kinds of biological systems. Yet the systems of interest in this thesis are related to memory pathology and memory formation mechanisms. The most serious causes of senile dementia and memory loss are Alzheimer’s disease and Parkinson’s disease both of which are found to be related to amyloid fibril formation.

2.2 Propose biochemical reaction mechanisms

Depending of the types of systems being studied, the biochemical reactions involved differ. Yet the chances are that for most biological systems having been studies previously, some relevant reaction pathways can be recognized. By cross referencing literature, doing experiments, or drawing influence diagram, it is possible to propose the principal reaction mechanisms.
It is likely that the biological system of interests involve a number of subsystems. The boundaries of different subsystems and hierarchical structure need to be well defined. Ideally each of the subsystem should be individually analyzed to ensure the validity or the proposed model and the robustness of the overall system.

2.3 Convert reactions into differential equations

Material balance and reaction kinetics are the two principal guidelines in converting chemical reactions into differential equations. The variables involved can be classified into input variables, state variables, and response variables. The response variable can take the form of algebraic equation:

\[ \bar{Y} = \bar{F}(\bar{X}, \bar{\theta}) \]  

(1.1)

It can also be expressed as ordinary differential equations:

\[ \frac{d\bar{X}}{dt} = \bar{f}(\bar{X}, \bar{\theta}) \]  

(1.2)

The number of state variables has to be equal to the number of independent differential equations. In addition, the initial conditions of all the state variables need to be specified.

\[ \forall t = 0 \quad \bar{X} = \bar{X}_{\text{initial}} \]  

(1.3)

2.4 Least square parameter estimation

There are usually parameters embedded in the model such as reaction rate constants, physical or chemical properties, etc. Parameter estimation is therefore necessary to determine the values of those parameters. Parameter estimation is more straightforward for linear models [136] but require iteration processes for nonlinear ones [137].

2.4.1 Linear least square regression (LLSR)

Least squared errors are usually adopted for estimating parameters. Other methods include maximum likelihood estimation, Bayesian estimator, etc. For linear models, the minimization of sum of squared errors only involves solving sets of linear equations.

\[ \bar{Y} = \bar{X} \bar{\beta} + \bar{\epsilon} \]  

(1.4)

Or the expanded version assuming there are n experimental data points and p parameters:
The prerequisite conditions for using linear least square regression are called Gauss-Markov assumptions which are listed below.

- The random error terms have expected value of zero
- The random error terms are uncorrelated
- The random error terms have the same variance

That is, the distribution of error can be written as: \( \varepsilon \sim N_n(0, \sigma^2 I_n) \)

One of the tasks included in linear least square regression is to find the best estimate of parameter vector \( \hat{\beta} \). The geometric analysis shown in Fig. helps visualize the algorithms while algebraic argument can also be done to reach the same results. The objective is to minimize the sum of squared errors \( (\varepsilon^T \varepsilon) \) with respect to vector \( \beta \). The projection of vector \( \beta \) onto \( \Omega \), the column space of matrix \( X \), is called \( \theta \). That is, \( \theta = X\beta \). Now the sum of squared error becomes the square of the length of error vector \( Y - \theta \) since \( \varepsilon^T \varepsilon = (Y - \theta)^T(Y - \theta) = \| Y - \theta \|^2 \). If we let \( \theta \) vary in \( \Omega \), the optimal \( \hat{\theta} \) would be the one that makes \( (Y - \theta) \) perpendicular to surface \( \Omega \), according to Fig. Therefore \( X^T(Y - \hat{\theta}) = 0 \) which is the same as the following equation:

\[
X^T \hat{\theta} = X^T Y
\]  

(1.6)

Once the optimal vector \( \hat{\theta} \) on space \( \Omega \) is found, it can be converted back to vector \( \hat{\beta} \) given the columns of matrix \( X \) are linearly independent. This becomes the normal equations of linear least square regression.

\[
X^T X \hat{\beta} = X^T Y
\]  

(1.7)

The best estimate of parameter vector \( \hat{\beta} \) can now be found by simply multiplying the reverse matrix of \( X^T X \) to both sides of the normal equations.

\[
\hat{\beta} = (X^T X)^{-1} X^T Y
\]  

(1.8)

Then the error terms can be calculated by taking the difference between experimental data and predicted values:

\[
\varepsilon = Y - \hat{Y} = Y - X \hat{\beta}
\]  

(1.9)
Figure 2-1 The geometrical scheme used to find the optimal vector that minimizes the sum of squared errors (SSE).

Under Gauss-Markov assumption, the measurement vector $Y$ follows the $n \times n$ normal distribution: $Y \sim N_n(X\beta, \sigma^2I_n)$. As a result, the distribution of estimated parameter vector $\hat{\beta}$ follows $\hat{\beta} \sim N_p(\beta, \sigma^2(X^TX)^{-1})$ and normalized sum of squared errors follows $\chi^2$ distribution: $SSE/\sigma^2 \sim \chi^2_{n-p}$ where $S^2$ is the unbiased estimator of $\sigma^2$:

$$S^2 = \frac{SSE}{n-p} = \frac{(Y-X\hat{\beta})^T(Y-X\hat{\beta})}{n-p} \quad (1.10)$$

Finally, the 100(1- $\alpha$)% confidence interval of parameter $\beta_i$ can be computed using the following equation where $t$ stands for $t$-distribution with $n-p$ degrees of freedom at the $\alpha$ level of significance. The proofs in details can be found in Seber and Lee, 2003 [136].

$$\hat{\beta}_i \pm t_{\alpha/2,n-p}S\sqrt{(X^TX)^{-1}}_{ii} \quad (1.11)$$

### 2.4.2 Nonlinear least square regression (NLSR)

The least square regression for nonlinear model does not have straightforward formula just as linear regression does. Instead solving NLSR problems requires optimization algorithms. The general form of nonlinear model can be expressed as the following:

$$y_i = f(x_i; \bar{\theta}) + \epsilon_i \quad (i = 1, 2, ..., n) \quad (1.12)$$

The sum of squared errors is the sum of the squared differences between experimental data and the model.
\[ S(\theta) = \sum_{i=1}^{n} \left[ y_i - f(x_i; \theta) \right]^2 \]  

(1.13)

In order to find the minimum of the sum of squared errors, we need to differentiate \( f(x_i; \theta) \) with each parameter \( \theta_r \) for \( r \) from 1 to \( p \).

\[
\frac{\partial S(\theta)}{\partial \theta_r} \bigg|_{\hat{\theta}} = 0 \quad (r = 1, 2, \ldots, p)
\]  

(1.14)

If we denote \( f_i(\theta) = f(x_i; \theta) \), we can use the define \( F(\theta) \) as the design matrix for nonlinear model:

\[
F(\theta) = \left[ \frac{\partial f_i(\theta)}{\partial \theta_j} \right]
\]  

(1.15)

Then Eq. (1.14) can be rewritten as:

\[
\sum_i \left( y_i - f_i(\theta) \right) \frac{\partial f_i(\theta)}{\partial \theta_r} \bigg|_{\hat{\theta}} = 0
\]  

(1.16)

or

\[
0 = F^T \left\{ y - f(\hat{\theta}) \right\} = \hat{F}^T \hat{\epsilon}
\]  

(1.17)

The geometrical meaning of Eqs. (1.17) is that the optimal error vector should be perpendicular to the column space of design matrix \( F \). Therefore, they are called normal equations for nonlinear model. The subsequent algorithms for parameter estimation and model prediction become similar to those of linear least square regression.

### 2.5 Summary chart of model development method

The standard procedure of model development is illustrated in Figure 1-4. Once the system of interest has been identified, the next step in divided into two pathways: the performance of experiments and development of theoretical models. Eventually the model outputs the results of goodness-of-fit, parameter estimation, and model prediction. Yet experiments and models should not be independent of one another. Instead, it is through the interaction between these two that the mechanisms underlying specific biological phenomena can be unraveled efficiently. For instance, model-based experimental design potentially lowers the number of experiments and increases the accuracy of measurements [11]. That is, more information can be extracted from one single set of experiment.
Figure 2-2 The summary chart of model development process. The model is developed together with execution of experiments.

Lastly, one essential statistical concept is worth clarifying. The agreement between the experimental data and model is the necessary but not sufficient condition to confirm the validity of the model. That is, the satisfactory goodness-of-fit between one set of data and the model means the specific data cannot reject the proposed model. Yet it does not exclude the possibility that alternative models can explain the same set of data equally well or the possibility that other sets of data can refute the model. Therefore, cautions need to be taken when asserting the validity of the model. That is, models that have only been tested against certain sets of data are not universally true; instead, each model usually has its own limitations.
3 Modeling Amyloid Fibrillation

Amyloid fibrillation has been intensively studied because of its association with various neurological disorders. While extensive time-dependent fibrillation experimental data are available and appear similar, few mechanistic models have been developed to unify those results. The aim of this work was to interpret these experimental results via a rigorous mathematical model that incorporates the physical chemistry of nucleation and fibril growth dynamics. A three-stage mechanism consisting of protein misfolding, nucleation, and fibril elongation is proposed and supported by the features of homogeneous fibrillation responses. Estimated by nonlinear least squares algorithms, the rate constants for nucleation were about ten million times smaller than those for fibril growth. These results, coupled with the positive feedback characteristics of the elongation process, account for the typical sigmoidal behavior during fibrillation. In addition, experiments with different proteins, various initial concentrations, seeding versus non-seeding, and several agitation rates were analyzed with respect to fibrillation using our new model. The wide applicability of the model confirms that fibrillation kinetics may be fairly similar among amyloid proteins and for different environmental factors. Recommendations on further experiments and on the possible use of molecular simulations to determine the desired properties of potential fibrillation inhibitors are offered.

3.1 Introduction of amyloid fibrillation

Amyloid fibrillation is the process of native soluble proteins misfolding into insoluble fibrils comprising cross-β-sheets. More than 20 amyloidogenic diseases such as Alzheimer’s disease, Parkinson’s disease, and prion-associated encephalopathies have been found to share fibril formation as the a common symptom [146]. While the presence of amyloid plaques correlates with disease, whether fibrils themselves, misfolded oligomers, or other factors are the causal agents of diseases remains unclear [19, 32, 89]. Although the proteins associated with each disease do not share sequence homology, they exhibit similar insoluble filaments and fibrillation responses [81, 141]. This suggests that the underlying fibril formation mechanisms may be common [9].

The typical fibril formation process starts with a lag phase in which the amount of amyloid proteins turned into of fibrils is not significant enough to be detected. Afterwards, a drastic elongation phase follows and fibril concentration increases rapidly [122]. Eventually, the process reaches equilibrium when most soluble proteins are converted into fibrils. The length of lag times and fibril growth rates depend upon factors like the initial concentration and pH, both of which affect the degree of super-saturation in solution. The presence of seeded molecules and foreign surfaces can influence the kinetics of fibrillation, because of the ability to catalyze the reactions at these interfaces [148]. Other factors include the ionic strength of the solution and the intensity of agitation [117]. Although experimental data covering these many different conditions have been reported in the literature, there is a noticeable lack of quantitative mechanistic models to provide insight into the process and directions for further research.
Because of the commonly observed sigmoidal-shaped fibrillation response reported in the literature [45, 117], fibrillation processes have been modeled as a number of reactions in series covering the assembly of oligomers, the formation of nuclei as well as the growth and the breakage of fibrils [32, 47, 100]. Moreover, the two-stage mechanism of yeast prion fibrillation, in which fibrils act as enzymes to trigger nucleated conformational conversion by Michaelis-Menten kinetics, provides another valuable perspective [132]. Empirical or semi-empirical exponential functions are popular choices to fit the data since they are computationally simple and match the observed data well [117, 125]. While suggestive, some of these models only depicted the sigmoidal trend without rigorous quantitative arguments; others have not provided details on how the nuclei form or explained the shortened lag-time resulting from seeding and an increase in the initial protein concentration.

The lag-time prior to fibril growth has been noted in numerous publications and resembles an incubation period [45, 117]. Explaining its existence is one of the key scientific challenges. The problem was approached by Shoghi-Jadid et al. [143] with introduction of the Heaviside function to force the separation of nucleation and fibrillation processes, while Uversky et al [117] used an empirical exponential model with adjustable parameters. We suggest that nucleation theory and growth models could be valuable in describing the fibrillation process. Furthermore, the drastic rate increase in the fibrillar growth phase after the lag phase indicates that cooperativity or positive feedback mechanisms are involved.

Another critical but missing piece of information is the relationship between the observable response and the degree of fibrillation. Even though histological dyes like thioflavin T (ThT) and Congo Red have been the commonly used as indicators of the presence of amyloid fibrils, the relationship between fluorescence intensity and amount of amyloid fibril remain unclear [96, 97]. There are also physical property methods for measuring fibril formation like turbidity, absorbance and sedimentation [45, 142]. Here, we assumed linearity between ThT fluorescence and fibril concentrations based on Beer-Lambert law as a measure of fibril content, and use ultraviolet-visible (UV-vis) absorbance at 280 nm as a quantitative measure of dissolved total protein.

Insulin (51 aa; 6 kDa) was chosen as the model protein for the measurements in this study because it (i) is a well-studied fibril-forming protein and has recently been studied in our laboratory [90], (ii) has been crystallized in the native state at high resolution, (iii) is known to develop structurally similar cross-β-sheet plaques to those formed by other amyloids, and is deposited in arterial walls of type II diabetes patients [167], and (iv) is available in large quantities at reasonable price. Native insulin is well-folded and in stable hexamer state associated with Zn$^{2+}$ molecule under physiological conditions. Yet it can be readily unfolded to form fibrils in solution by both increasing the temperature to 65°C and by reducing the pH to 1.6. Jiménez et al. proposed that the α-helical structure (58%) of native insulin becomes unfolded to expose the β-sheet region (6%) which is the major component of the amyloid cross-β ribbon [75].

In the next section, we describe the proposed kinetic model for insulin fibrillation including the parameter estimation procedure. Since experimental protocols and responses of fibrillation are similar among amyloid proteins, the modeling approach presented here is also applicable to the fibrillation of other proteins. Afterwards, our model is compared
with an empirical fitting function. A general description of the Experimental Materials and Methods follows. Then, in the Results and Discussion section, the new model is fitted to our insulin fibrillation data, to fibrillation of Aβ-40 and prion-like NM fragment of Sup-35 [45, 87], and to data conducted under various conditions (i.e. increasing initial insulin concentration, effect of seeding, stirring effects).

3.1.1 A kinetic model for insulin fibrillation

Three standard analytical steps were chosen to model insulin fibrillation: formulation of the appropriate kinetic reactions based on the polymerization and nucleation theories, conversions of the reaction set into a system of differential equations, and parameter estimation by nonlinear least square algorithms to optimize the fit between simulation results and the experimental measurements.

Initially four species of insulin were considered during fibrillation: original hexamer, monomer, cluster, and fibril [123, 142]. While the original hexamer is composed of six monomers stabilized by Zn$^{2+}$, an insulin monomer refers to two chains of polypeptides connected with disulfide bonds (the A- and B-chains comprising 21 and 30 amino acids, respectively). For systems other than insulin, different morphologies may be involved such as those for β2-microglobulin [56]. By incorporating the four insulin species into the reaction scheme, the proposed kinetic mechanism for this study consists of three distinct stages: decomposition of hexamers, nucleation process, and fibrillation stage as summarized in Figure 3-1 and Table 3-1. All the reactions listed are elementary reactions so the fluxes can be easily expressed as the products of reactant concentrations and the rate constant. Regarding notations, $A_{\text{hex}}$ and $A_i$ denote the concentration of original insulin hexamers and oligomers containing $i$ monomers, respectively. All fibrils are abbreviated as $F$, regardless of their length. Even though physical reactions contributing to larger-size cluster formation and the entanglement between strands of fibrils have been reported [75, 104], the actual active chemical reaction sites are assumed to be restricted to the fibril ends [142]. Therefore, fibrils of different sizes can be considered as the same species.

![Figure 3-1](image_url)

Figure 3-1 The key species in the proposed three stage reaction mechanism of insulin. The images of the hexamer and fibril were redrawn based on the literature [54, 75].
Key reaction species interact with one another and reactions proceed as summarized in Table 3-1. A nomenclature table that summarizes the meanings of symbols is attached at the end (Table 3-4). First, the zinc-stabilized hexamers are assumed to irreversibly misfold and dissociate into monomers containing cross β-sheets under stringent conditions like low pH and high temperature [121]. Since the dissociated form of insulin has been reported to readily misfold into reactive monomers [75], the misfolding step is assumed to occur very fast. In this case, the dissociation step is rate limiting with the rate constant $k_d$. Second, the mechanism of nucleation is based on the Becker-Döring nucleation model from the field of atmospheric science [138]. Accordingly the newly formed monomers react with one another as well as with different size oligomers so as to become larger clusters. The reactions between larger oligomers are negligible because their early concentrations and diffusivities are relatively low and small, respectively, as compared with the monomers. As oligomers grow, their chemical potentials drop, yet the surface tension to form new phases rises. Hence, there should exist a condition with minimum Gibbs free energy corresponding to the size of a cluster (or nuclei), $(n-1)$-mer [138]. Any aggregates larger than the cluster would convert into fibrils. Once the fibrils are formed, their ends serve as nuclei and undergo self catalytic reactions to become longer fibrils with $k_{fb,i}$ and $k_{fb,-i}$ as the forward and reverse rate constants [60]. At this stage, reactions between fibrils and all sizes of oligomers need to be taken into account since the reactive nature of fibril ends greatly accelerates the process. Finally, the reactions of $i$-mer addition and detachment proceed until the clusters are depleted and reach equilibrium with fibrils.

After the kinetic schemes are established, the concentrations of various species are expressed as functions of time. The temporal change of these species can be derived from material balances and reaction kinetics. The first specie to be considered is the original insulin hexamer whose rate of change is expressed as the disappearance by dissociation (Eq. (3.1)).

$$\frac{dA_{hex}}{dt} = -J_d$$  \hspace{1cm} (3.1)

The rate of monomer concentration change can be calculated by taking into account all the reactions involving monomers in Table 3-1. As a result, the time derivative of $A_1$ equals the generation rate from the hexamer dissociation reaction minus the consumption rate due to all nucleation reactions, and the first elongation reaction (Eq. (3.2)). The constants before $J_d$ and $J_{nu,i}$ are the stoichiometric coefficients.

$$\frac{dA_1}{dt} = 6J_d - 2J_{nu,1} - \sum_{i=2}^{n-1} J_{nu,i} - J_{fb,1}$$  \hspace{1cm} (3.2)

Then the concentration change of $i$-mer clusters is equal to its formation rate from the $(i-1)$-th nucleation reaction minus the consumption rate due to the $i$-th nucleation reaction and the $i$-th elongation reaction (Eq. (3.3)).

$$\frac{dA_i}{dt} = J_{nu,(i-1)} - J_{nu,i} - J_{fb,i} \quad \text{for} \quad i = 2, 3, \ldots, n-1$$  \hspace{1cm} (3.3)
The addition of monomer to the largest possible cluster \((A_{n-1})\) results into fibril formation as the last reaction at the nucleation stage suggests. Hence, the time derivative of fibril concentration is equal to the fibril generation rate subtracted by its consumption rate, i.e., the net flux of last nucleation reaction (Eq. (3.4)). Note that the fibril elongation process actually does not affect fibril concentration since no additional fibrils are formed or consumed at that stage.

\[
\frac{dF}{dt} = k_{nu,(n-1)} A_n A_{n-1} - k_{nu,(n-1)} F
\]  

(3.4)

The initial concentration of insulin hexamers is equal to the amount of insulin added initially and is the main driving force for the downstream reactions (i.e., \(A_{hex} = A_{hex0}\)). The concentrations of the other species are assumed to be zero at the start (i.e., \(A_i = 0, F = 0\)). Eqs. (3.1)-(3.4) contain totally \(n+1\) variables with equal number of corresponding differential equations and initial conditions. Thus, the system of differential equations is properly defined and ready to be solved once the values of all parameters are specified.

Even though the model contains quite a few parameters, some of them are physically related to one another; others can be found from the literature. Three assumptions were made to reduce the total number of parameters.

1. The value of \(n\), the critical number of monomers needed to form a nucleus, has been reported as six [143], so initially we have set \(n\) equal to six. However, we also discuss the sensitivity of this parameter on the model fit in the section “In vitro fibrillation kinetics”. The dissociation rate constant of insulin \(k_d\) can be estimated from the insulin dissociation time of about one hour [62]. Assuming that one hour is approximately the time to reach 95% conversion of exponential decay, \(k_d\) is \(~3\ h^{-1}\).

2. Since agitation has been found to drastically shorten the delay time [148], the reaction rates of forward nucleation and fibrillation \((k_{nu,i} \text{ and } k_{fb,i})\) are assumed to be diffusion limited [142]. Apparent rate constants of diffusion controlled reactions take the form of Eq. (3.5) [48], in which \(\tilde{N}\) is Avogadro’s number, \(d_{AF}\) is the mean free path of the complex molecule, and \(D_A + D_F\) is the sum of diffusivities of the reactants. The values of diffusivities are proportional to the inverse of the characteristic length \(R_{Ai}\) following Stokes-Einstein equation as in Eq. (3.6) [18]. The volume of \(i\)-mer is equal to \(i\) times the volume of the monomer \((V_i)\) and is also related to its own characteristic radius \((R_{Ai})\) through volumetric formula. Thus, the diffusivity is roughly proportional to the inverted cubic root of \(i\), which equals the size of the cluster.

\[
k_D = \tilde{N} 4\pi (D_A + D_F) d_{AF}
\]  

(3.5)

\[
D_A \propto \frac{1}{R_{Ai}} = \frac{1}{\sqrt[3]{\frac{3}{4\pi} i V_i}} \propto \frac{1}{\sqrt[3]{i}}
\]  

(3.6)

In Eqs. (3.5) & (3.6), nucleation and fibrillation forward rate constants regarding different sizes of oligomer can be approximated by Eq. (3.7) and Eq.(3.8). Because the
sizes of oligomers are comparable and thus their diffusivities are similar, both diffusivities need to be taken into account in the nucleation process. On the other hand, in the case of fibrillation, since the sizes of fibrils are much larger than those of oligomers, $D_F$ is negligible compared to $D_{Ai}$ and therefore, the diffusivity of the oligomer is the dominant term.

$$k_{nu,i} = \frac{1}{2} k_{nu,1} (1 + \frac{1}{\sqrt{i}}) \propto 4\pi(D_{Ai} + D_A)$$  \hspace{1cm} (3.7)$$

$$k_{fb,i} \approx k_{fb,1} \frac{1}{\sqrt{i}} \propto 4\pi D_A$$  \hspace{1cm} (3.8)

3. The values of $k_{nu,i}$ and $k_{fb,i}$ are assumed to be independent of size $i$, and are abbreviated as $k_{nu}$ and $k_{fb}$ respectively. Serio et al. showed that sonicated seeding provided a larger amount of fibril ends as reactive sites and demonstrated higher reaction rate [142]. This suggested that under normal condition, the detachment of oligomers often occurs at the terminal rather than in the internal segment. Hence, for this study, the number of monomers within a chain or oligomer does not affect the reverse rate significantly.

### 3.1.2 Parameter estimation and model comparison

The predictions of Eqs.(3.1)-(3.4) were compared with the experimental data (i.e. values of the species concentrations) in order to estimate the rate constants. There were four kinds of observable data considered: ThT fluorescence, UV-Vis absorbance at 600 nm ($A_{600}$), turbidity, and dissolved insulin concentrations (absorbance at 280 nm, $A_{280}$). The first three measures were assumed to be roughly proportional to the insulin fibril concentrations by Beer-Lambert law [97], and denoted as $Y = b \cdot F$. The last measure was simulated by counting total number of $i$-mers in the unit of monomer concentration, which could be expressed as $Y = \Sigma_i A_i \cdot i$. Nonlinear least square regression was adopted to minimize the sum of squared errors between experimental data and those predicted by the model; parameter estimation procedures were carried out in Matlab®. Detailed algorithms are given in the Supplemental Materials [136].
Table 3-1. The proposed three-stage model including reaction fluxes and rate constants

<table>
<thead>
<tr>
<th>Description of Processes</th>
<th>Reaction Schemes</th>
<th>Reaction Fluxes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hexamer Decomposition</td>
<td>$A_{\text{hex}} \xrightarrow{k_d} 6A_1$</td>
<td>$J_d = k_d A_{\text{hex}}$</td>
</tr>
<tr>
<td>Nucleation Stage</td>
<td>$A_1 + A_1 \xrightarrow{k_{nu,1}} A_2$</td>
<td>$J_{nu,1} = k_{nu,1} A_1 - k_{nu,-1} A_2$</td>
</tr>
<tr>
<td></td>
<td>$A_1 + A_2 \xrightarrow{k_{nu,2}} A_3$</td>
<td>$J_{nu,2} = k_{nu,2} A_1 - k_{nu,-2} A_2$</td>
</tr>
<tr>
<td></td>
<td>$A_1 + A_{n-2} \xrightarrow{k_{nu,(n-2)}} A_{n-1}$</td>
<td>$J_{nu,(n-2)} = k_{nu,(n-2)} A_1 - k_{nu,-(n-2)} A_{n-1}$</td>
</tr>
<tr>
<td>Elongation Stage</td>
<td>$F + A_1 \xrightarrow{k_{fb,1}} F$</td>
<td>$J_{fb,1} = k_{fb,1} A_1 F - k_{fb,-1} F$</td>
</tr>
<tr>
<td></td>
<td>$F + A_2 \xrightarrow{k_{fb,2}} F$</td>
<td>$J_{fb,2} = k_{fb,2} A_1 F - k_{fb,-2} F$</td>
</tr>
<tr>
<td></td>
<td>$F + A_{n-1} \xrightarrow{k_{fb,(n-1)}} F$</td>
<td>$J_{fb,(n-1)} = k_{fb,(n-1)} A_1 F - k_{fb,-(n-1)} F$</td>
</tr>
</tbody>
</table>

In the past, an empirical function like Eq. (3.9) has been used in the literature to fit the fluorescent ThT data with time data [117]. Independent of the amyloid protein type, Eq. (3.9) fits the fibrillation data reasonably well. This again suggests that the fibril formation process is similar for these different proteins. It is a specialized form of the logistic function which has been frequently used in the field of population biology [83]. The parameters from this model include the apparent rate constant for the growth of fibril ($k_{\text{app}}$), and the lag time which are equal to $1/\tau$ and $t_0-2\tau$, respectively.

$$Y = y_i + \frac{y_f}{1 + e^{-(t-t_0)/\tau}}$$  \hspace{1cm} (3.9)

In the Supplemental Materials, it is shown how to relate the parameters in this empirical model to the kinetic rate constants in Eqs. (3.1)-(3.4) under simplifying assumptions. That is, when the critical size of a nucleus (n) is equal to 2, there is an analytical solution for the only two species, $A_1$ and $F$. By mass balance, $A_f = A_0 - F \cdot N$ (where $A_0$ is initial concentration and $N$ is the average fibril size). The time derivative for the fibril concentration can be reduced to a quadratic differential equation (Eq. (3.10)).
The two roots of the equation, \( r_1 \) and \( r_2 \), are obtained from the quadratic formula and correspond to the steady state fibril concentrations. Eq. (3.11) is the solution of Eq. (3.10) by integration. It expresses the temporal evolution of the fibril concentration, and has the equivalent functional form of Eq. (3.9). The observable delay lag and growth rates can be related to the kinetic constants by Eq. (3.12).

\[
\frac{dF}{dt} = k_{nu,1}A_1^2 + k_{fb,1}FA_1 - k_{fb,F}F \propto -(F - r_1)(F - r_2) \tag{3.10}
\]

\[
F = r_1 + \frac{r_2 - r_1}{1 + e^{-(t-t_0)/\tau}} \tag{3.11}
\]

\[
\frac{1}{\tau} = (Nk_{fb,1} - N^2k_{nu,1})(r_2 - r_1) \quad \text{and} \quad t_0 = \tau \ln(-r_2/r_1) \tag{3.12}
\]

### 3.2 Experimental Procedures

All chemicals were obtained from Sigma Chemical Co. (St. Louis, MO). Recombinant human insulin was generously donated by Novo Nordisk A/B, Denmark. All insulin solutions used for the \textit{in vitro} fibril formation experiments were freshly prepared prior to each experiment in 0.025 M HCl, 0.1 M NaCl and adjusted to pH 1.6. Each sample for the kinetic experiments contained 1 ml of 2 mg/ml insulin in glass vials and was incubated at 65°C. At appropriate time intervals, the sample was removed from the incubator for analysis.

**UV-Vis absorbance assay: **\textit{In vitro} insulin fibril formation has been shown to result in the formation of insoluble aggregates which are \( \beta \)-sheet rich structures [117]. The UV-visible absorbance assay at 600 nm wavelength (\( A_{600} \)) has been extensively used to quantify insoluble aggregates like inclusion bodies and cell debris from cell culture and is also used frequently molecular biology studies. Here, we quantify the amount of insoluble protein (fibrils) and soluble protein by measuring the absorbance of the solutions at 600 nm and 280 nm, respectively. The absorbance was measured on a Hitachi U 2000 Double-Beam UV/VIS spectrophotometer (Hitachi Instruments Inc., Danbury, CT). Spin-x centrifuge tube filters (Corning Inc., NY) of 2 ml total volume with 0.22 \( \mu \)m pore size cellulose acetate membranes were used for separating the fibrils from the soluble protein. Centrifugation was conducted at 10,000g for 10 min to separate the fibrils from the supernatant. Then, the protein concentration in the supernatant was measured at 280 nm using a calibration curve.
3.3 Results and discussion

The model is first fitted to the data from our laboratory for the fibrillation of human recombinant insulin. We then tested the model with the experimental dataset from the literature, including fibrillation data of other proteins, at different initial concentrations, with and without seeding, and at different stirring rates. In addition, the kinetic rate

3.3.1 In vitro fibrillation kinetics

Two experimental assays were followed during the in vitro insulin fibrillation process. The UV-visible absorbance assay at 600 nm wavelength ($A_{600}$) was used to follow the formation of fibrils and $A_{280}$ was used to track total protein after removing the fibrils with microfiltration. As seen in Figure 3-2A, the two sets of data closely followed each other with a sigmoidal and inverse sigmoidal curve. This result demonstrates that mass from the dissolved protein was used to form the fibrils and that the mass balance closed fairly well. To test the validity of the first assumption regarding $n$, the critical size of nucleus, the data in Figure 3-2A was fit with different values of $n$ (results not shown). The $R^2$ value was the highest for $n$ equal to six and dropped below 0.9 for $n$ smaller than four or larger than nine. While nucleus sizes may take different values, statistically six was the least-squares estimator that minimized the sum of squared errors. Thus, the assumption of $n=6$ is reasonable for this study. Further experiments that measure fibril size distribution with time are clearly needed.

Since two independent measurements, $A_{600}$, and $A_{280}$, were used to follow the gain in fibrils and loss in protein with time, respectively, the model was first fit to each separate set of data and then to both sets of data simultaneously to obtain the values of the rate constants listed in Table 3-1 together with the goodness-of-fit estimates. First, the values of $k_{n,1}$ are about 8 order of magnitude smaller than those of $k_{f0,l}$, which confirms the widely held view that the nucleation rate was rate limiting and that fibrillation was extremely fast. For fits of both sets simultaneously (combined), the rate constants were $k_{n,j} = 3.74 \times 10^{-2} \text{ (h}^{-1}\text{mM}^{-1})$, $k_{n,r} = 1.01 \times 10^{-3} \text{ (h}^{-1})$, $k_{f0,l} = 2.75 \times 10^{6} \text{ (h}^{-1}\text{mM}^{-1})$, and $k_{f0} = 1.84 \times 10^{3} \text{ (h}^{-1})$. This set of rate constants was then chosen for the sensitivity analysis reported in the Supplemental Materials to evaluate the impact of each parameter. Since several folds of change in $k_{n,r}$ barely altered the fibrillation profile, $k_{n,r}$ was not further considered for the parameter optimization (Supplemental Material Figure S1).

Thermodynamically, the rate constants are related to the Gibbs free energy of transition from the monomer to the nuclei, $(n-1)$-mer. By summing up all the reactions except the last one in the nucleation process in Table 3-1, we obtain Eq. (3.13) below. The standard Gibbs free energy can be calculated from equilibrium constants with Eq. (3.14) [138], where $\Delta G^\circ$ denotes the free energy difference between monomers and $(n-1)$-mer clusters. The higher the ratio of the forward to the reverse rate constant, the more likely will the monomers convert to nuclei. Our calculated value of $\Delta G^\circ$ is 42.6±12.2 kJ/mol, which is of the same order of magnitude as that reported for amyloid fibers, 33.4 kJ/mol [115]. Further, since the values of $k_{n,1}$ are larger than $k_{n,r}$, the free energy should be negative and the nucleation process is spontaneous.

\[(n-1)A_1 \rightleftharpoons A_{n-1}\] 

(3.13)
\[
\Delta G^o = -RT \ln K_c = -RT \ln \prod_{i=1}^{n-1} \frac{k_{mu,i}}{k_{nu}}
\]

The model is also able to track various insulin species such as initial hexamers, monomers, dimers, other oligomers and fibrils. It can be seen from Figure 3-2B&C that (i) all the initial zinc stabilized hexamer had disappeared by \(\sim 2\) h, (ii) monomer reached a maximum at \(\sim 1\) h and disappeared by 6 h, (iii) very little dimer was present, (iv) significant fibril formation occurred at about 3.5 h and saturated at \(\sim 5.5\) h, and (v) formation and growth of trimers was faster than 4- and 5-mers and all three saturated at \(\sim 5.5\) h. The experiment starts off with the rapid breaking down of original insulin hexamers, which gives rise to a drastic increase of monomer concentration. During the second stage (1-4 h), a quasi steady-state of cluster distribution appears and the oligomer concentrations rise slowly at the expense of disappearing monomers \[10\]. After the wave front reaches a certain critical condition, sufficient fibril ends are formed to serve as active sites for further elongation. The autocatalytic nature of the newly formed fibrils ignites the creation of clusters rapidly through a positive feedback loop until the monomers are depleted and oligomers reach their steady state concentrations. These simulation results clearly describe the sigmoidal curves shown in Figure 3-2A for the formation and disappearance of fibrils and proteins, respectively.

Since sigmoidal behavior for most amyloidogenic proteins has been observed, this similarity in the response of many proteins suggests a common mechanism \[80, 81, 132\]. We decided to test our model with fibril formation data from the literature for several other such proteins. First, Sup35 is a yeast translation termination factor known to assemble in a prion-like form with its N and M segments governing prion formation \[87\]. Likewise, Aβ-40 is a protein fragment that aggregates into amyloid plaques and has been found in the brains of Alzheimer's disease patients \[45\]. However, for proteins other than insulin we needed to replace the hexamer dissociation step with a fast misfolding reaction. Shown in Fig. 3 are the fibrillation data for a NM amyloid fragment of Sup35 at 2.5 \(\mu\)M and the Aβ-40 segment at 80 \(\mu\)M as well as the best fits (solid lines) \[45, 87\]. The coefficients of determination and kinetic rate parameters are listed in Table 3-2. The large \(R^2\) values indicate the model fits the data well. For both NM and Aβ-40, the values of the nucleation rates \(k_{nu}\) are several orders of magnitude faster than those for insulin. This result is consistent with reports in the literature that indicate the ease of forming fibrils with NM and Aβ-40 \[45, 87\]. This demonstrates the flexibility of the model and suggests that the mechanism among amyloid proteins may be similar. More importantly, this model can potentially serve as the template for comparing and unifying data sets across different protein experiments carried out under various operational conditions such as changing initial concentrations, seeding and stirring. These effects are addressed next.
Table 3-2. Rate constants obtained by fitting the kinetic model to various experimental conditions (with ± one standard deviation)

<table>
<thead>
<tr>
<th>Factors</th>
<th>Figure #</th>
<th>Exp. notes &amp; Ref.</th>
<th>$k_{nu}$ (h⁻¹mM⁻¹)</th>
<th>$k_{ph}$ (h⁻¹mM⁻¹)</th>
<th>$k_p$ (h⁻¹)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solution</td>
<td>Fig. 2A</td>
<td>Insulin, abs@600nm</td>
<td>3.54 ± 2.12 × 10⁻²</td>
<td>2.73 ± 0.66 × 10⁶</td>
<td>1.93 ± 1.87 × 10³</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Insulin, conc.</td>
<td>4.72 ± 1.60 × 10⁻²</td>
<td>3.85 ± 3.59 × 10⁶</td>
<td>1.30 ± 0.66 × 10³</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Insulin, combined</td>
<td>3.74 ± 1.13 × 10⁻²</td>
<td>2.75 ± 0.48 × 10⁶</td>
<td>1.84 ± 0.42 × 10³</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Fig. 3</td>
<td>Prion [87]</td>
<td>7.10 ± 6.73 × 10⁻³</td>
<td>1.51 ± 1.22 × 10⁴</td>
<td>1.26 ± 2.04 × 10⁻¹</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aβ1-40 [45]</td>
<td>1.38 ± 0.53 × 10⁰</td>
<td>1.37 ± 0.89 × 10⁶</td>
<td>3.02 ± 2.64 × 10²</td>
<td>0.99</td>
</tr>
<tr>
<td>Initial conc</td>
<td>Fig. 4A</td>
<td>Insulin, all concs [117]</td>
<td>3.20 ± 0.42 × 10⁻¹</td>
<td>4.50 ± 0.50 × 10⁵</td>
<td>4.00 ± 0.88 × 10¹</td>
<td>0.92</td>
</tr>
<tr>
<td>Seeding</td>
<td>Fig. 5</td>
<td>Insulin, 0 &amp; 10% [70]</td>
<td>7.90 ± 1.40 × 10⁻²</td>
<td>1.52 ± 4.17 × 10⁶</td>
<td>1.99 ± 1.16 × 10¹</td>
<td>0.87</td>
</tr>
<tr>
<td>Stirring</td>
<td>Fig. 6</td>
<td>Insulin, 80 rpm [148]</td>
<td>1.43 ± 0.75 × 10⁻¹</td>
<td>4.20 ± 1.15 × 10⁶</td>
<td>7.14 ± 2.47 × 10⁰</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Insulin, 160 rpm [148]</td>
<td>2.68 ± 4.12 × 10⁻¹</td>
<td>1.27 ± 5.27 × 10⁷</td>
<td>5.19 ± 3.60 × 10¹</td>
<td>0.99</td>
</tr>
</tbody>
</table>
Figure 3-3  Fibrillation responses from other types of amyloid proteins. The fibrillation responses for a 2.5 μM NM amyloid fragment of Sup35 from yeast monitored by ThT fluorescence (open circles). Data source: Krishnan et al. [87]. The fibrillation responses for 80 μM Aβ1-40 measured by turbidity assay (open squares). Data source: Evans et al. [45]. The solid lines are the optimal nonlinear least square fit.

3.3.2 In vivo fibrillation kinetics

Most of the in vitro fibrillation experiments only last for a few hours which is short compared to the disease progression of senile dementia. Modeling fibrillation in vivo is much more complex than that in vitro because of several practical reasons. First of all, there are potential interactions between fibrils and neurons. There are upstream reactions that lead to generation of amyloid monomers as well as down stream ones that decompose amyloid oligomers and fibrils. Also the transportation of biomolecules in living systems is hard to track and model. Second, the in vivo measurement itself is harder to perform as metabolism may interfere with chemical or immunoassaying. Therefore, the quality and quantity of the data are not as good as those in vivo. Finally, the physiological conditions in vivo are more difficult to control such as pH values, temperature, and ionic strength, etc.

Yet we adopted the same in vitro kinetic model of amyloid fibrillation for in vivo experimental data as a preliminary step toward full scale modeling. Cortical neurons of APP transgenic mice were observed by the multiphoton microscope which is a breakthrough technique for monitoring newly formed amyloid plaques. In vivo imaging of amyloid pathology was recorded after the addition of blue methoxy-XO4, the staining specific for amyloid deposition. As shown in Figure 3-4, the sizes of the plaques increased rapidly within the first day of experiment and stayed at about the same level afterwards. We used the same values of reaction rate constants yet changed the initial amyloid protein concentration. The initial concentration we used for this case was 0.7 mg/mL compared to the value 2 mg/mL we used for matching Figure 3-2. Granted that other physiological factors may affect the rate at which amyloid proteins fibrillate, the time it took for significant amount of fibrils to form is roughly inversely proportional to the initial concentration of amyloid proteins. The following section discusses the concentration effects in details.
Figure 3-3 Fibrillation responses from other types of amyloid proteins. The fibrillation responses for a 2.5 μM NM amyloid fragment of Sup35 from yeast monitored by ThT fluorescence (open circles). Data source: Krishnan et al. [87]. The fibrillation responses for 80 μM Aβ1-40 measured by turbidity assay (open squares). Data source: Evans et al. [45]. The solid lines are the optimal nonlinear least square fit.

3.3.2 In vivo fibrillation kinetics

Most of the in vitro fibrillation experiments only last for a few hours which is short compared to the disease progression of senile dementia. Modeling fibrillation in vivo is much more complex than that in vitro because of several practical reasons. First of all, there are potential interactions between fibrils and neurons. There are upstream reactions that lead to generation of amyloid monomers as well as down stream ones that decompose amyloid oligomers and fibrils. Also the transportation of biomolecules in living systems is hard to track and model. Second, the in vivo measurement itself is harder to perform as metabolism may interfere with chemical or immunoassaying. Therefore, the quality and quantity of the data are not as good as those in vivo. Finally, the physiological conditions in vivo are more difficult to control such as pH values, temperature, and ionic strength, etc.

Yet we adopted the same in vitro kinetic model of amyloid fibrillation for in vivo experimental data as a preliminary step toward full scale modeling. Cortical neurons of APP transgenic mice were observed by the multiphoton microscope which is a breakthrough technique for monitoring newly formed amyloid plaques. In vivo imaging of amyloid pathology was recorded after the addition of blue methoxy-X04, the staining specific for amyloid deposition. As shown in Figure 3-4, the sizes of the plaques increased rapidly within the first day of experiment and stayed at about the same level afterwards. We used the same values of reaction rate constants yet changed the initial amyloid protein concentration. The initial concentration we used for this case was 0.7 mg/mL compared to the value 2 mg/mL we used for matching Figure 3-2. Granted that other physiological factors may affect the rate at which amyloid proteins fibrillate, the time it took for significant amount of fibrils to form is roughly inversely proportional to the initial concentration of amyloid proteins. The following section discusses the concentration effects in details.
Figure 3-4 *In vivo* fibrillation responses in cortical neurons of APP transgenic mice. Multiphoton Imaging techniques were used to track the size of amyloid beta plaque since its formation [109]. The experiment continued for about one week (open triangles and circles) with the simulation results by our model (solid line).

### 3.3.3 Initial concentration effects

Data from Fink’s group [117] showing the effect of varying initial concentration (0.2 to 20 mg/mL) of human recombinant insulin on the fibrillation are reproduced in Error! Reference source not found.A. Clearly, the higher the initial concentration of insulin, the shorter the lag-time and the steeper the growth curve. However, as can be seen from the figure, the ThT intensity asymptotes for long times are not proportional to the initial amount of protein in the feed. This result coincides with other results in our group (unpublished). Thus, ThT fluorescence does not grow linearly with respect to the amount of fibers present. By applying a single set of kinetic rate constants for seven different initial concentrations, our initial simulations did show consistent trends. However, at first the simulated asymptote of each individual concentration could not match the experimental results.

In order to quantify the concentration results better, nonlinear effects from at least two possible sources should be considered; the non-ideal behavior of proteins at high concentrations and a possible artifact from the fluorescence ThT assay. The activity coefficients of proteins at high concentrations are typically not constants and should be considered in the model [4]. Second, as mentioned above, nonlinearity with the ThT signal exists perhaps because ThT measurements depends on the ThT:fibril formation which involves stoichiometric binding of both compounds [97]. This nonlinear relationship is unknown so the proportionality constants based on each curve was estimated. The first step was to estimate the activity of insulin at each concentration based on the experimental data given a set of kinetic rate constants. Afterwards, the activity coefficients were computed by dividing the activity values by the original concentrations. Finally, the concentration of ThT:fibril complex was the product of proportional constant and asymptotic fibril concentration. The values of the activity coefficient and ThT:fibril
complex concentration are summarized in Error! Reference source not found.B. As expected from estimates using the equation of state, it can be seen from Error! Reference source not found.B that the calculated activity coefficients decreased with an increase in the initial insulin concentration. On the other hand, since the amount of ThT added in each run was fixed regardless of the initial amount of insulin added, it became the limiting agent at high insulin concentration. Thus, ThT:fibril complex concentration did not rise linearly with increasing initial insulin concentration, but appeared to reach an asymptote.

After the adjustment regarding the nonlinearity, the simulated results by our model match the experimental data better. Yet additional experiments that measure the actual protein quantities by osmotic pressure, for example, and determine the multivariate relationship between ThT concentration, amyloid fibrils, and fluorescence signal would be useful in testing our hypothesis.
Figure 3-5 Initial concentration effects on insulin fibrillation were monitored by ThT fluorescence. (A) The experimental measurements and simulations of fibrillation responses starting at seven initial insulin concentrations: 20 mg/ml (solid circles), 10 mg/ml (open circles), 5.0 mg/ml (solid triangles), 2.0 mg/ml (open triangles), 1.0 mg/ml (solid squares), 0.5 mg/ml (open squares), and 0.2 mg/ml (solid diamonds). The solid lines are the optimal nonlinear least square fit. Data source: Nielsen, 2001 [117]. (B) The estimated activity coefficients (solid circles) and equilibrated ThT:fibril complex concentrations (solid squares) as functions of initial insulin concentrations. The lines are used to connect the calculated points and do not represent a fit.

3.3.4 Effects of seeding

The addition of fibril seeds to a solution that is in the process of forming fibrils shortens the lag time. This effect has been termed a “nucleation-dependent” phenomenon by Wood et al. [174]. They explained that the added seeds act as catalytic sites that induce conformational changes in the protein (α-synuclein) and accelerate the reaction rates; also Scheibel et al. [132] have termed this “nucleated conformational conversion”. In Figure 3-6 both the effect of adding seeds to the initial insulin solution (2 mg/ml) and our simulation results are shown [70]. For the simulations, a single set of rate constant values was used for both curves because seeding only increases the likelihood of collision but not the probability of the corresponding reaction actually taking place. Since only the weight of the added fibril seeds was reported, the number of reactive ends was not known (nor details about the length distribution of fibrils). Thus, the estimated initial fibril concentration was obtained by minimizing the total sum of squared errors from both data sets with and without seeding. The best estimate for the initial concentration of fibril was $2.53 \times 10^{-7}$ mM for a 10 wt% addition of seeds. This low value supports the hypothesis that fibril ends were the reactive sites although fibrils were composed of a large number of monomers [142]. As can be seen from the fit of the model to the data in Figure 3-6, the model does not capture the effect of the shortened lag-time very accurately. A possible reason was that there exists size distribution of the added seeds and clusters. Unfortunately, without knowledge of this distribution, an estimate of the total added number of fibril ends was made. This likely oversimplified the seeding processes.

The explanation of the seeding effect from this analysis is based on the fact that the rate constants for fibril growth were orders of magnitude larger than those for the nucleation process. Hence fibril growth could not take place unless sufficient amounts of nuclei were present. Therefore, the addition of seeded fibrils allows the system to by-pass the slow nucleation phase and reach the growth phase much faster and earlier.
3.3.5 Stirring effects

It has been reported that stirring or shaking can shorten the lag phase and speed up fibrillation process. One proposed reason for these effects was that agitation would increase the air-water interface and the presence of additional hydrophobic interfaces (air) would accelerate nucleation [148]. Other possible explanations include that additional mixing accelerates polymerization by breaking up large complexes and increasing the collision of reactive complexes with each other and with fiber ends [142]. Figure 3-7 contains the transient responses of measured as well as simulated dissolved insulin concentrations under different rotational speeds for an initial concentration of 0.6 mg/ml [148]. Both demonstrate that higher rotational speed results into faster fibrillation and shorter lag times. From Table 3-2, the rate constants increase for nucleation and for fibril formation with increased mixing. That is, the values of $k_{nu,1}$ and $k_{fb,1}$ roughly doubled and tripled, which suggest an increase in the mass transfer coefficients caused by a higher collision rate between monomers and oligomers as well as between monomers and fibrils. The nearly four fold increase in $k_{fb}$ indicates that the fibers were losing oligomers from the end of the fibrils to create new nuclei.

A simple film theory can be adopted to predict the apparent rate constants under the influence of both transport and reaction [94]. According to this theory, transport and reaction resistances are in parallel and additive. Hence, being limited by diffusion at first, the rate of stationary process may increase and become reaction-controlled under stirring. The faster rotation initially results in larger apparent rate constants but the process may eventually become reaction controlled. Beyond that point, even more vigorous stirring and hence convection would not speed up the reaction any longer. Measuring fibrillation responses under different rotational speed can help estimating the amount of kinetic energy needed to overcome the diffusion barrier.
Figure 3-7 The dissolved insulin concentrations measured by UV absorbance. The concentration is 0.6 mg/mL under different speeds of stirring: 80 revolutions per minute (rpm) (solid circles), and 160 rpm (solid squares). The solid lines are the optimal nonlinear least square fit. Data source: Slusky, 1991 [148].

3.3.6 Effects of adding stabilizing and destabilizing osmolytes

To investigate the role of osmolytes during nucleation and fibril formation, 300 mM osmolytes were added to the 2 mg/ml insulin solution at pH 1.6 and 65°C. The time course of fibrillation was followed by measuring A<sub>600</sub>. To probe the effect of stabilizing osmolytes different sugars were chosen to reduce protein denaturation and aggregation in solution. Furthermore, sugars varying in chemical structure viz. monosaccharide (glucose, fructose), disaccharide (maltose, sucrose, trehalose) and trisaccharide (raffinose, melezitose) were used. Urea and guanidium hydrochloride were chosen as standard destabilizing osmolytes. The thermodynamic and structural properties of the osmolytes, their effect on the fibrillation process, the rate constants of nucleation and growth and the goodness-of-fit for the model are summarized in Table 3-3. For the fibrillation process, the osmolytes at 300 mM are compared to that without osmolyte at 2 mg/ml insulin (Table 3-3). Figure 3-8 illustrates the effect of the osmolytes on fibrillation kinetics. In the absence and presence of osmolytes, the nucleation and growth curves exhibit an initial lag phase followed by fibril growth and saturation or equilibrium. The lag-time changed substantially suggesting that the formation of a critical nucleus was dependent on the additives. From Figure 3-8, it can be clearly seen that stabilizing osmolytes (sugars) and destabilizing osmolytes (urea and guanidium hydrochloride) delay and speed-up the nucleation process, respectively.
Figure 3-8  Fibrillation kinetics of 2 mg/ml human insulin at pH 1.6, T = 65°C. 300 mM osmolytes was added to the insulin solution at t = 0 in all cases. Effect of (A) monosaccharides – glucose and fructose. (B) disaccharides – maltose, sucrose and trehalose. (C) trisaccharides – raffinose and melezitose. (D) Effect of destabilizers – urea and guanidium hydrochloride. Symbols are experimental data and solid lines are best model fit. Absorbance at 600 nm (A600) is a measure of the suspended solids (fibrils).
Table 3-3 Osmolytes and their properties together with their influence on fibrillation kinetics

<table>
<thead>
<tr>
<th>Osmolyte</th>
<th>Heat of solution [111], ΔHₜ (kJ/mol)</th>
<th>Neutral molecular surface area, A₀ (Å³)</th>
<th>Nucleation rate constant, k_nu⁺ (h⁻¹ mM⁻¹)</th>
<th>Fibrillation rate constant, k_fb⁻ (h⁻¹ mM⁻¹)</th>
<th>Lag-time, tᵣₑ (h)</th>
<th>Goodness of fit, R² (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native</td>
<td>-</td>
<td>-</td>
<td>2.09 x 10⁻⁴</td>
<td>4.67 x 10⁶</td>
<td>3.30</td>
<td>0.978</td>
</tr>
<tr>
<td>Mono-saccharide</td>
<td>Glucose</td>
<td>-5.67</td>
<td>80.2</td>
<td>2.33 x 10⁻²</td>
<td>4.48 x 10⁶</td>
<td>3.12</td>
</tr>
<tr>
<td></td>
<td>Fructose</td>
<td>N/A</td>
<td>88.9</td>
<td>2.05 x 10⁻²</td>
<td>4.21 x 10⁶</td>
<td>3.36</td>
</tr>
<tr>
<td>Di-saccharide</td>
<td>Maltose</td>
<td>-19.4</td>
<td>113.7</td>
<td>1.78 x 10⁻²</td>
<td>4.27 x 10⁶</td>
<td>3.66</td>
</tr>
<tr>
<td></td>
<td>Sucrose</td>
<td>-16.3</td>
<td>137.3</td>
<td>1.26 x 10⁻²</td>
<td>4.18 x 10⁶</td>
<td>4.38</td>
</tr>
<tr>
<td></td>
<td>Trehalose</td>
<td>-27.2</td>
<td>145.2</td>
<td>1.48 x 10⁻²</td>
<td>3.75 x 10⁶</td>
<td>4.08</td>
</tr>
<tr>
<td>Tri-saccharide</td>
<td>Raffinose</td>
<td>-38.3</td>
<td>N/A</td>
<td>9.80 x 10⁻³</td>
<td>3.20 x 10⁶</td>
<td>5.16</td>
</tr>
<tr>
<td></td>
<td>Melezitose</td>
<td>N/A</td>
<td>N/A</td>
<td>8.66 x 10⁻³</td>
<td>3.08 x 10⁶</td>
<td>5.52</td>
</tr>
<tr>
<td>Destabilizing</td>
<td>Urea</td>
<td>-</td>
<td>11.6</td>
<td>3.71 x 10⁻²</td>
<td>5.46 x 10⁶</td>
<td>2.40</td>
</tr>
<tr>
<td></td>
<td>Guanidium chloride</td>
<td>-</td>
<td>11.6</td>
<td>3.80 x 10⁻²</td>
<td>5.45 x 10⁶</td>
<td>2.40</td>
</tr>
</tbody>
</table>

3.4 Conclusion and further development

A three-stage model of fibrillation developed here was able to simulate the experimental data measured by us and by others. Hence, it provides a physical rational for the generic sigmoidal (formation of fibrils) and inverse sigmoidal (loss of protein) fibrillation responses. In addition to the autocatalytic nature of fibril growth, the large difference between nucleation and growth rate constants lead to ultra-fast growth of fibrils after the lag period. Estimated from the ratio of the forward and backward nucleation rate constants, the Gibbs free energy change (ΔG⁰) of spontaneous reaction involving insulin monomers converted into nuclei was as large as 42.6 kJ/mol. In comparison with the logistic equation used by Nielsen et al. [117] and others, the computational model presented here can be simplified into the same functional form to fit fibrillation responses. The physically meaningful rate constants in our model correspond to experimentally observable variables. Previous mechanistic models have provided insight, such as the enzymatic nature of the fibril ends [132], the critical size of nucleus [143], and detailed equations from population balances [123]. Yet most of these models do not explicitly predict the delay time and nor do they follow the sigmoidal behavior observed during experiments. For incorporating sets of nucleation and elongation reactions, the present model and the one proposed by Flyvbjerg et al. [47] both demonstrate better goodness-of-fit. Yet of these two models the detailed reactions schemes and predicted asymptotic oligomer concentration are different. It will take further work to differentiate these two models to determine the applicability of each one.
Based upon the profiles of insulin fibrillation, the values of the same rate constant ($k_{nu,1}$, $k_{ph,1}$ or $k_{ph}$) estimated under different conditions of initial insulin concentration, seeding, or mixing effects were relatively close. On the contrary, prion and Aβ1-40 demonstrate nucleation rates several orders faster than those for insulin, because both proteins are known to form fibrils under mild conditions (physiological pH and room or physiological temperature). For the initial insulin concentration effects, the simulated responses starting at different initial concentrations show a consistent trend with the experiments. The seeding effects of shorter lag time and faster growth rate were reflected in the predicted results by introducing a hypothetical amount of additional initial fibrils. The stirring raised the nucleation and elongation rates, which could be due to higher collision rates and more rapid dissociation of oligomers possibly from the ends of fibrils. Consequently higher reaction rates result in the shorter lag time and the steeper concentration profile.

Based on the work reported here, the following experiments are suggested to help further confirm a physical basis of the model and possibly indicate the molecular conformational properties that would be needed for inhibitors to bind to the nucleus or other oligomers so as to reduce their toxic effects. First, it is critically important to quantify the relationship between the output variables with the state variables of interest; i.e., match the spectroscopic measurements with the actual concentrations of fibrils. Second, one needs to track the temporal evolution of the oligomers (dimers, trimers... nucleus) and fibrils (i.e. fibril lengths and their temporal distribution) possibly by AFM to verify the critical nucleus size. Larger-size clusters could be followed using dynamic light scattering and isolated using a fractionation procedure together with a toxicity assay to determine actual pathogenic species [19, 87, 100, 104]. Third and fourth, with respect to seeding and agitation effects, a series of carefully designed experiments are needed [142]. For example, the number and size distribution of seeded fibrils should be known and varied prior to seeding so as to confirm the importance of the amino acids at the end of the fibrils or the total number of amino acids within the fibrils as reactive sites. In all the mixing or agitation experiments reported to date in the literature, the fundamental fluid mechanical properties (shear rate and distribution, vorticity, etc.) of the mixing conditions have not been reported. Clearly, what is needed is a well-controlled mixing experiment in which the sigmoidal fibrillation run is conducted under different and well-designed fluid mechanical conditions. Fifth, it could be very important to vary the temperature, pH and ionic strength during fibrillation. One could then estimate the activation energy and activity coefficients for formation of oligomers and fibrils. Sixth, based on molecular structures of several amyloid peptides that have been previously simulated [115, 116], the aggregation rate constants among oligomers could be estimated. In brief, our model extracts rate constants from transient experiments and bridges the gap between experiments and molecular simulation. This methodology can be used to evaluate the potential of fibrillation inhibitors or enhancers by the decrease or increase in reaction rates they introduce [99].

In summary, amyloid proteins undergo three stages: misfolding, nucleation, and elongation, before turning into fibril aggregates. Validated by many experimental results, this mechanistic model is applicable for various types of proteins, and for fibrillation under different environmental conditions. Further experiments tracking oligomer concentrations and theoretical analysis of molecular simulations are promising for determining pathological species and the desired properties of fibrillation inhibitors.
Table 3-4. The summary of nomenclature in Chapter 3

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Units</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_0$</td>
<td>mM</td>
<td>Initial insulin concentration</td>
</tr>
<tr>
<td>$A_1$</td>
<td>mM</td>
<td>Insulin monomer or insulin monomer concentration</td>
</tr>
<tr>
<td>$A_{hex}$</td>
<td>mM</td>
<td>Original insulin hexamer or its concentration</td>
</tr>
<tr>
<td>$A_i$</td>
<td>mM</td>
<td>Insulin cluster consisting of i monomers or its concentration</td>
</tr>
<tr>
<td>$b$</td>
<td>mM$^{-1}$</td>
<td>Proportional constant relating fibril concentration to exp signal</td>
</tr>
<tr>
<td>$d_{iF}$</td>
<td>m</td>
<td>The mean free path between monomer and fibril</td>
</tr>
<tr>
<td>$D_{Ai}$</td>
<td>m$^2$s$^{-1}$</td>
<td>Diffusivity of oligomer $A_i$</td>
</tr>
<tr>
<td>$D_F$</td>
<td>m$^2$s$^{-1}$</td>
<td>Diffusivity of fibril</td>
</tr>
<tr>
<td>$\Delta G^\circ$</td>
<td>kcal/mol</td>
<td>Gibbs free energy of the reaction of monomers becoming $(n-1)$-mers</td>
</tr>
<tr>
<td>$f$</td>
<td>-</td>
<td>Our fibrillation model expressed as a function</td>
</tr>
<tr>
<td>$F$</td>
<td>mM</td>
<td>Fibrils or fibril concentration</td>
</tr>
<tr>
<td>$i$</td>
<td>#</td>
<td>Index of nucleation or elongation reaction or the size of cluster</td>
</tr>
<tr>
<td>$J_{hex}$</td>
<td>mM$\cdot$h$^{-1}$</td>
<td>The reaction flux of original insulin decomposition</td>
</tr>
<tr>
<td>$J_{nu,i}$</td>
<td>mM$\cdot$h$^{-1}$</td>
<td>The flux of $i$-th nucleation reaction</td>
</tr>
<tr>
<td>$J_{f,b,i}$</td>
<td>mM$\cdot$h$^{-1}$</td>
<td>The flux of $i$-th fibrillation reaction</td>
</tr>
<tr>
<td>$k_{app}$</td>
<td>h$^{-1}$</td>
<td>The apparent growth rate of fibril, which is equal to $1/\tau$</td>
</tr>
<tr>
<td>$K_c$</td>
<td>mM$^{-(n-2)}$</td>
<td>Equilibrium constant between monomers and $(n-1)$-mers</td>
</tr>
<tr>
<td>$k_{hex}$</td>
<td>h$^{-1}$</td>
<td>Reaction rate constant of original insulin decomposition</td>
</tr>
<tr>
<td>$k_{f,b}$</td>
<td>h$^{-1}$</td>
<td>General reverse rate constant of fibrillation reaction</td>
</tr>
<tr>
<td>$k_{f,b,1}$</td>
<td>h$^{-1}$$\cdot$mM$^{-1}$</td>
<td>Forward rate constant of the first fibrillation reaction</td>
</tr>
<tr>
<td>$k_{f,b,i}$</td>
<td>h$^{-1}$$\cdot$mM$^{-1}$</td>
<td>Forward rate constant of $i$-th fibrillation reaction</td>
</tr>
<tr>
<td>$k_{f,b,-i}$</td>
<td>h$^{-1}$</td>
<td>Reverse rate constant of $i$-th fibrillation reaction</td>
</tr>
<tr>
<td>$k_{nu,1}$</td>
<td>h$^{-1}$$\cdot$mM$^{-1}$</td>
<td>Forward rate constant of the first nucleation reaction</td>
</tr>
<tr>
<td>$k_{nu}$</td>
<td>h$^{-1}$</td>
<td>General reverse rate constant of nucleation reaction</td>
</tr>
<tr>
<td>$k_{nu,i}$</td>
<td>h$^{-1}$$\cdot$mM$^{-1}$</td>
<td>Forward rate constant of $i$-th nucleation reaction</td>
</tr>
<tr>
<td>$k_{nu,-i}$</td>
<td>h$^{-1}$</td>
<td>Reverse rate constant of $i$-th nucleation reaction</td>
</tr>
<tr>
<td>$m_i$, $m_f$</td>
<td>h$^{-1}$</td>
<td>The slope of initial and final fibrillation response curve, respectively</td>
</tr>
<tr>
<td>$n$</td>
<td>#</td>
<td>Critical number of monomers in a nucleus</td>
</tr>
<tr>
<td>$n_{exp}$</td>
<td>#</td>
<td>The number of experimental data points</td>
</tr>
<tr>
<td>$N$</td>
<td>#</td>
<td>The average size of fibrils in terms of number of monomer</td>
</tr>
<tr>
<td>$\bar{N}$</td>
<td>mol$^{-1}$</td>
<td>Avogadro constant</td>
</tr>
<tr>
<td>$\Phi(\theta)$</td>
<td>-</td>
<td>The objective function to be optimized with respect to $\theta$</td>
</tr>
<tr>
<td>$R$</td>
<td>J/molK</td>
<td>Ideal gas constant, 8.314</td>
</tr>
<tr>
<td>$R^2$</td>
<td>-</td>
<td>Coefficient of determination</td>
</tr>
<tr>
<td>$R_{Ai}$</td>
<td>m</td>
<td>Characteristic length of oligomer $A_i$</td>
</tr>
<tr>
<td>$r_1$, $r_2$</td>
<td>mM</td>
<td>The first and second roots of the fibril quadratic equation</td>
</tr>
<tr>
<td>$t_0$</td>
<td>h</td>
<td>The time to 50% of maximal signal or the time of inflection point</td>
</tr>
<tr>
<td>$t_i$</td>
<td>h</td>
<td>The time of $i$-th experimental data point</td>
</tr>
<tr>
<td>$t_{v,a/2}$</td>
<td>-</td>
<td>Student’s t-distribution with degree of freedom $v$, significance level $\alpha$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>h</td>
<td>The time constant of fibril growth and it is equal to $1/k_{app}$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>-</td>
<td>The vector of parameters to be estimated</td>
</tr>
</tbody>
</table>
4 Modeling Short Term Plasticity

Short-term facilitation and depression refer to the increase and decrease of synaptic strength under repetitive stimuli within a timescale of milliseconds to seconds. This phenomenon has been attributed to primarily presynaptic mechanisms such as calcium-dependent transmitter release and presynaptic vesicle depletion. Previous modeling studies that aimed to integrate the complex short-term facilitation and short-term depression data derived from varying synapses have relied on computer simulation or abstract mathematical approaches. Here, we propose a unified theory of synaptic short-term plasticity based on realistic yet tractable and testable model descriptions of the underlying intracellular biochemical processes. Analysis of the model equations leads to a closed-form solution of the resonance frequency, a function of several critical biophysical parameters, as the single key indicator of the propensity for synaptic facilitation or depression under repetitive stimuli. This integrative model is supported by a broad range of transient and frequency response experimental data including those from facilitating, depressing or mixed-mode synapses. Specifically, the theory predicts that high calcium initial concentration and large gain of calcium action result in low resonance frequency and hence depressing behavior. In contrast, for synapses that are less sensitive to calcium or have higher recovery rate, resonance frequency becomes higher and thus facilitation prevails. The notion of resonance frequency therefore allows valuable quantitative parametric assessment of the contributions of various presynaptic mechanisms to the directionality of synaptic short-term plasticity. Also the model provides the reasons behind the switching behavior between facilitation and depression observed in experiments.

4.1 Current understanding of short term plasticity

Homosynaptic short-term plasticity (facilitation or depression) which operates within the timescale of several seconds [183] is fundamental to some primary forms of nonassociative learning such as habituation and sensitization in invertebrates and in mammals [24, 145]. These stimulus frequency-dependent synaptic processes have been linked to certain brain calculus or dynamic filtering computations that underlie a variety of brain functions and abnormalities [49, 126]. In cortical neurons, short-term plasticity provides a dynamic gain control mechanism that recalibrates the synaptic efficacy specific to certain input firing rate for optimal transmission [3, 160].

Synapses at different locations may demonstrate distinct short-term plasticity responses appropriate for specific functional roles [21]. Also, parallel inputs to a target may express a balanced mixture of synaptic facilitation and depression such that a linear input-output relationship is maintained regardless of the input firing rate [102]. The relative balance between short-term facilitation and depression in some neural pathways may undergo developmental changes that alter the signal transfer characteristics of these pathways [35]. In some brain regions, neurons innervated by the same nerve bundle may express distinct short-term or long-term plasticity that is specific to the afferent inputs [181].
Although both pre- and postsynaptic mechanisms may contribute to short-term plasticity, the preponderance of evidence indicates that postsynaptic effects are typically minor compared to presynaptic ones [6, 61, 183]. In particular, presynaptic vesicle trafficking is generally considered crucial in explaining short-term plasticity. For instance, the classic presynaptic vesicle depletion model is often used to follow depression dynamics [157, 165, 175] whereas calcium-dependent transmitter release is usually invoked to model facilitation [12, 179]. These early studies considered facilitation and depression separately without integrating the common pathways they share. Yet more recent experimental data point out that these two phenomena are not completely independent [38, 102, 106, 152].

Recently, there have been increasing efforts to develop integrative models that can unify the synaptic depression and facilitation data [38, 106]. Markram et al. [16] introduced a phenomenological model in which they describe the effects of action potential on the utilization of synaptic efficacy and the subsequent recovery. Both depressing and facilitating responses can be explained by their model. Although mathematically simple, most of the model’s abstract parameters such as absolute synaptic efficacy and utilization of synaptic efficacy are not experimentally measurable or physiologically well-defined. Dittman et al. [77] proposed a comprehensive depression-facilitation model which incorporated detailed descriptions of the calcium dynamics involved in the transmitter release process. Yet the overall model complexity makes it difficult to interpret the effect of each model parameter on the excitatory response. Therefore, without extensive sensitivity analysis of model parameters, it is not straightforward to use the model to predict changes in short-term plasticity in new experiments.

Here, we present a general mathematical framework for presynaptic facilitation and depression based on first principles and established experimental data, with a view to pinpointing how specific biochemical parameters may contribute to the up- or down-regulation of synaptic strength. The proposed unified theory leads to a closed-form formula that parsimoniously predicts various forms of short-term synaptic plasticity with facilitation, depression, or mixed effects.

4.2 Model Development

4.2.1 Higher structure of the kinetic model

Figure 4-1A illustrates the principal biochemical pathways for excitatory neural transmission at a glutamatergic synapse. Correspondingly, Figure 4-1B summarizes the model structure consisting of three parts: calcium buffering, vesicle trafficking, and postsynaptic first order delay. At first, presynaptic stimuli modulate calcium concentration through calcium buffering, which is represented by a first-order linear differential equation. Then neurotransmitter vesicle trafficking triggered by the surge of calcium concentration is modeled by a set of chemical kinetics nonlinear differential equations. Finally, a linear first-order delay equation is adopted to convert transmitter release to postsynaptic response. Corresponding model equations are presented in the following sections. All model equations and stimuli were implemented on Matlab® Simulink (The Mathworks, Natick, MA). Table 4-3 defines the nomenclature of symbols used.
Figure 4-1 The diagram of cellular structure and signal process at synapse relevant to short-term plasticity.
A. The simplified structure of generic synaptic junctions and signal transmission pathways involved. AMPAR stands for α-amino-5-hydroxy-3-methyl-4-isoxazole propionic acid receptor; EPSC is excitatory postsynaptic current. B. The summary of the model structure with signals transduction from presynaptic compartment to postsynaptic compartment in series.

4.2.2 Presynaptic calcium buffering

A classic mechanism of short-term facilitation is the buildup of presynaptic residual calcium and the resultant increase in neurotransmitter release [6, 55, 79]. A first-order decay model is commonly used to relate calcium current $I_{Ca}$ with intracellular calcium concentration $Cai$ [39, 114]:

$$\tau_{cai} \frac{dCai(t)}{dt} = (-Ca_i + Ca_{i0}) + K_{Ca} I_{Ca} \approx (-Ca_i + Ca_{i0}) + K_{Ca} \sum_{k=1}^{N_p} \delta(t - t_k)$$ (4.1)

The intracellular calcium concentration starts at $Ca_{i0}$ and is raised incrementally by each stimulus impulse, approximated herein by a Dirac Delta function $\delta(t)$ [38, 128]. The impact of each stimulus impulse to the intracellular calcium concentration is equal to the product of calcium gain and calcium current ($K_{Ca} I_{Ca}$). The calcium gain ($K_{Ca}$) is to convert the unit of charge to the unit of concentration. Once the stimulus sequence ($k = 1, 2, \ldots, N_p$) ends, $Ca_i$ decays with time constant $\tau_{cai}$ toward $Ca_{i0}$.
4.2.3 Presynaptic calcium-dependent vesicle trafficking

A vesicle depletion model with recovery has been variously proposed to describe the synaptic short-term depression process [13, 39]. According to this model, the active zone for transmitter release is either occupied by releasable vesicles ($N_{rel}$) or empty ($N_{empty}$): 

\[
\text{Exocytosis: } N_{rel} \xrightarrow{p_{rel}I_{Ca}} N_{empty} + n \cdot \text{Glu}
\]

\[
\text{Recovery: } N_{empty} \xrightarrow{k_{reco}} N_{rel}
\]

Upon stimulation, releasable vesicles discharge transmitters such as glutamate (Glu) and become empty after exocytosis. Calcium current ($I_{Ca}$) triggers swift and sharp increase of local calcium concentration which is necessary for inducing exocytosis. Therefore, exocytosis is assumed to occur only during each stimulus impulse with release probability $P_{rel}$ [38, 84, 158]. The exocytosis process involves docking and priming of synaptic vesicle as well as fusion between the vesicle and membrane [170]. Several presynaptic protein molecules such as Munc13, Rab3, synaptotagmin, and kainate, have been suggested to mediate the calcium-dependent transmitter release [46, 130, 133, 156]. Meanwhile, empty vesicles are recycled and recover with rate constant $k_{reco}$ [13, 107]. Synaptotagmin has also been found to facilitate vesicle recycling [170].

The flux of glutamate release ($\text{Flux}_{\text{Glu}}$) is equal to the stoichiometric coefficient ($n$) times the reaction flux of exocytosis. The latter is equal to the number of releasable vesicles ($N_{rel}$) multiplied by exocytosis rate constant ($P_{rel}I_{Ca}$). Even though some studies suggested higher order dependence of exocytosis rate on calcium current, the release probability has been assumed to be proportional to the first order of calcium current ($I_{Ca}$) or Dirac delta function for simplicity [38, 106]. For experiments with constant calcium current triggered by each stimulus, such simplification can be justified as the trend of the response will not be influenced by the constants being raised to higher power. Further, $N_{rel}$ is the product of two factors: the dimensionless ratio of releasable vesicles ($R_{rel}$) and the sum of empty and releasable vesicles ($N_{total}$). Hence,

\[
\text{Flux}_{\text{Glu}} = \frac{d\text{Glu}(t)}{dt} = nN_{rel}P_{rel}I_{Ca} = nN_{total}R_{rel}P_{rel}I_{Ca}
\]

(4.3)

Since $N_{total}$ remains roughly constant within the timeframe of a few seconds [77], Eq. (4.3) shows that $\text{Flux}_{\text{Glu}}$ is determined by two key variables: $R_{rel}$ and $P_{rel}$. Initially, $R_{rel} = 1$ under the assumption that all vesicles are fully refilled at first. From Eq. (4.2), the time course of $R_{rel}$ during stimulation depends on the difference between the recovery and exocytosis rates. The former term is equal to the fraction of empty vesicles ($I-R_{rel}$) multiplied by $k_{reco}$ while the latter is the ratio of releasable vesicles ($R_{rel}$) times the exocytosis rate constant. Thus, the rate of change in $R_{rel}$ can be expressed as:

\[
\frac{dR_{rel}(t)}{dt} = k_{reco}(1 - R_{rel}) - P_{rel}I_{Ca}R_{rel}
\]

(4.4)
As shown in Fig. 2B, $R_{rel}$ starting from an initial value of unity decreases with time because of vesicle depletion caused by repetitive stimuli. It continues to fall until reaching the level where consumption is balanced by recovery.

The other variable, release probability $P_{rel}$, is dependent upon intracellular calcium concentration [7]. Evidence suggests that the binding of calcium ion to its sensor, synaptotagmin-1, is cooperative and obeys the Hill equation [40, 124]:

$$P_{rel} = P_{rel, max} \frac{Ca^{n_Hall}}{Ca^{n_Hall} + K_{rel,1/2}}$$  (4.5)

The value of Hill coefficient ($n_{Hill}$) was reported to be four on average which coincides with the number of binding sites of calcium on calmodulin [79, 131]. The parameter $P_{rel, max}$ denotes maximum release probability while $K_{rel,1/2}$ is the $[Ca_i]$ at half occupation.

Repetitive stimulation of presynaptic neurons was found to elicit steady-state excitatory postsynaptic current (EPSC) larger than those expected from the above depletion model [24, 88, 165]. To rectify this discrepancy, the idea of calcium-dependent recovery was proposed (Dittman et al., 2000). We used ligand binding kinetics to describe the dependence of recovery rate constant on residual calcium. As shown in Eq. (4.6), the value of rate constant $k_{recov}$ drops to $k_{recov, min}$ when $Ca_i$ is small, and approaches $k_{recov, max}$ when $Ca_i$ greatly exceeds the affinity constant $K_{recov,1/2}$:

$$k_{recov} = k_{recov, min} + (k_{recov, max} - k_{recov, min}) \frac{Ca_i}{Ca_i + K_{recov,1/2}}$$  (4.6)

4.2.4 Postsynaptic response

EPSC responses to presynaptic transmitter release are commonly modeled by a first-order decay equation [37, 38]:

$$\tau_{EPSC} \frac{dEPSC(t)}{dt} = -EPSC - K_{Glu} Flux_{Glu}$$  (4.7)

where $K_{Glu}$ is the gain of EPSC per unit glutamate flux and $\tau_{EPSC}$ is the EPSC decay time constant.

4.3 Modeling Results

Based on the above dynamic model of synaptic transmission, we derived an analytical solution to predict the postsynaptic plasticity response with respect to varying frequency of stimulation. The experimental data for model validation came from the calyx of Held in brainstem, parallel fibers to cerebellar Purkinje cells, and neocortical pyramidal cells.
4.3.1 Analytical Solution of Stimulation Frequency-Dependent Plasticity

Stimulation frequency-dependent synaptic plasticity has long been recognized [157, 182]. Previous modeling studies have used physiologically complete but mathematically less intuitive expressions to describe this phenomenon [38]. A more tractable approach is to consider the impulse-by-impulse moving time-averaged (instead of instantaneous) values of all state variables and solve for the resultant steady-state EPSC as a function of stimulation frequency. This simplification allowed our derivation of a closed-form solution that clearly delineates the key determinants of short-term synaptic plasticity.

Steady-state EPSC as an explicit function of stimulation frequency

Since the EPSC caused by a stimulus impulse is proportional to the corresponding glutamate flux (Eq. (4.3)), the steady-state EPSC at any stimulation frequency \( r \) (\( EPSC_{ss}(r) \)) can be rewritten as:

\[
EPSC_{ss}(r) \propto Flux_{Glu,ss}(r) \text{ per stimulus impulse} = nN_{total} \cdot P_{rel,ss}(r)R_{rel,ss}(r) \tag{4.8}
\]

where \( P_{rel,ss}(r) \) and \( R_{rel,ss}(r) \) are the steady-state values of \( P_{rel} \) and \( R_{rel} \) at stimulation frequency \( r \) and \( nN_{total} \) is the total number of releasable glutamate. Both \( P_{rel,ss} \) and \( R_{rel,ss} \) are functions of the steady-state moving-average intracellular calcium concentration \( Cai_{ss} \).

The value of \( Cai_{ss} \) is derived by setting the left hand side of Eq. (4.1), i.e. time derivative of \( Cai \), equal to zero and solving the remaining algebraic equation. Hence, from Eq. (4.1) and Eq. (4.5) we obtain \( P_{rel,ss}(r) \) as:

\[
P_{rel,ss}(r) = \frac{P_{rel,max} \cdot Cai_{ss}(r)^{\eta_{isi}}}{Cai_{ss}(r)^{\eta_{isi}} + K_{rel,1/2}^{\eta_{isi}}} = \frac{P_{rel,max} \cdot (r \cdot K_{Ca} + Cai_0)^{\eta_{isi}}}{(r \cdot K_{Ca} + Cai_0)^{\eta_{isi}} + K_{rel,1/2}^{\eta_{isi}}} \tag{4.9}
\]

where \( T_{Ca} \) (see Figure 4-2A) is the steady-state average calcium current influx, i.e., the steady-state moving time-average of the unitary current resulting from each stimulation impulse. Then \( T_{Ca} \) can be replaced by \( r \) since the average value is equal to one divided by the period.

Similarly, \( R_{rel,ss} \) can be derived from Eq. (4.4) by setting its left hand side equal to zero at steady state as follows (see Figure 4-2B):

\[
k_{recov,ss}(r) \cdot (1 - R_{rel,ss}) - P_{rel}R_{rel}T_{Ca} = 0
\]

\[
\therefore \quad R_{rel,ss}(r) = \frac{k_{recov,ss}(r)}{k_{recov,ss}(r) + P_{rel,ss}(r)T_{Ca}} = \frac{k_{recov,ss}(r)}{k_{recov,ss}(r) + P_{rel,ss}(r) \cdot r} \tag{4.10}
\]
where $k_{\text{reco},ss}(r)$, the steady-state value of $k_{\text{reco}}$, is obtained by plugging $C_{\text{ai},ss}(r)$ into Eq. (6). The typical time course of $R_{rel}$ is shown in Fig. 2B with steady state value labeled according to Eq. (10).

![Figure 4-2 The instantaneous time courses of key biophysical variables. Those caused by impulses are drawn in zigzag lines. Also the average time courses are represented by the smooth curves. (A) An example of intracellular calcium concentration ($C_{\text{ai}}$) time course. (B) An example of releasable vesicle ration ($R_{rel}$) time course.]

By substituting Eqs. (9) and (10) into Eq. (8), we obtain the following closed-form expression for the steady-state EPSC as an explicit function of stimulation frequency $r$:

$$EPSC_{ss}(r) = \left( \frac{(r \cdot K_{Ca} + C_{ai0})^{n_{\text{IHS}}} + K_{rel,1/2}^{n_{\text{IHS}}}}{P_{rel,\text{max}} \cdot (r \cdot K_{Ca} + C_{ai0})^{n_{\text{IHS}}} + \frac{r}{k_{\text{reco},ss}(r)}} \right)^{-1}$$  \hspace{1cm} (4.11)

**Resonance stimulation frequency as an explicit function of physiological parameters**

The steady-state EPSC is proportional to the product of $P_{rel,ss}(r)$ and $R_{rel,ss}(r)$ as suggested in Eq. (8). In general, $P_{rel,ss}(r)$ tends to increase with stimulation frequency whereas $R_{rel,ss}(r)$ decreases as a result of vesicle depletion. Therefore, the steady-state EPSC should exhibit a maximum at some resonance frequency $r_{\text{resonance}}$ like a bandpass filter [73]. This resonance frequency can be found by taking the derivative of $EPSC_{ss}(r)$ from Eq. (4.11) with respect to stimulation frequency and setting the resultant equal to zero:

$$\frac{\partial EPSC_{ss}(r)}{\partial r} \bigg|_{r_{\text{resonance}}} = 0$$  \hspace{1cm} (4.12)

The detailed mathematical derivation was executed by using Symbolic Toolbox of Matlab®. The resultant closed-form solution is:
The above analytical formula is valuable in that though simple, it indicates whether a synapse tends to depress or facilitate at any stimulation frequency. The reason is that resonance frequency is the optimal stimulation frequency that elicits maximal excitatory response so a high resonance frequency indicates growing response with respect to frequency, i.e., facilitation while the opposite condition suggests depression. It also reveals the functional influences of various physiological parameters on short-term plasticity. The validity of Eqs. (4.11) and (4.13) is further tested in the following by comparison with experimental data for short-term facilitation, depression or mixed effects.

4.3.2 Facilitating synapses

A canonical experimental model of paired-pulse facilitation is found in the cerebellar parallel fiber (PF) connections to Purkinje cells [6]. Dittman et al. [77] applied stimuli of varying frequencies to the parallel fibers and recorded the resultant time- and frequency-dependent postsynaptic responses, both of which can be explained by our unified model.

Figure 4-3A demonstrates good agreement between experimental and simulated responses in normalized EPSC as a function of stimulation frequency. Figure 4-3B shows the corresponding frequency dependence of $P_{rel}$ and $R_{rel}$. Note that for frequencies below 40 Hz, substantial growth in release probability with increasing residual calcium outweighs the loss of releasable vesicles as stimulation frequency is increased.

Figure 4-3C shows the transient EPSC caused by 10 presynaptic spikes delivered at 50 Hz as found experimentally and closely matched by the model. The growing EPSC amplitude is explained by the simulated $P_{rel}$ and $R_{rel}$ vs. time in Figure 4-3D. Specifically, rising calcium concentration during stimulation leads to increasing release probability, hence presynaptic facilitation. The upward trend continues until around 120 ms where this is offset by a concomitant decrease in releasable vesicle, and the EPSC levels off.

A single set of parameter values used in all four figures are summarized in Table 4-1. The initial recovery rate constant ($2.2 \times 10^2$ ms$^{-1}$) and initial calcium concentration (4.7 μM) are in the same order of magnitude as those reported in the literature [7, 38]. The predicted low initial release probability (0.06) and high recovery rate contribute to the presynaptic facilitation of Purkinje cells under repeated stimuli.
Figure 4-3 Facilitation in the rat parallel fiber to Purkinje cell synapse.
(A) The frequency response of EPSC. Data are shown as mean ± standard error of the mean (SEM). (B) The frequency response of vesicle ratio and release probability by model. (C) The transient EPSC caused by stimuli at 50 Hz. (D) The corresponding transient releasable vesicle ratio and release probability by model. Data source: [38].
4.3.3 Depressing synapses

The calyx of Held has been widely used for studying short-term depression [7]. In contrast to early experiments on neuromuscular junctions [36], calyx of Held synapses in rat brainstem slices showed higher steady-state EPSC responses than predicted by simple depletion models [165] – a phenomenon which has been attributed to calcium-dependent recovery [38]. With our unified model, both the transient and frequency responses can be explained with exactly the same set of parameter values as summarized in Table 4-1.

In Figure 4-4A, the steady-state EPSC decreases with frequency due to significant depletion of the pool of releasable vesicles with high-frequency stimuli, as demonstrated in Figure 4-4B. Even though the release probability grows with frequency, it is not significant enough to counteract the loss of releasable vesicles. In conclusion, the high release probability of the vesicle pool (0.46) and its slow recovery ($1.0 \times 10^{-4}$ ms$^{-1}$) contribute to the depression behavior in calyx of Held. To further demonstrate the applicability of this model, we show the frequency response of EPSC in the nucleus tractus solitarii (NTS) synapse in Fig 4E. The corresponding temporal profiles of $P_{\text{rel}}$ and $R_{\text{rel}}$ are plotted in Fig 4F [28]. This result suggests that this kinetic model is applicable throughout different types of depressing synapses, and the underlying mechanisms leading to depression may be similar.

Figure 4-4C shows the temporal synaptic depression of the calyx of Held from experiment and simulation for 30 impulses of 10 Hz. The temporal depression can be explained by Figure 4-4D where the releasable pool is seen to decrease dramatically (from 1 to 0.2) during stimulation with little corresponding increases in release probability (from 0.44 to 0.6). The relatively high initial release probability reflects the high sensitivity of calcium sensor in the calyx of Held. In Table 4-1, our estimated value of $K_{\text{rel,1/2}}$ is as low as 4 $\mu$M which is close to the value (10 $\mu$M) reported previously [155].

While depletion of vesicle pools is considered as the principal mechanism, short-term depression at calyx of Held may be attributed to other reasons as well. According to the review of calyx of Held, other mechanisms include the inactivation of presynaptic calcium current and changes in action potential waveform [164]. The model proposed here can actually be applicable to accommodate these mechanisms as well. For instance, the calcium currents triggered by each stimulus in Eq. (4.3) and (4.4) have been considered constant. Yet it is possible to model time-varying calcium influx to take into account the waveform change in action potential. Also the dependence of release probability on calcium current can be modified into a time-dependent function as suggested in previous studies [178]. With calcium current measured at each stimulus, Eq. (4.14) as a more detailed version of depletion model can be built by coupling with $I_{\text{Ca}}$ inhibition to cover broader range of experimental data. $I_{\text{Cal}}$ is the calcium current elicited by the $i$-th stimulus while $\text{Flux}_{\text{Glu1}}$ is the flux of glutamate triggered by the first stimulus. Finally, $n_F$ denotes the power order of calcium current influence on the flux of glutamate.

$$\text{Flux}_{\text{Glu1}} = \text{Flux}_{\text{Glu1}} \left( I_{\text{Cal}} \right)^n_F$$ (4.14)
Figure 4-4 Responses of depressing synapses.
(A) The frequency response of EPSC in the rat calyx of Held synapse. Data are shown as mean ± standard error of the mean (SEM). (B) The frequency response of vesicle ratio and release probability by model. (C) The transient EPSC caused by stimuli at 10 Hz in the rat calyx of Held synapse. (D) The corresponding transient releasable vesicle ratio and release
probability by model. (E) The frequency response of EPSC in the nucleus tractus solitarii (NTS) synapse. (F) The frequency response of vesicle ratio and release probability by model. Data sources: [165] and [28].

4.3.4 Synapses with mixed facilitation-depression effects

The dendrites of neocortical pyramidal neurons receive excitatory and inhibitory synaptic inputs and play an important role in integrating the input signals selectively [161]. Many of these excitatory synapses demonstrate maximal excitatory postsynaptic potential (EPSP) at varying frequency ranges. Thus, each synapse of a single neuron behaves like a bandpass filter with its own natural resonance frequency so that presynaptic spikes of the same frequency may result in differing amplitude modulation via different synapses [73]. The mechanism underlying such a resonance effect may be related to frequency-dependent transition between facilitation and depression [106]. For this reason, pyramidal cells provide an excellent model system for studying mixed synaptic effects and signal filtering [69].

The experiment data were derived from sagittal slices containing pyramidal neurons in the somatosensory cortex of Wistar rats [106]. The experimental transient response and frequency response data were fit with the same set of parameter values summarized in Table 4-1. The frequency response of the steady-state EPSP in Figure 4-5A was plotted using the analytical solution given in Eq. (4.11) whereas the transient EPSP in Figure 4-5C was simulated by applying 16 Dirac delta functions at 30 Hz to the Matlab® Simulink model (Eqs. (4.3)-(4.7)). The corresponding releasable vesicle ratio \((R_{rel})\) and release probability \((P_{rel})\) are shown in Figure 4-5B and Figure 4-5D, respectively. The transient response demonstrates facilitation under stimulus frequency of 30Hz because of growing release probability shown in Figure 4-5D. Some parameter values listed in Table 2 such as the recovery rate constant and resonance frequency are in agreement with experimental values. First, the recovery rate constant \(k_{rev0} (7.5\times10^{-3} \text{ ms}^{-1})\) is fairly close to the value of \(7.7\times10^{-3} \text{ ms}^{-1}\) obtained by taking the inversion of recovery time constant of 130 ms reported by Markram et al. [106].

Then the corresponding frequency response of both experimental and simulated steady-state EPSP (Figure 4-5A) shows a resonance peak at \(-25 \text{ Hz}\), in close agreement with that predicted by Eq. 13. The resonance effect is due to the opposing trends of the amount of available vesicles and the release probability with varying stimulation frequency. The resonance bandwidth is defined as the range of stimulation frequency where the EPSP amplitude is at least 71% (-3dB) of the maximum. Below this pass band, stimuli of low frequency do not cause sufficient calcium ion influx to maintain the initial release of neurotransmitters. At the high-frequency end, the repetitive stimuli further drain the vesicle pools without sufficiently enhancing release probability such that the EPSP amplitude decreases with stimulation frequency.
Figure 4-5 Synaptic plasticity in rat pyramidal neurons under mixed effects.
(A) The EPSP as a function of frequency, with maximum and bandwidth labeled. (B) The frequency response of releasable vesicle ratio and release probability by model. (C) The transient EPSP caused by stimuli at 30 Hz. (D) The corresponding transient releasable vesicle ratio and release probability by model. Data source: [106].
Table 4-1 Model parameters for different synapses

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Definitions</th>
<th>Units</th>
<th>PF to Purkinje (Facilitation)</th>
<th>Calyx of Held (Depression)</th>
<th>Pyramidal neurons (Mixed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{a0}$</td>
<td>Initial calcium concentration</td>
<td>µM</td>
<td>4.7</td>
<td>5.3</td>
<td>7.5</td>
</tr>
<tr>
<td>$k_{reco0}$</td>
<td>Initial recovery rate constant</td>
<td>ms⁻¹</td>
<td>$2.2 \times 10^2$</td>
<td>$1.0 \times 10^4$</td>
<td>$7.5 \times 10^3$</td>
</tr>
<tr>
<td>$K_{Ca}$</td>
<td>Gain of calcium</td>
<td>µMms⁻¹</td>
<td>120</td>
<td>2130</td>
<td>515</td>
</tr>
<tr>
<td>$K_{rel,1/2}$</td>
<td>Calcium sensitivity of transmitter release</td>
<td>µM</td>
<td>9.0</td>
<td>4.0</td>
<td>20</td>
</tr>
<tr>
<td>$P_{rel,max}$</td>
<td>Maximum release probability</td>
<td>-</td>
<td>0.9</td>
<td>0.6</td>
<td>1</td>
</tr>
<tr>
<td>$P_{rel0}^{\dagger}$</td>
<td>Initial release probability</td>
<td>-</td>
<td>0.06</td>
<td>0.46</td>
<td>0.02</td>
</tr>
<tr>
<td>$r_{resonance}^{\dagger}$</td>
<td>Resonance frequency</td>
<td>Hz</td>
<td>39.9</td>
<td>≤0</td>
<td>22.3</td>
</tr>
</tbody>
</table>

$P_{rel0}^{\dagger}$ is the initial release probability from substituting estimated parameters into Eq. (4.5) $r_{resonance}^{\dagger}$ is the resonance frequency calculated by using Eq. (4.13).

4.4 Discussion

4.4.1 Determinants of short-term plasticity

We have presented a unifying model that summarizes how some presynaptic factors independently and collectively influence the directionality of short-term plasticity. The resonance frequency, a function of several critical biophysical parameters, is the single key indicator of the propensity for synaptic facilitation or depression under repetitive stimuli. Since it is the optimal stimulation frequency that elicits maximal excitatory response, a high resonance frequency indicates facilitation whereas a low resonance frequency suggests depression in the normal range of stimulation frequencies as labeled in Fig. 6. Thus, our analytical solution of resonance frequency as shown in Eq. (4.13) is valuable in assessing the contributions of specific or multiple biophysical parameters to short-term synaptic plasticity.
The parameters influencing resonance frequency include initial calcium concentration \((C_{a0})\), gain of calcium \((K_Ca)\), recovery rate constant \((k_{recov})\), and calcium sensitivity for release \((K_{rel,1/2})\). From Eq. (4.13), the resonance frequency decreases monotonously with \(C_{a0}\) and grows with \(K_{rel,1/2}\) and \(k_{recov}\). To better visualize the independent effect of each parameter on the resonance frequency, two 2-D perturbation plots are made by varying one independent variable at a time around the condition given in Figure 4-5. To demonstrate the combined effects of model parameters on the resonance frequency, two 3-D multivariate perturbation plots were also obtained by varying two parameters each time. As shown in Figure 4-6A and Figure 4-6B, high \(C_{a0}\) and high \(K_Ca\) result in low resonance frequency and a tendency for depression. The reason is that both these factors contribute to high initial release probability \((P_{rel0})\). This is consistent with the general consensus that high initial release probability predisposes to depression [13, 134]. Figure 4-6C and Figure 4-6D shows that facilitation prevails as the value of \(k_{recov}\) gets larger. Synapses with higher recovery rate constants are less likely to get depressed because their releasable vesicles are recycled quickly after stimuli. On the other hand, based on Figure 4-6B, depression arises at the low half occupancy concentration, \(K_{rel,1/2}\), which indicates high calcium sensitivity of transmitter release. That is, synapses with releasable vesicles very sensitive to calcium tend to become saturated and depressed easily because further calcium inflow cannot elicit stronger transmitter release. The predicted trend agrees with previous finding that depressing calyx of Held is fairly sensitive to intracellular calcium [7].

Simply stated, the directionality of short-term plasticity depends on the amount of vesicle release caused by each action potential relative to the vesicle recovery rate. As a result, high initial release probability \((P_{rel0})\) and low recovery rate \((k_{recov})\) cause depression; opposite conditions may bring facilitation. The initial release probability itself is influenced by calcium concentration and calcium release sensitivity. The estimated parameter values (Table 4-1) from various depressing and facilitating synapses support the concept. First, comparing the initial release probability \((P_{rel0})\) indicates how rapidly vesicles are consumed. Depressing synapses (calyx of Held) have a much higher value (0.46) than facilitating synapses (PF to Purkinje). In addition, facilitating synapses with recovery rate constants as high as 0.022ms\(^{-1}\), refill their vesicle pools faster than depressing ones. For synapses demonstrating clear-cut short-term tendencies, this kind of direct comparison is straightforward. However, for synapses that are more ambivalent or those that express mixed-mode facilitation-depression depending on the stimulation frequency, integrative models incorporating critical biophysical parameters such as presently proposed are needed to quantitatively predict the tendency of synaptic plasticity.
4.4.2 New experiments suggested by the model for altering short-term plasticity

It is theoretically possible to alter tendency of short-term plasticity by adjusting the parameter values in the kinetic model. Recent studies have validated the possibility of reversing short-term facilitation and depression by manipulating the expression of some presynaptic proteins. For instance, Han et al. [35] compared the expression of hippocampal short-term plasticity in RGS2 (regulator of G protein signaling 2) knockout and wild-type mice. Since RGS2 downregulates presynaptic Ca$^{2+}$ channel inhibition, RGS2 deprivation would leave less calcium flowing into the presynaptic terminal after
each impulse, i.e., smaller $K_{Ca}$. Our model predicts that synapses with smaller $K_{Ca}$ tend to facilitate (Figure 4-6A), which coincides with the experimental trend [35]. Similarly, Sippy et al. [147] switched the rat hippocampal synapses from pair-pulse depression to facilitation by raising the level of neuronal calcium sensor-1 (NCS-1). Since more calcium sensors means a higher calcium concentration is required to saturate the calcium binding proteins, i.e., higher $K_{rel,1/2}$, our model predicts that the latter should lead to facilitation (Figure 4-6B), which matches the experimental findings.

### 4.4.3 Comparison with previous models

Table 4-3 summarizes the attributes of this kinetic model in comparison with previous ones. In early studies (listed in the bottom two rows of the table), the classic presynaptic vesicle depletion model was used to follow depression dynamics [157, 175] while calcium-dependent transmitter release was considered to model facilitation [12, 179]. Since these models treated facilitation and depression separately, the number of experimental data that can be fit by each model was limited and an expression of resonance frequency could not be derived.

Three important features distinguish our kinetic model from the other two facilitation-depression models [38, 106]. First, our model is based on biophysical descriptions with measurable physiologic parameters, as opposed to the phenomenological efficacy utilization model. Second, a systematic approach was taken to describe the underlying biochemical reactions in order to explain a broad range of experimental data. By combining previous work with new physiological insights, we were able to integrate more sets of experimental data (in both frequency and time domains of three different synapses) than any previous models. Third, mathematical simplicity was maintained throughout model development to keep the model tractable. The simple and tractable model description makes possible a comprehensive closed-form mathematical solution of the resonance frequency that allows multivariate prediction of short-term plasticity and its dependence on several key biophysical parameters, without the need for complex computer simulation.

In conclusion, compared to previous phenomenological and biophysical models that attempted to integrate experimental data of facilitation and depression, our model is based on essential physiological reaction schemes with closed-form mathematical expressions that are less complex and more tractable, intuitive and predictive than complex computer simulations or abstract phenomenological descriptions.
Table 4-2 Model comparison of this kinetic model with respect to previous ones in terms of several key attributes

<table>
<thead>
<tr>
<th>Model type</th>
<th>Underlying Mechanism</th>
<th>Model complexity</th>
<th>Data modeled</th>
<th>Expression of resonance frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinetic model unifying facilitation and depression</td>
<td>biophysical calcium-dependent vesicle trafficking</td>
<td>moderate</td>
<td>Six data sets of facilitation, depression &amp; mixed plasticity in time and freq.</td>
<td>available</td>
</tr>
<tr>
<td>Synaptic efficacy utilization model [106]</td>
<td>phenomenological utilization of synaptic efficacy</td>
<td>simple</td>
<td>Two data sets of mixed short-term plasticity in time and freq.</td>
<td>available</td>
</tr>
<tr>
<td>Facilitation, depression, and residual calcium model [38]</td>
<td>biophysical calcium-dependent facilitation and depression</td>
<td>complex</td>
<td>Three data sets of facilitation &amp; depression in freq.</td>
<td>unavailable</td>
</tr>
<tr>
<td>Facilitation model [12, 179]</td>
<td>biophysical enhanced facilitation by residual calcium</td>
<td>simple</td>
<td>Several data sets of facilitation</td>
<td>unavailable</td>
</tr>
<tr>
<td>Depression model [157, 165, 175]</td>
<td>biophysical vesicle depletion</td>
<td>simple</td>
<td>Several data sets of depression</td>
<td>unavailable</td>
</tr>
</tbody>
</table>
4.4.4 Limitations of the model

Model applicability is limited by several simplifying assumptions made. First, the model is deterministic and does not include the stochastic nature of the process. That is, the average profiles of the biochemical species are modeled instead of individual molecules. Since most of the species considered exist in large amount, this assumption is justified. Yet the downside of simple deterministic approach is that the probabilistic distribution of possible outcomes cannot be calculated. In order to estimate the range of possible responses, especially in cases with only small number of molecules, stochastic modeling is necessary.

Second, the assumption of spatially homogeneous intracellular calcium is apparently a simplification. In fact there are many intracellular organelles such as mitochondria and endoplasmic reticulum that can store and release calcium. In addition, the calcium concentration is highly localized and there can be significant calcium concentration gradients within the cytoplasm [7, 129]. Yet within the time range of a few seconds, the release or storage of calcium by organelles is probably insignificant compared to the calcium influx due to stimuli. Besides, the first-order delay equation used to model calcium buffering effects does take into account the loss of calcium by diffusion and pumping. Therefore, it roughly describes the dynamics of intracellular calcium near release sites within a short period of time. In order to extend the model to address pre- or post-synaptic long-term potentiation and depression, it may be necessary to take into account the detailed spatiotemporal effects of calcium signal transduction and buffering.

Finally, we have mainly considered presynaptic vesicle depletion and residual calcium [177] yet postsynaptic reactions may also influence short-term plasticity. For instance, the desensitization of postsynaptic receptors causes depression [159] and activation of postsynaptic calcium channels might increase synaptic strength [5]. To distinguish the pre- and postsynaptic effects, in addition to tracking EPSC and EPSP, measuring the dynamic response of neurotransmitter release may be necessary.
Table 4-3 The summary of nomenclature in Chapter 4

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Units</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cai</td>
<td>μM</td>
<td>Intracellular calcium concentration</td>
</tr>
<tr>
<td>Ca_{io}</td>
<td>μM</td>
<td>Initial intracellular calcium concentration after resting</td>
</tr>
<tr>
<td>Flux_{Glu}</td>
<td># ms(^{-1})</td>
<td>The flux of glutamate release</td>
</tr>
<tr>
<td>Glu</td>
<td>#</td>
<td>The number of glutamate molecules as neurotransmitter</td>
</tr>
<tr>
<td>I_{ca}</td>
<td>Hz</td>
<td>Inflow calcium current as Dirac Delta function</td>
</tr>
<tr>
<td>k_{reco}</td>
<td>ms(^{-1})</td>
<td>Recovery rate from empty to releasable state</td>
</tr>
<tr>
<td>k_{reco,min}</td>
<td>ms(^{-1})</td>
<td>Minimum recovery rate from empty to releasable state</td>
</tr>
<tr>
<td>k_{reco,max}</td>
<td>ms(^{-1})</td>
<td>Maximum recovery rate from empty to releasable state</td>
</tr>
<tr>
<td>k_{reco,ss}</td>
<td>ms(^{-1})</td>
<td>Steady state recovery rate from empty to releasable state</td>
</tr>
<tr>
<td>K_{Ca}</td>
<td>μMs(^{-1})</td>
<td>Intracellular calcium gain caused by calcium current</td>
</tr>
<tr>
<td>K_{Glu}</td>
<td>μMs(^{-1})</td>
<td>Glutamate concentration gain caused by influx of glutamate</td>
</tr>
<tr>
<td>K_{rel,1/2}</td>
<td>μM</td>
<td>Calcium sensitivity regarding transmitter release</td>
</tr>
<tr>
<td>K_{reco,1/2}</td>
<td>μM</td>
<td>Calcium concentration giving one half recovery rate</td>
</tr>
<tr>
<td>n</td>
<td>#</td>
<td>Number of glutamate released per vesicle</td>
</tr>
<tr>
<td>n_{Hill}</td>
<td>-</td>
<td>Hill coefficient of transmitter release caused by calcium</td>
</tr>
<tr>
<td>N_{p}</td>
<td>#</td>
<td>Number of stimulus impulses</td>
</tr>
<tr>
<td>N_{rel}</td>
<td>-</td>
<td>Number of vesicle releasable at active terminals</td>
</tr>
<tr>
<td>N_{empty}</td>
<td>-</td>
<td>Number of empty vesicle at active terminals</td>
</tr>
<tr>
<td>N_{total}</td>
<td>#</td>
<td>Total number of vesicle per synaptic terminal</td>
</tr>
<tr>
<td>P_{rel}</td>
<td>-</td>
<td>Probability of release</td>
</tr>
<tr>
<td>P_{rel,0}</td>
<td>-</td>
<td>Initial probability of release</td>
</tr>
<tr>
<td>P_{rel,max}</td>
<td>-</td>
<td>Maximum probability of release</td>
</tr>
<tr>
<td>P_{rel,ss}</td>
<td>-</td>
<td>Probability of release at steady state</td>
</tr>
<tr>
<td>r</td>
<td>Hz</td>
<td>Frequency of stimuli</td>
</tr>
<tr>
<td>r_{resonance}</td>
<td>Hz</td>
<td>Resonance frequency of stimuli that causes max responses</td>
</tr>
<tr>
<td>R_{rel}</td>
<td>-</td>
<td>Remaining ratio of vesicles releasable</td>
</tr>
<tr>
<td>R_{rel,ss}</td>
<td>-</td>
<td>Remaining ratio of vesicles releasable at steady state</td>
</tr>
<tr>
<td>\tau_{Cai}</td>
<td>ms</td>
<td>Time constant of calcium buffering</td>
</tr>
<tr>
<td>\tau_{EPSC}</td>
<td>ms</td>
<td>Time constant of EPSC decay</td>
</tr>
</tbody>
</table>
5 Modeling Long Term Plasticity

Long term synaptic plasticity refers to the modification of synaptic strength lasting longer than hours or days. It is generally accepted as the principal mechanism underlying learning and memory. Thus, its abnormality is suspected to cause dementia, and other memory-related neurological diseases. Bistable biomolecular switches have been proposed as the prerequisite conditions for inducing long lasting neuronal connectivity. We have developed a calcium entrapment model that includes the interacting dynamics of NMDA receptors, calmodulin kinase, and protein phosphotase. The model was sufficient to explain the induction of long term plasticity by tetanus stimuli without incorporating any bistability component. In addition, spike timing dependent and frequency dependent plasticity can be explained by the elevated level of calcium concentration in postsynaptic compartment.

Long term potentiation (LTP) and depression (LTD) are generally regarded as the principal mechanism underlying learning and memory. Most synapses show LTP or LTD which can last for more than hours after tetanus stimuli are applied and removed. They involve multiple pathways with different time scales so more complexity is included in the postsynaptic reaction schemes as shown in Figure 4-2A.

5.1 Current understanding of long term plasticity

There are hypotheses explaining the long lasting change in synaptic strength after high frequency stimuli. Most of these studies suggested that bistable switch is a necessary mechanism to long lasting change [14, 119, 176]. The reaction schemes proposed usually involve MAPK (mitogen-activated protein kinase) and PKC (protein kinase C) pathways. The bistable switches require precise tuning of the species concentrations. There exist only two levels of steady state response: one at the initial concentration and the other at an elevated level corresponding to another steady state. Yet this kind of response does not reflect the fact that many responses of the long term potentiation are graded.
5.2 Brief review on bistable models

Bistability in general indicates a phenomenon that something can rest stably in one of the two equilibrium states. An example graphical representation is shown in Figure 4-1A generated from a quadratic function: \( V(x, y) = 1.5y^2 - 1.5x^2 + 0.1x^4 \). At steady state, an object will be located in either one of the two concaves.

5.2.1 Bistability in mathematics

Mathematically a function is bistable if there exist two stable states (minimum points) separated by the energy barriers (saddle points). The general formula of ordinary differential equations is \( x' = f(x) \) on which steady state analysis can be performed to determine the stability. The initial conditions are crucial to determine the final resting state of the system. Also both the duration and amplitude of stimuli need to be considered in predicting the equilibrium state.

For instance, the following quadratic function demonstrates bistable behavior. \( V(x) \) is the potential function and varies with position variable \( x \) as depicted in Figure 4-1B.

\[
V(x) = -\frac{a}{2}x^2 + \frac{b}{4}x^4
\]  
(5.1)
We can perform the steady state analysis by taking the derivative of Eq. (5.1) and factorizing the function. The location of the minimum points \( x_{\text{min}} \) can be found at \( +\sqrt{a/b} \) and \( -\sqrt{a/b} \) with the corresponding amplitude of the barrier \( \Delta V \) equal to \( a^2/4b \).

\[
V'(x) = bx^3 - ax = b \cdot x \cdot \left( x^2 - \frac{a}{b} \right) = b \cdot x \cdot \left( x + \sqrt{\frac{a}{b}} \right) \left( x - \sqrt{\frac{a}{b}} \right) 
\]

\[ (5.2) \]

![Image of 3-D and 2-D plots of potential responses of generic bistable functions]

**Figure 5-2** Potential responses of generic bistable functions. 
(A) The 3-D plot of a quadratic bistable function: \( V(x,y) = 1.5y^2 - 1.5x^2 + 0.1x^4 \). (B) The 2-D plot of the function: \( V(x) = -0.5x^2 + 0.15x^4 \).

### 5.2.2 Bistability in biology

The bistable switch has been found in several biological systems and in most cases, positive feedback is the necessary condition. In this section, we include two example systems: one involves gene translation regulated by a DNA binding protein acting as activator [42] and the other is an example of signal transduction [176]. Yet the model expressions of these two systems eventually boil down to very similar mathematical formulation. First, as shown in Eq. (5.3) and Figure 5-3A, the activator is stimulated linearly by signal \( S \) and is degraded following first order reaction. Also it activates the gene translation through second order Hill equation where \( K_A \) is ligand concentration producing half occupation. The fixed values of parameters used in their research were: \( k_1 = 1, k_2 = 1, k_3 = 1, n = 2, K_A = 1, \) and \( k_{\text{inact}} = 0.01 \). With the differential equation defined and values of parameters fixed, can be integrated and analyzed later to get the bistable responses.

\[
\frac{d[\text{activator}]}{dt} = k_1S - k_2[\text{activator}] + \frac{k_3[\text{activator}]^n}{K_A^n + [\text{activator}]^n} 
\]

\[ (5.3) \]
Figure 5-3 Examples of bistable systems in biology. (A) The system of gene translation. (B) The system of molecular signaling.

The second example is the molecular signaling with positive feedback loop as in Figure 5-3. According to the model by Xiong and Ferrell, 2002, the enzyme A is assumed to exist in two forms: active (A*) and inactive (A) with the total concentration equal to A_total. The external stimulus can trigger the conversion from A to A*; also the active form of enzyme degrades back to inactive form following first order kinetics. There is also positive feedback action by A* to trigger more of its own production which can be modeled by n-th order Hill equation. Overall the rate of change in A* based on material balance is shown in Eq. (5.4).

\[
\frac{dA*}{dt} = \text{stimulus} \cdot (A_{\text{total}} - A^*) + V \cdot \frac{A^n}{K_A + A^n} - k_{\text{inact}} A^* 
\] (5.4)

After the rearrangement, the ordinary differential equation becomes Eq. (5.5) which is very similar in formulation with Eq. (5.3). Therefore, we use Eq. (5.3) only in analyzing the bistability response to avoid redundancy.

\[
\frac{dA*}{dt} = \text{stimulus} \cdot A_{\text{total}} - (k_{\text{inact}} + \text{stimulus}) \cdot A^* + V \cdot \frac{A^n}{K_A + A^n} 
\] (5.5)

Two kinds of analyses are usually done to check the bistability of a given system: one is the stimulus-response analysis and the other involves checking the steady state solution. To perform the stimulus-response analysis, the signal S term in Eq. (5.3) was represented by a signal train of stimuli to potentially switch the system from one state to the other (Figure 5-4A). The steady state level of activator concentration finally reached is as high as four, and this value agrees with the results of the steady state analysis. As shown in Figure 5-4B, there are three zero crossing points representing steady state solutions of the activator concentration. Yet only two of them are stable solutions: zero and four which correspond to the two steady levels in Figure 5-4A.
Figure 5-4 Output from a biological bistable switch.
(A) The transient response of the activator concentration given a single train of stimuli.
(B) The analysis plot of the system.

The special feature of bistable response is the long lasting change of response level. Given the values of parameters are tuned properly, the response can latch from one state to the other and stay there for long even after the stimuli no longer exist. Figure 5-4A does appear very similar to many long term potentiation (LTP) responses trigger by a single train of stimuli [20, 41]. It is this feature that makes bistability one of the leading hypotheses to explain long term change in synaptic plasticity.

Yet there is discrepancy between experimental results of LTP and modeling output of bistable systems in the case of multiple trains of stimuli [44]. As shown in Figure 5-5, two trains of stimuli are applied to the system. After the first train, the level of activator concentration latches to four, one of the stable equilibrium states. Yet even with the application of the second stimuli train, the final concentration level remains the same. This is another feature of the bistable system as its name implies. The number of stable steady states is just two. Therefore, even if the further stimulation is applied, the system still returns to the same steady state level. This feature, however, contradicts with many experimental results of LTP which show continuous and graded responses after application of multiple stimuli trains [44]. This discrepancy will be discussed further in the later section of model development. There we consider calcium entrapment at postsynapse to better explain the physiology of long term potentiation and the measured responses triggered by multiple trains of stimuli.
There are other systems that demonstrate bistability. The most recognized one is the bistable switch built from electrical circuits [166] and the one well known in chemical reaction engineering is the bistable behavior of exothermic reactions in mixed flow reactors [94]. Bistable switches, also called flip-flop and latches and are the basic memory units. Two inverter gates and OR gates are needed respectively to construct a simple bistable switch. Positive feedback is the key component for setting up the bistable circuit. There are two stable states that the system can take on and the exact final resting state depends on the history of the activities [166]. As for the chemical reactor systems, the operation conditions are determined by the analysis results of mass balance and energy balance. For exothermic reactions in mixed flow reactors, the material balance curve may appear S-shaped while the energy balance is a straight line on a conversion versus temperature plot. If there are three crossing points or solutions of mass and energy balances, bistable behavior will show. The three crossing points are called the unreacted state, the reacted state, and the ignition point. Under such circumstance, a small turbulence in feed condition may cause the reactor to jump between the two stable states [94]. Even though bistable behaviors appear in a number of systems, they share the same attribute which is the existence of two stable states. This attribute, however, does not match the response of long term plasticity well. Therefore, alternative reaction schemes need to be developed to resolve the discrepancy between experiments and models.

5.3 Model development of long term plasticity

To resolve the disagreement, we decided to reexamine the relevant reaction pathways at synapse. The systems of interest consist of presynaptic and postsynaptic compartments. Even though a few studies have found some contribution to LTP by presynapse, the mechanism of long term plasticity is generally attributed to postsynaptic reactions. Since
NMDA receptors gating calcium inflow at postsynaptic membranes can only be activated through substantial depolarization, we suspected calcium signaling is the most important factor in causing LTP. There were also studies suggesting intracellular calcium is sufficient and necessary to induce change in long term plasticity [29, 180]. Hence, we developed a calcium entrapment model to simulate the change in excitatory response after stimulation. The systematic model consists of equivalent electrical circuits as well as ligand- and voltage-gated NMDA receptors. This built model is supported by a broad range of experimental measurements. According to the result of model differentiation, we confirmed that calcium entrapment model explains graded response of synaptic LTP better than biostability mechanism.

Figure 5-6 The diagram of cellular structure and signal process at synapse relevant to short-term plasticity.

(A) The signal transmission pathways of long-term plasticity at synapses. (B) The summary of corresponding systems and signals in our study.

5.3.1 Dual regulation of NMDA receptors by membrane potential and glutamate

Activities of NMDA receptors influence long term plasticity change through regulation of calcium inflow. The conductance of NMDA receptors \( g_{\text{NMDAR}} \) depends not only on glutamate concentration \( (\text{Glu}) \) but also on membrane voltage \( (V_{\text{den}}) \). The voltage dependence results into selective signal transmission and has been modeled with the logistic function as shown in Eq. (5.6) (Jahr, 1990) [74]. The voltage dependent activity function rises to a maximum \( g_{\text{NMDARmax}} \) following a sigmoidal curve with half way voltage equal to \( V_{1/2} \) and slope as large as \( 0.5k_{\text{NMDA}} \) at that point. Then ligand-receptor model with association constant \( K_{\text{Glu}} \) is adopted to describe glutamate dependence. Glutamate concentration can be related back to the presynaptic stimuli \( (I_{\text{pre}}) \) by a simple two compartment model; the details are described in supplemental materials. Finally, the expression of \( g_{\text{NMDAR}} \) \( (V_{\text{den}}, \text{Glu}) \) can be inserted into equivalent circuits to calculate EPSP.

\[
g_{\text{NMDAR}}(V_{\text{den}}, \text{Glu}) = \frac{g_{\text{NMDARmax}}}{1 + e^{-k_{\text{NMDA}}(V_{\text{den}}-V_{1/2})}} \cdot \frac{\text{Glu}}{\text{Glu} + K_{\text{Glu}}} \quad (5.6)
\]
The total amount of calcium ($CaT$) flowing into postsynapse is proportional to the integration of current flow through NMDA receptors over the time of stimuli. Based on Ohm’s Law, $I_{NMDAR}$ can also be expressed as the product of conductance ($g_{NMDAR}$) and dendrite membrane potential ($V_{dent}$). Furthermore, depending on the total amount, calcium inflow may either up- or down-regulate signal transduction pathways and lead to synaptic plasticity change.

$$CaT \propto \int_{stim} I_{NMDAR} dt = \int_{stim} g_{NMDAR} V_{dent} dt$$

(5.7)

**5.3.2 Calcium dependent plasticity regulated by kinase and phosphatase**

It is likely that the temporary change in steady state level is due to the entrapment of intracellular calcium. As we proposed in Eq. (5.8), most calcium ions entering postsynapse through NMDAR which allows unidirectional flow. The entrapped calcium can exchange easily with that at intracellular store, mainly endoplasmic reticulum. Also calcium binds with calmodulin and tends not to leak out during typical experimental time. That is the inversion of rate constant $k_{leak}$, is much larger than hundreds of minutes.

$$I_{NMDAR} \xrightarrow{k_{Ca}} Ca \xrightleftharpoons{k_{out}} Ca_{store}$$

$$Ca \xrightarrow{k_{out}} Ca_{out}$$

(5.8)

Accordingly, the time derivative of calcium concentration and that at intracellular store can be represented in the following equation. We omit the effects of binding between calcium and proteins on total calcium concentration, because calcium concentration is much larger than that of further downstream proteins.

$$\frac{d}{dt} \begin{pmatrix} Ca \\ Ca_{store} \end{pmatrix} = \begin{pmatrix} -\left(k_{leak} + k_{in} \right) & k_{out} \\ k_{in} & -k_{out} \end{pmatrix} \begin{pmatrix} Ca \\ Ca_{store} \end{pmatrix} + K_{Ca} \begin{pmatrix} I_{NMDAR} \\ 0 \end{pmatrix}$$

(5.9)

Eq. (5.9) is a two-state system of linear ordinary differential equations (ODEs). The current through NMDA receptor ($I_{NMDAR}$) is the only source of input. This system of ODEs can be solved analytically and the solution of both state variables can be represented by the sum of two exponential functions [120].

The concentration of Ca is plotted as a function of time in Figure 5-7A while the analogy of simple plumbing system is drawn in Figure 5-7B to visualize the idea. Application of high frequency stimuli cause [Ca] to surge drastically. Then it decreases quickly due the rapid exchange with intracellular calcium store ($Ca_{store}$). Afterwards, the leakage causes calcium concentration to decrease but not very noticeable within tens of minutes. Overall the profile appears similar to that of typical LTP response.
Figure 5-7 (A) The generic response of two-exponential decay. (B) The simple conceptual analogy plot of plumbing with valves to visualize the proposed calcium entrapment model.

After flowing into the postsynaptic compartment, calcium binds with calcium dependent kinase (K) and phosphatase (P), respectively. It has been found that four calcium ions are required to activate either K or P, and the binding is cooperative. The calcium dependent protein kinase (Ca$_4$K) once being activated can also phosphorylate other proteins. Meanwhile, binding to calcium activates protein phosphatase, which may dephosphorylate downstream enzymes [103].

$$4Ca + K \xrightarrow{k_{Cakf}} Ca_4K$$
$$4Ca + P \xrightarrow{k_{Capf}} Ca_4P$$

(5.10)

The dynamics of calcium, kinase, and phosphatase expressed in chemical reactions can be converted into a set of ordinary differential equations. The concepts of material balance and chemical reactions are used in conversion.

$$\frac{dCa_4K}{dt} = k_{Cakf} \frac{Ca_4}{Ca_4 + K_{CaK}} - k_{Cakb}Ca_4K$$
$$\frac{dCa_4P}{dt} = k_{Capf} \frac{Ca_4}{Ca_4 + K_{CaP}} - k_{Capb}Ca_4P$$

(5.11)

The mobilization of AMPA receptors depend upon the concentrations of both activated kinase Ca$_4$K and protein phosphatase Ca$_4$P. Calcium kinase contributes to the insertion of more AMPA receptors to postsynaptic membrane, which was hypothesized as the mechanism of LTP. Other the other hand, calcium protein phosphatase may internalize AMPA receptors and cause long term depression (Bear, 1996).

$$AMPAR_{inactive} \xrightarrow{k_{AMPAR, inactive} + V_{CaK} CaK} AMPAR_{active}$$

$$AMPAR_{active} \xrightarrow{k_{AMPAR, active} + V_{CaP} CaP} AMPAR_{inactive}$$

(5.12)
5.3.3 The conceptual modeling of gene expression

The permanent change of synaptic plasticity can only be realized by protein synthesis regulated by gene expression. The protein that most directly contributes to the synaptic conductance is AMPA receptor. Yet due to the difficulty in quantifying the transcription and translation reactions, not many sets of experimental data are available that reveal step-by-step procedures of permanent plasticity formation. At this stage of research, it is known that calcium pathway, cAMP (Cyclic adenosine monophosphate) pathway, and CREB (cAMP response element-binding) are crucial in strengthening long term plasticity. Therefore, the strategy we took was to propose a general integration model. According to the model, new experiments are suggested as well. Afterwards, the validity of the model can be checked and details of it can be further expanded by the results of proposed experiments.

Figure 5-11A visualizes the proposed reaction schemes of long-term plasticity. Although two essential pathways, cAMP and calcium signaling cascades, contribute to the activation of CREB, we focus on the second one only for simplicity. In the beginning, the stimuli pass onto the calcium or calcium complex through the calcium entrapment model. Then the entrapped calcium leads to the transient increase in the concentration of CREB. At the end, the gene translation of synaptic protein, AMPA receptor, activated by CREB consolidates memory formation (Eq. (5.13)). The synthesis rate of AMPAR by translation (AMPAR_{syn}) is modeled by fourth order Hill equation as shown in Eq. (5.14) and Figure 5-11B.

\[
I_{\text{stimuli}} \leftrightarrow Ca \leftrightarrow ...... CREB \xrightarrow{k_{\text{gene}}} AMPAR_{\text{syn}} \tag{5.13}
\]

\[
\frac{dAMPAR_{\text{syn}}}{dt} = k_{\text{gene}} \frac{CREB^4}{CREB^4 + K_{\text{Hill}}^4} \tag{5.14}
\]

Eventually, the total concentration of AMPAR would be equal to the original AMPAR plus the newly synthesized AMPAR_{syn}. The simulation results based on our proposed model are discussed in the following section.

\[
AMPAR_{\text{total}} = AMPAR + AMPAR_{\text{syn}} \tag{5.15}
\]

5.4 Modeling results

The results from three protocols were modeled. The first one is applying multiple trains of high frequency tetanus stimuli and the second one is the frequency-dependent long-term plasticity. Then the third one is the prediction based on the gene expression model we proposed.
5.4.1 Applying trains of high frequency stimuli

Long term potentiation by single train tetanus stimuli can be fit by both bistable switch model and our calcium entrapment model. The reason is that for single train stimuli, the resultant response only demonstrates two levels of steady states. As the name of bistable model suggests, there exists two levels of steady states, which can match the LTP response by single train stimuli.

Figure 5-8 The comparison between LTP data and two competing models. Only a single train of stimuli was applied. Data source: Dudek and Bear, 1992 [41].

However, the response caused by multiple trains of stimuli is graded and is applicable for model differentiation. As shown in Fig. 2, multiple train stimuli lead to further increase in the level of synaptic strength. The graded response cannot be explained by the zero or one bistable model but can be well matched by the continuous built up of calcium.

Figure 5-9 The model discrimination for long term plasticity based on graded LTP response.
(A) The fitting between experimental data and calcium entrapment model. Data source: English and Sweatt, 1997 [44]. (B) Comparison between responses of calcium entrapment model and bistable model.
5.4.2 Frequency-dependent plasticity

Most research has focused upon long term potentiation since Bliss and Lomo discovered the high tetanus stimuli experimental protocol. Yet neuroscientists had been speculating the existence of long term depression. It was not until the work by Dudek et al. [41] got published in 1992 that researches realized the determining effects of stimuli frequency on the directions of long term plasticity.

The typical response of rate dependent synaptic plasticity is as shown in Figure 5-10. If the synapses were to follow the bistability mechanism for retaining long lasting change in plasticity, the amplitude of the change in plasticity would only switch between two levels. By contrary, the experimental responses show multiple levels of steady state synaptic plasticity possible. This is another evidence that bistable model cannot match graded experimental responses.

According to calcium entrapment model, higher frequency stimuli cause more calcium influx to the postsynaptic compartment. The two-component model in the Chapter 6: Modeling Spike Timing Dependent Plasticity explains rate dependent plasticity as the result of calcium entrapped in postsynapse and the subsequent signaling trasduction. The results show different levels of calcium concentration can result into multiple values of post stimuli steady state synaptic plasticity. More specifically, low calcium concentration causes long-term depression. On the other hand, once the calcium concentration surpasses certain threshold, long-term potentiation will prevail as shown in Figure 5-10. Modeling algorithms and results are included in Section 6.3.1 and Section 6.3.1, respectively.

Figure 5-10 The typical response of rate dependent synaptic plasticity. Data source: Dudek et al., 1992 [41].
5.4.3 Results of gene expression modeling

As shown in Figure 5-11C, the signals of upstream species tend to last shorter while those of downstream species can sustain longer. It is likely that the intermediate reactions are to maintain the traces after stimulation so that further downstream gene expression can be initiated. According to the integration model proposed, if the concentration of CREB surpasses the threshold value, synaptic proteins will be synthesized. In addition, there is no consumption term for the synthesized AMPA receptors. This is the reason for long lasting change in synaptic plasticity even after the stimuli are removed. Original AMPA receptor concentrations rise due to stimuli but decay throughout the

As for further development, we suggest two new experiments. The first one is to track the concentrations of intermediates such as calcium kinase to determine the time span of their actions. With the results of the new experiments, more information regarding the subsystems can be obtained in addition to stimuli current as the only input and synaptic conductance as the only output. The second is to decide the quantitative relationship between CREB concentration and protein synthesis rate of AMPA receptors to test the applicability of Hill equation. Finally, detect the decomposition rate of synthesized proteins to examine the hypothesis of no significant consumption.
Figure 5-11 The conceptual reaction scheme and example responses of intermediates that lead to translation of synaptic protein.

(A) cAMP and calcium signaling pathways are the two major contributors to synaptic protein synthesis. We focus on calcium signaling pathway which is enclosed in dash line. CaMKIV: calmodulin kinase IV. AC: adenylate cyclase. PKA: protein kinase A. MAPK: mitogen-activated protein kinase. (B) The dependence of protein translation rate on CREB modeled by Hill equation. (C) The concentrations of intermediates belonging to calcium signaling pathways. Note that downstream intermediates tend to last longer.
5.5 Conclusion of long-term plasticity

The induction of long term potentiation by tetanus stimuli involves several subsystems interacting with one another. The frequency dependence is the result of cumulative calcium and calcium dependent synaptic plasticity. Even thought bistable models have been proven useful in explaining cell fate decision or cell differentiation, the memory formation process is unlikely to follow such mechanism. The main reason is bistable systems demonstrate discrete instead of continuous behavior which is contradictory to common memorization processes. The strength of macroscopic memory or microscopic synaptic plasticity varies with respect to the intensity and frequency of external stimuli. It is very likely that the final equilibrium state of biological memory can rest on continuous levels instead of just zero and one as bistable models suggest.
6 Modeling Spike Timing Dependent Plasticity

Spike timing dependent synaptic plasticity (STDP) refers to the general phenomenon that the efficacy of synaptic transmission is influenced by the relative timing between presynaptic and postsynaptic spikes. STDP is regarded crucial because it validates and expands Hebbian theory, the most influential neurological learning rule. It has also become a principal experimental protocol for inducing change in synaptic plasticity; hence, quite a variety of STDP responses were reported before and are classified in this study. By comparison, the theoretical work of STDP is underdeveloped since few biophysical models can reasonably answer why temporal asymmetry arises, let alone unify different subtypes of STDP reported. We propose a unified model consisting of three essential parts: backpropagation of action potentials, dual requirement of N-methyl-D-aspartate (NMDA) receptors, and calcium dependent plasticity. First, the shapes of action potentials at synapses are carefully modeled by the voltage responses of Hodgkin-Huxley equations propagated through axon and dendrite. The second part of the model incorporates the dual requirement of NMDA receptors for opening up calcium ionic channels. Third, to explain the calcium dependent plasticity, a two-component model consisting of calcium dependent protein kinase and phosphatase was built. This unified model with biophysical mechanisms embedded is validated by five different types of STDP responses. In brief, dual requirement of NMDA receptor activation and calcium dependent plasticity are the two key contributors of STDP. The shapes of action potentials coupled with calcium dependent plasticity give rise to different types of STDP responses. Finally, this study suggests further experiments involving modification of action potentials and calcium dependent plasticity to validate the model as well as computational work to explore the emerging properties from groups of Hebbian synapses.

6.1 Current understanding of spike timing dependent plasticity

Synaptic plasticity, the ability of connections between neurons to change in strength, has been intensively studied because it is widely viewed as the underlying mechanism of learning and memory. Spike timing dependent plasticity (STDP) refers to the phenomenon, in which the synaptic plasticity can either be long term potentiated (LTP) or depressed (LTD), depending on the relative timing between external stimuli. STDP has quickly become a popular research area since its discovery partly because it supports and refines Hebb’s postulate, an influential activity-dependent learning rule proposed half century ago [65, 105]. Now the revised rule becomes: a Hebbian synapse becomes strengthened if the presynaptic neuron is repeatedly stimulated right before the activation of postsynaptic neuron. Furthermore, STDP has become a commonly used and more realistic experimental protocol for inducing long term depression or potentiation in addition to simple frequency-varying stimulation [20]. Thus, bountiful experimental results from various neuronal tissues are available.

Depending on the type of synapse and nervous system, the profiles of STDP as functions of time delays between pre- and postsynaptic spiking vary significantly [15].
The type of synapse with its specific time window for causing LTP or LTD are summarized in tables [15, 33]. Roughly speaking, two major types of STDP responses exist: temporally symmetric and asymmetric [58]. The former demonstrates no significant effects of temporal order between pre- and postsynaptic stimuli. By contrary, the later shows reverse direction of long-term plasticity under opposite temporal order. The asymmetric STDP can be further divided into two subtypes: Hebbian and anti-Hebbian. For Hebbian synapse, the synaptic strength gets potentiated when EPSPs induced by presynaptic stimuli precede postsynaptic action potentials. Synapses in rat hippocampal culture belong to this class [16]. By contrary, anti-Hebbian synapses show depression instead under the same pre-post temporal stimulation. Synapses linking parallel fiber to Purkinje-like cells in electric fish are good examples [9].

Since there are such various types of STDP, a consequent question to ask is whether a unified theory can be built to explain all scenarios. We hypothesize that such theory exists and can be built as long as we accurately model essential molecular mechanisms that contribute to the temporal dependence of synaptic plasticity. For instance, the back propagation of action potential to dendrites was viewed as important in transmitting postsynaptic signals. Also the dynamics of calcium current gated by N-methyl-D-aspartate (NMDA) receptors was proposed responsible for temporally linking pre- and postsynaptic stimuli. Yet since the phenomena involve multiple presynaptic and postsynaptic reaction pathways (Fig. 1 a), modeling work is required to study such composite system.

Several models were developed to explain STDP and can be divided into two classes: phenomenological and mechanistic. Phenomenological models aim to reproduce the experimental responses with simpler mathematical expression from a macroscopic perspective. The simplest phenomenological model describes the STDP responses as two separate levels of synaptic plasticity subject to exponential decay, respectively [15]. Later on, a kinetic model describing change in synaptic plasticity as two-component processes was proposed by Abarbanel et al. [2]. They suggested a depression process activated by presynaptic activity and another potentiation process caused by postsynaptic action. The model successfully demonstrates the time-dependent bidirectionality of synaptic plasticity as a result of interacting depression and potentiation processes. Yet the biomolecules and reactions at cellular level responsible for STDP remain unclear. On the other hand, mechanistic models focus on deriving physiological mechanisms at biomolecular level to interpret experimental findings. Calcium control hypothesis proposed by Shouval et al. [144] suggested the dependence of synaptic plasticity on calcium which is often modeled with BCM rule suggested by Bienenstock et al. [17]. Consequently, NMDA receptors through which calcium ions flow into postsynaptic compartments are the centerpiece of many mechanistic models [1, 144]. They serve as the coincidence detector that relates glutamate release from presynapse and back propagation of postsynaptic action potentials as both are required for activating NMDA receptors. Though being able to explain synaptic plasticity with two LTD windows, these models are not validated by asymmetric STDP responses. To overcome this problem, models with two coincidence detectors were also proposed [78].

Some components of previous work such as calcium control hypothesis and dual requirement of NMDA receptor activation were incorporated in this study. Yet we differentiate our model by systematically assigning or developing biophysical models to a group of molecular reactions that give rise to STDP. First of all, Hodgkin-Huxley equations are adopted to model the shapes of action potentials [68]. The profiles of action
potential have crucial impact that on STDP responses but have been overlooked. The other example is the two-component model of calcium dependent plasticity we developed after extracting essential reactions from previous work [27, 98]. Our model is more biophysically based than empirical BCM rule [17]. It is also sufficient to interpret experimental results with principal underlying molecular mechanisms, granted more detailed biophysical models of BCM rule are also available [26, 27]. Two questions we intend to answer with the unified model are: first, what are the common cellular mechanisms across various types of STDP recorded? Second, what factors differentiate the critical windows and directions of STDP?

6.2 Model development of spike timing dependent plasticity

The spike timing dependent modification of synaptic plasticity requires a group of subsystems interacting with one another in a timely manner. Different from most previous simple models, we built a composite model consists of several subsystems according to the biophysical reality at synapse. The basic biomolecules and physiological reactions at synapses as well as external stimuli applied experimentally are depicted in Figure 6-1A. The experimental pre- and postsynaptic stimuli immediately induce transmitter release and action potential, respectively. The reaction scheme of calcium signaling starts with the calcium influx through NMDA receptors activated by glutamate flux and prolonged membrane depolarization. Then calcium kinase (Ca\(\text{K}\)) catalyzes the activation of AMPA receptors while calcium phosphatase (Ca\(\text{P}\)) accelerates the internalization of AMPA receptors. According to the schemes outlined in Figure 6-1A, we developed a corresponding flow diagram of signal processing Figure 6-1B starting from external stimuli until STDP results.

The three components indispensable for STDP modeling are backpropagation of action potential, dual requirement of NMDA receptors, and calcium signaling pathways. Thus, the Model Development section is arranged accordingly. First, the presynaptic stimuli become glutamate flux and postsynaptic stimuli turn into back propagated action potential before they jointly affect NMDA receptors. Second, the influx of calcium enters postsynapse through NMDA receptors which are both ligand- and voltage-gated. Third, activated NMDA receptors allow calcium influx into postsynapse and accumulated calcium level determines the plasticity change by BCM rule. A two-component model was developed to model the calcium dependent plasticity and validated by experimental data of frequency-dependent plasticity. Summary of nomenclature in Table 6-3 lists the meanings of symbols.
Figure 6-1 Signal transduction pathways related to spike timing dependent plasticity. (A) The presynaptic transmitter release and postsynaptic calcium signaling pathways are depicted. The reaction scheme of calcium signaling starts with the calcium influx through NMDA receptors activated by glutamate flux and prolonged membrane depolarization. Then calcium kinase (Ca\(^{4+}\)K) catalyzes the activation of AMPA receptors while calcium phosphatase (Ca\(^{4+}\)P) accelerates the internalization of AMPA receptors. The experimental pre- and postsynaptic stimuli immediately induce transmitter release and action potential, respectively. (B) The flow chart of signal processing in the unified model. The chart outlines the transfer functions required to convert pre- and postsynaptic stimuli to the final STDP results. The first stage involves the conversions of presynaptic stimuli to glutamate and postsynaptic stimuli to backpropagated action potential, respectively. The second stage models ligand and voltage-gated NMDA receptors. The third stage describes calcium dependent plasticity by BCM rule. The first and second stages contribute to spike timing dependent calcium current and the later is associated with calcium level controlled plasticity.
6.2.1 Stage one: Model action potential initiation and backpropagation

According to the standard experimental protocol of spike timing dependent plasticity, the postsynapse is repeatedly stimulated either milliseconds before or after the presynapse. The action potentials triggered at postsynapse get backpropagated to the dendrites. Yet most of the previous modeling work did not use the right shapes of action potential let alone the detailed consideration of backpropagation [78, 144]. For instance, action potentials in the NMDA receptor-dependent bidirectional model were depicted by two exponential functions [144]. The shapes of two exponential functions simply decay monotonously with two different slopes whereas those of action potentials recorded experimentally typically demonstrate depolarization, repolarization, and refractory phases.

The action potential is at first initiated at the axon hillock before getting back propagated to the dendrite. We used Hodgkin-Huxley equations to match the shapes of action potential at axon. Then backpropagation can be modeled by an equivalent circuit consisting of axon and dendrite compartments [34]; details can be found in supplemental materials. Compartment models have been commonly used for modeling membrane potentials, assuming the membrane as capacitor separating intra and extra cellular compartments and ion channels as conductors linking the two regions. Hodgkin-Huxley equations, also a compartment model, are suitable for modeling action potential at axon \( V_{\text{axon}} \). The ionic currents incorporated in classical H-H equations are sodium, potassium, and leakage \( (I_{Na}, I_{K}, \text{and } I_{Laxon}) \) [68] in addition to the current injected into postsynapse \( (I_{\text{post}}) \). We also add inter current flowing between axon and dendrite, \( I_{\text{inter}} \), which can be calculated by multiplying the conductance \( (g_{\text{inter}}) \) with the potential difference between two compartments based on Ohm’s law.

\[
C_{\text{axon}} \frac{dV_{\text{axon}}}{dt} = -I_{Na} - I_{K} - I_{Laxon} + I_{\text{post}} + I_{\text{inter}} \\
I_{\text{inter}} = g_{\text{inter}} (V_{\text{dent}} - V_{\text{axon}})
\]

Inter current is introduced here because back-propagating action potentials (BPAPs) from axon to dendrite are crucial for spreading the effects of postsynaptic stimuli. Therefore, the membrane potential at dendrite \( (V_{\text{dent}}) \) may be influenced by EPSP due to presynaptic stimuli as well as by postsynaptic BPAPs. The time course of EPSP is governed by the binding of glutamate with NMDA and AMPA receptors which causes the ion channel to open or close. Current flow through the receptors further depends upon the conductance of channels \( (g_{\text{NMDAR}} \text{ and } g_{\text{AMPAR}}) \).

\[
C_{\text{dent}} \frac{dV_{\text{dent}}}{dt} = -I_{NMDAR} - I_{AMPAR} - I_{Ldent} - I_{\text{inter}} \\
= -g_{\text{NMDAR}} V_{\text{dent}} - g_{\text{AMPAR}} V_{\text{dent}} - I_{Ldent} - I_{\text{inter}}
\]

The shape of action potentials of each experiment was carefully examined to select appropriate theoretical models. Standard Hodgkin-Huxley (H-H) equations are sufficient for modeling (1) asymmetric STDP following Hebbian rule [68]. However, different from the output of the classical equations, the shapes of the action potentials in 6.3.2.2
asymmetric STDP following Hebbian rule and in 6.3.2.3, 6.3.2.4, and 6.3.2.5 symmetric STDP demonstrates depolarizing after potential (DAP) behavior. Thus, for these two cases we introduced DAP into H-H model by inverting the hyperpolarization part of action potentials. The model types of action potential are summarized in Table 6-1.

6.2.2 Stage two: Dual requirements for NMDA receptor activation

Postsynaptic calcium signaling plays an important role in regulating long term plasticity [29, 180] and NMDA receptor-gated ion channels serve as the main gateways through which calcium flows into postsynapse. For simplicity, we assume NMDA receptor-gated ion channels as the source of calcium inflow and the opening of NMDA-receptor channels is governed by the binding of glutamate and substantial degree of depolarization. Consequently, the conductance of NMDA receptors \(g_{\text{NMDAR}}\) is assumed to be the product of two terms: the dependence function of glutamate concentration \(Glu\) and that of membrane voltage \(V_{\text{dent}}\). Note that glutamate flux mainly results from presynaptic stimuli while depolarization is caused by the back propagation of postsynaptic action potential.

The first term, glutamate dependence, is described by the ligand-receptor model with association constant \(K_{\text{Glu}}\). Glutamate concentration can be related back to the presynaptic stimuli \(I_{\text{pre}}\) by a simple diffusion model with the details described in supplemental materials. Second, the voltage dependence has been modeled with the logistic function as shown in Eq. (6.4) [74] with the exponential term originated from the Arrhenius equation [34]. The voltage dependent activity function rises to a maximum \(g_{\text{NMDARmax}}\) following a sigmoidal curve with half way voltage equal to \(V_{1/2}\) and slope as large as \(0.5k_{\text{NMDA}}\) at that point. Finally, the expression of \(g_{\text{NMDAR}}(V_{\text{dent}}, Glu)\) can be inserted back to Eq. (6.3) to simulate current flow and membrane voltage at dendrite.

\[
g_{\text{NMDAR}}(\text{Glu}, V_{\text{dent}}) = \frac{\text{Glu}}{\text{Glu} + K_{\text{Glu}}} \times \frac{g_{\text{NMDARmax}}}{1 + e^{-k_{\text{NMDAR}}(V_{\text{dent}}-V_{1/2})}} \tag{6.4}
\]

The conductance of NMDA receptor-gated ion channels dictates the amount of calcium flowing into postsynapse. Under the assumptions that the NMDA receptors are the major gateway of calcium inflow and the leakage rate of calcium is negligible, calcium concentration would be proportional to the integration of current flow through NMDA receptors over the time span of stimuli as in Eq. (6.5). \(I_{\text{NMDAR}}\) can also be expressed as the product of conductance \(g_{\text{NMDAR}}\) and dendrite membrane potential \(V_{\text{dent}}\). The total calcium concentration remains constant after the induction stimuli if we assume the loss of calcium ions through leakage is negligible throughout the experiment. Also the concentrations of calcium are much higher than those of calcium-dependent proteins, most of the total calcium concentration \(\text{CaT}\) is assumed to exist in ionic form \(\text{Ca}\).

\[
\text{Ca} \propto \int_{\text{stimuli}} I_{\text{NMDAR}} dt = \int_{\text{stimuli}} g_{\text{NMDAR}} V_{\text{dent}} dt \tag{6.5}
\]

The lag time between glutamate flux (presynaptic) and membrane depolarization (postsynaptic) influences the level of NMDA receptor activation and thus the amount of...
calcium inflow. Since both transient signals only last for tens of milliseconds, such temporal proximity between pre- and postsynaptic stimuli is necessary to trigger interaction. Figure 6-2A and B show the transient profiles of glutamate from presynapse and membrane depolarization at postsynapse with lag time equal to positive or negative five milliseconds, respectively. When the glutamate profile overlaps mostly with positive portion of action potential (Figure 6-2A) in time, both requirements of NMDA receptor activation are met so more calcium flows into postsynapse. In contrast, if glutamate influx occurs at the same time as undershoot part of action potential instead (Figure 6-2B), it can only elicit partial opening of NMDA-receptor channels, which results into less calcium inflow. How calcium level influences the direction of synaptic plasticity is discussed in the following section.

Figure 6-2 Profiles of action potential and glutamate concentration with positive and negative time differences in between. The responses are further used in modeling forward spike timing dependent plasticity.
(A) Onset of glutamate input precedes the peak of action potential by 5 ms. (B) Onset of glutamate input lags the peak of action potential by 5 ms.

6.2.3 Stage three: Two component model of calcium dependent plasticity

The level of calcium entering postsynaptic compartment through NMDA receptors was found to strongly influence synaptic plasticity [29, 180]. Furthermore, depending on the total amount of calcium inflow, postsynaptic calcium may either up- or down-regulate signal transduction pathways and lead to synaptic plasticity change. Long-term synaptic strength tends to depress at moderate level of Ca\(^{2+}\) elevation but gets potentiated at high level [25, 33]. The BCM rule is an omega-shaped function able to well describe the dependence of synaptic strength on postsynaptic activities [17]. It has actually been used in previous STDP models to relate synaptic strength to intracellular calcium concentration [144]. Both empirical and mechanistic models have been developed to reproduce BCM rules. Simple empirical models may not pinpoint physiological reactions responsible for the omega function of synaptic plasticity [171]; yet detailed mechanistic models involving complex multi-step calcium dependent enzyme activation are difficult to reproduce [26, 27]. After extracting essential reaction mechanisms, we developed a simple two
component calcium binding model with sufficient biophysical details to describe the phenomena.

Calcium dependent kinase and phosphatase have been suggested relevant in eliciting bidirectional synaptic plasticity [27, 29, 98]. Postsynaptic calcium influences the synaptic plasticity through two steps. First, intracellular calcium either binds with calcium-dependent protein kinases or phosphates. Afterwards, these calcium-bound enzymes insert active AMPA receptors to or remove them from postsynaptic membrane, respectively [91, 92]. The final number of active AMPA receptors remaining determines the synaptic conductance and thus plasticity.

The model development starts with the description of binding between calcium and two types of enzymes. The trapped calcium can either bind with calmodulin-dependent protein kinase II (K for short) or protein phosphatase 1 (P for short) as shown in Eq.(6.6). The binding between enzymes and calcium is assumed to be cooperative and four calcium ions are required to fully activate the kinase (Ca4K) or protein phosphatase (Ca4P).

\[
4Ca + K \xrightleftharpoons[k_{CaP}]{k_{CaK}} Ca_4K
\]
\[
4Ca + P \xrightleftharpoons[k_{CaP}]{k_{CaK}} Ca_4P
\]

Consequently, the fourth order Hill equation can be used to model the formation of Ca4K and Ca4P [22] while the decomposition is modeled as first order reaction. The rates of change in Ca4K and Ca4P concentrations are equal to the formation rate minus consumption rate as summarized in Eq.(6.7). Since experimental results of STDP are usually summarized in terms of the final plasticity change, the concentrations after reaching steady state are of special interest. At steady state, the time derivatives in Eq.(6.7) are equal to zero so concentrations of Ca4K and Ca4P can be expressed in terms of Ca. The steady state values of Ca4K and Ca4P are plotted against Ca in Figure 6-3A.

\[
\frac{dCa_4K}{dt} = k_{Calf} \frac{Ca^4}{Ca_4 + K_{CalK}} - k_{CaKb}Ca_4K = 0 \quad \therefore \quad Ca_4K = \frac{k_{Calf}Ca^4}{k_{CaKb}Ca_4 + K_{CaK}}
\]

\[
\frac{dCa_4P}{dt} = k_{Calf} \frac{Ca^4}{Ca_4 + K_{CaP}} - k_{CaPb}Ca_4P = 0 \quad \therefore \quad Ca_4P = \frac{k_{Calf}Ca^4}{k_{CaPb}Ca_4 + K_{CaP}}
\]

Afterwards, calmodulin-dependent protein kinase II bound by calcium (Ca4K) can insert and activate AMPAR [64] whereas calcium-bound protein phosphatase 1 (Ca4P) may internalize and deactivate AMPAR [113] as summarized in Eq.(6.8). In detail, k_{AMPARf} and k_{AMPARb} denote the forward and backward reaction rate constants of AMPAR activation. Furthermore, V_{CaK} and V_{CaP} are proportional constants that quantify the contributions of Ca4K and Ca4P to the rate constants, respectively.

\[
AMPAR_{inactive} \xrightleftharpoons[k_{AMPARb} + V_{CaP}Ca_4P]{k_{AMPARf} + V_{CaK}Ca_4K} AMPAR_{active}
\]
Concentration change of \( \text{Ca}_4 \text{K} \) and \( \text{Ca}_4 \text{P} \) caused by calcium inflow would perturb the balance between active and inactive AMPA receptors. Under the assumptions that total number of AMPAR remains constant, difference between synaptic strength before and after stimuli (\( \Delta W \)) is proportional to the change in normalized forward rate constants.

\[
\Delta W \propto \frac{k_{\text{AMPAR}_f} + V_{\text{CaK}} \text{Ca}_4 \text{K}}{k_{\text{AMPAR}_b} + V_{\text{CaP}} \text{Ca}_4 \text{P} + k_{\text{AMPAR}_f} + V_{\text{CaK}} \text{Ca}_4 \text{K}} - \frac{k_{\text{AMPAR}_f}}{k_{\text{AMPAR}_b} + k_{\text{AMPAR}_f}} \quad (6.9)
\]

Now we can map out the relationship between the change of synaptic strength (\( \Delta W \)) and calcium concentration (\( \text{Ca} \)) in Eq.(6.9). The steady state concentration of \( \text{Ca}_4 \text{K} \) and \( \text{Ca}_4 \text{P} \) into Eq. (6.9) can be expressed as functions of \( \text{Ca} \) according to Eq.(6.7). Thus with other parameter values listed in Table 6-1, synaptic plasticity change as a function of calcium, \( \Delta W(\text{Ca}) \), is plotted in Figure 6-3B.

6.3 Modeling Results

The model was utilized to explain experimental results of both frequency dependent and spike timing dependent synaptic plasticity (STDP). One experimental dataset of frequency-dependent plasticity was modeled first by using our two component model of calcium dependent plasticity. Afterwards, five scenarios of STDP experimental results were analyzed individually to demonstrate the applicability of the unified model.

6.3.1 Model frequency and calcium dependent plasticity

Directionality of long term plasticity in rat hippocampal slices was experimentally found to depend upon stimulus frequency by Bear et al. [41]. Under low frequency stimuli the synapses get depressed while high frequency stimuli result into long term potentiation. The omega-shaped functional dependence of plasticity on frequency mimics the response predicted by BCM (Bienenstock–Cooper–Munro) rule. Castellani et al. suggested the frequency dependent plasticity is the joint consequence of frequency dependent calcium inflow and calcium dependent plasticity. They also built a model that reproduces BCM rule and asserted intracellular calcium concentration to be directly proportional to stimuli frequency [27]. Therefore, a conversion constant is sufficient to switch between calcium- and frequency-dependent plasticity.

There are two conditions that the profiles of kinase and phosphatase have to meet in order to match the omega-shaped response [27, 29, 98]. First, phosphatase gets activated at low calcium concentration faster than kinase. Second, at high concentration, the activity of kinase surpasses that of phosphatase [27]. As shown in Figure 6-3A, given calcium-dependent phosphatase (CaP) is estimated to be more sensitive to calcium than kinase (CaK) it, saturates at lower calcium concentration. Furthermore, since CaP may weaken synaptic strength by inactivating AMPA receptors, the change in synaptic strength (\( \Delta W \)) dips at low total calcium concentration (CaT) as in Figure 6-3B. Yet the decrease is soon
counteracted by CaK which becomes more active at higher CaT and enhances synaptic connectivity. Also labeled is the CaT value corresponding to largest synaptic strength decrease ($\theta_{\min}$) as well as the threshold calcium concentrations ($\theta_d$ and $\theta_p$) bordering the sign change of $\Delta W$. Then according to Figure 6-3C, our calcium entrapment model is validated by the frequency-dependent “change in EPSP slope” which is an experimental metrics of $\Delta W$. In conclusion, different sensitivities of kinase and phosphotase to calcium result into selective signaling and omega-shaped function.

**Figure 6-3** Total calcium concentration determines direction of plasticity. That is the output of two-component BCM model. (A) Concentrations of Ca$_4$K and Ca$_4$P as functions of CaT. (B) Change in synaptic strength as a function of total calcium concentration. CaT values corresponding to three thresholds, $\theta_p$ and $\theta_p$ (thinner lines) are labeled. (C) The synaptic plasticity and EPSP slope as functions of frequency, respectively. The experiments were done on the Schaffer collateral projection to area CA1 in rat hippocampal slices by Dudek and Bear, 1992 [41].
6.3.2 Model spike timing dependent plasticity

Depending upon the type of synapse, the responses of spike timing dependency may differ. The commonly observed responses can be divided into three groups: forward STDP, backward STDP, and STDP with two LTD windows. The unified theory we proposed can explain all three cases.

6.3.2.1 Asymmetric STDP following Hebbian rule

Forward STDP refers to the type of spike timing dependent plasticity in which depression arises when repetitive presynaptic stimuli closely precede postsynaptic ones and potentiation occurs under the opposite condition. The change in synaptic plasticity as a function of spike timing was well recorded by Bi and Poo in rat hippocampal neurons [16]. According to their experimental protocol, transient responses of long term plasticity as results of different spike timing were measured at first. Afterwards, the steady state change of synaptic strength was plotted as a function of spike timing different between pre- and postsynaptic stimuli. Therefore, our modeling followed the same procedure of data processing.

Transient responses of positively correlated pre- and postsynaptic stimuli demonstrate positive steady state response (LTP) and those of negatively stimuli show negative response (LTD), instead [16]. As shown in Figure 6-4A, when EPSP caused by presynaptic stimulus precedes action potential by 5 ms, the normalized EPSC amplitude increases about 50%. In contrast, the opposite temporal order makes the EPSC amplitude decreases by 20% (Figure 6-4B). Considering the dynamics of NMDA receptors coupled with calcium two-component model, we simulated both the positive and negative spike timing in Figure 6-4. Even with the exactly same sets of parameters, the results clearly show distinct directions of synaptic plasticity as a result of temporal order. Also the rise time and steady-state EPSC amplitudes do match the experimental data. This indicates that our systematic model is likely to be the underlying mechanism of STDP given specific spike timing.

Furthermore, typical STDP experiments include measuring synaptic plasticity at various spike timing as shown in D. Apparently, the temporal order determines the polarity of the long term plasticity. To model the phenomena, we first generated action potential by Hodgkin-Huxley equations and plotted the backpropagated potential through postsynaptic equivalent circuit (Fig. 5A). Then 60 pulses of such action potential at 1 Hz along with glutamate input were applied to the systematic model built to calculate resultant total calcium concentration. As presented in Fig. 5B, fewer calcium flows into postsynapse in the case of negative spike timing in opposed to more two to three times more calcium at about spike timing of + 0~15 ms. Finally the calcium dependent plasticity function in Fig. 5C was used to convert calcium concentration into change in number of active AMPA receptors and thus, synaptic strength. Fig. 5D shows close match between experiments and model, which again validates the systematic approach that takes into account interacting components.
Figure 6-4  Transient EPSC responses due to 60 pulses of correlated pre- and postsynaptic stimuli at 1 Hz. The parameters used in modeling both data sets are the same. (A) Experimental data and model for positively correlated postsynaptic spiking in which each presynaptic stimulus precedes postsynaptic stimulus by five milliseconds. (B) Experimental data and model for negatively correlated postsynaptic spiking in which each postsynaptic stimulus precedes presynaptic stimulus by five milliseconds. Data source: Bi and Poo, 1998 [16].
Figure 6-5 Asymmetric STDP following Hebbian rule. The STDP responses were measured after correlated pre- and postsynaptic stimuli 60 pulses at 1 Hz. (A) Overlapping between back propagating action potential and transient glutamate concentration. (B) Concentrations of CaT vs. spike timing. Two thresholds, $\theta_p$ and $\theta_d$ (thinner lines) based on the adjacent plot C are labeled. (C) Change in synaptic strength as a function of total calcium concentration according to two-component BCM model. Two thresholds are also labeled. (D) The experimental data and model. Data source: Bi and Poo, 1998 [16].
6.3.2.2 Asymmetric STDP following anti-Hebbian rule

The directional dependence of backward STDP response on temporal order of pre- and postsynaptic stimuli is opposed to that of forward STDP. For instance, in parallel fibre synapses of cerebellum-like structures in electric fish, Bell et al. observed LTP when EPSP precedes action potential and LTD under the opposite condition [9]. There maybe different types of plasticity in cerebral cortex and in cerebellum-like structure. More specific explanation may be the difference in the shape of action potential. The parallel fibre synapses in GABAergic Purkinje-like cells are mostly inhibitory. Similar to other inhibitory synapse, the generated action potential demonstrates apparent hyperpolarization before the peak of the spike. The inversion in action potential may result into backward STDP as shown in Figure 6-6D.

The shape of action potential influences spike timing dependent total calcium concentration and eventually STDP response as summarized in Figure 6-6. First, the inhibitory action potentials measured get hyperpolarized in the beginning and show no refractory phase at the end [9]. Overall they appear significantly different from typical profiles generated from Hodgkin-Huxley model. Therefore, we simulated the APs in this case by inserting inhibitory current to a modified H-H model with depolarizing after potential (DAP) behavior [72](Figure 6-6A). Consequently the output profiles of inhibitory action potentials appear inverted in time compared to normal action potentials. In such case, glutamate influx is out of phase with earlier part of action potential and in sync with later portion. This is why the total calcium concentration drops at positive spike timing and increases at the negative part (Figure 6-6B). After coupling spike timing dependent total calcium concentration (Figure 6-6B) with the function of calcium-dependent synaptic strength (Figure 6-6C), we obtain the response of backward STDP. The good agreement between the output of experiments and theory (Figure 6-6D) suggests that the shape of action potential greatly influences the directionality of STDP responses.
Figure 6-6 Asymmetric STDP following anti-Hebbian rule. (A) Overlapping between back propagating action potential and transient glutamate concentration. (B) Concentrations of CaT vs. spike timing. Two thresholds, \( \theta_p \) and \( \theta_d \) (thinner lines) based on the adjacent plot C are labeled. (C) Change in synaptic strength as a function of total calcium concentration according to two-component BCM model. Two thresholds are also labeled. (D) The experimental data and model. Data source: Bell et al., 1997 [9].
6.3.2.3 Symmetric STDP with mixed LTP and LTD

The third type of STDP demonstrates two depression windows at spike timing around +20 ms and -20 ms, respectively while the time interval in between results into potentiation. This phenomenon was first discovered in CA1 pyramidal neurons of rat hippocampus by Nishiyama et al. [118]. Later on similar responses of two LTD windows at around spike timing of ±25 ms were reported by Wittenberg et al. at CA3-CA1 synapses as well [172]. This phenomenon was studied previously by Shouval et al. and a model of NMDA receptor-dependent bidirectional synaptic plasticity was built accordingly [144]. Their model consisted of NMDA receptor dynamics coupled with BCM rule. The model output followed the general trend of STDP with two LTD windows but was not compared side by side with the experimental data.

Although our model includes similar building blocks as previously proposed, it considered the underlying mechanisms of individual subsystems more rigorously and thus, follows experimental data and underlying mechanisms more closely. First, since the shape of action potential in the experiment appears similar to the type of “depolarizing after-potential” categorized by Izhikevich [72, 118], it was modeled accordingly in Figure 6-7A. Because there is no apparent hyperpolarization portion in the action potential, the convolution between glutamate and backpropogated action potential simply contributes to higher calcium level (Figure 6-7B). The reason for the existence of two depression windows even at monotonously higher calcium concentration was the omega-shaped calcium-dependent synaptic strength. More specifically, as indicated in Figure 6-7B and Figure 6-7D, the highest calcium concentration (> θp) at around time zero results into largest increase in synaptic plasticity. Meanwhile, the level of calcium between θd and θp lead to the two depression windows with the largest drop of synaptic strength corresponding to θmin. The curve of calcium dependent plasticity in Figure 6-7C was inferred from the experimental data of STDP (Figure 6-7D) and the parameter values are listed in Table 6-1.
Figure 6-7 Symmetric STDP with mixed LTP and LTD. 
(A) Overlapping between back propagating action potential and transient glutamate concentration. (B) Concentrations of CaT vs. spike timing. Three thresholds, \( \theta_p \), \( \theta_{min} \), and \( \theta_d \) (thinner lines) based on the adjacent plot C are labeled. (C) Change in synaptic strength as a function of total calcium concentration according to two-component BCM model. Three thresholds are also labeled. (D) The experimental data and model. Data source: Nishiyama et al., 2001 [118].
6.3.2.4 Symmetric STDP with only LTP

The symmetric STDP with only LTP was discovered in hippocampal slice CA1 fairly early and researchers back then already suspected convolution is the cause of the phenomenon. According to the experimental data shown in Figure 6-8D, time lags between pre- and postsynaptic stimuli ranging from -40 ms to 50 ms result into LTP without observable LTD [57]. This type of STDP is the simple to explain because the response appears like common results of convolution.

Again we used H-H model with depolarization after potential to model the action potentials before convolving them with glutamate profiles (Figure 6-8A). Yet the difference is in the exact shapes of BCM curves adopted. In the previous section “6.3.2.3 symmetric STDP with mixed LTP and LTD”, shifted BCM model with positive \( \theta_d \) was used. Here we chose original BCM model with \( \theta_d \) equal to zero instead, as shown in Figure 6-8C. The parameters were specified so that the accumulated calcium concentration level lies above the threshold value, \( \theta_p \) (Figure 6-8B). Under such circumstance, the change in synaptic strength is positive and increases monotonously with calcium. Therefore, the timing dependent calcium level becomes symmetric STDP plot with only LTP (Figure 6-8D).
Figure 6-8 Symmetric STDP with only LTP.
(A) Overlapping between back propagating action potential and transient glutamate concentration. (B) Concentrations of CaT vs. spike timing. Two thresholds, $\theta_p$ and $\theta_d$ (thinner lines) based on the adjacent plot C are labeled. (C) Change in synaptic strength as a function of total calcium concentration according to two-component BCM model. Two thresholds are also labeled. (D) The experimental data and model. Data source: Gustafsson et al. 1986 [57].
6.3.2.5 Symmetric STDP with only LTD

On the other hand, the symmetric STDP with only LTD was discovered in rat barrel cortical slice and in rat hippocampal CA3-CA1 [43, 172], respectively. The experimental protocols adopted for eliciting symmetric STDP with only LTD are similar to previous experiments. The spike timing difference for generating LTD was between -50 ms and 50 ms. Throughout the pairing stimulation, no significant long term potentiation was detected [43, 172].

What causes some synapses to demonstrate STDP with only LTD and others to show LTP only? Since the measure action potentials remain fairly similar (Figure 6-9A), the answer might lie in the relative levels between calcium concentration and the threshold values of BCM rules. The measured dendritic action potentials still exhibit depolarization after potential, so we used similar action potential shapes as in “6.3.2.4 Symmetric STDP with only LTP”. Yet we applied a smaller proportional constant, assuming the magnitude of calcium concentration is lower (Figure 6-9B). The reasons might be larger sizes of postsynaptic compartments or weaker calcium current inflow. Then other parameters were assigned such that accumulated calcium concentration level lies between two threshold values, $\theta_{\text{min}}$ and $\theta_d$. Under this condition, synaptic strength decreases monotonously with calcium so highest concentration level at time zero corresponds to the lowest synaptic strength (Figure 6-9B and Figure 6-9C). Finally the Fig. 9b becomes the STDP with only LTD with the left and right side symmetric to one another (Figure 6-9D).
Figure 6-9 Symmetric STDP with only STD.

(A) Overlapping between back propagating action potential and transient glutamate concentration. (B) Concentrations of CaT vs. spike timing. Three thresholds \( \theta_d, \theta_{min}, \) and \( \theta_p \) (thinner lines) based on the adjacent plot C are labeled. (C) Change in synaptic strength as a function of total calcium concentration according to two-component BCM model. Two thresholds are also labeled. (D) The experimental data and model. Data source: Wittenberg et al. 2006 [172].
Table 6-1 The time constants, estimated parameters and action potential models in various STDP cases

<table>
<thead>
<tr>
<th>Classification</th>
<th>Parameter</th>
<th>Unit</th>
<th>asymmetric</th>
<th>asymmetric</th>
<th>symmetric</th>
<th>symmetric</th>
<th>symmetric</th>
<th>symmetric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hebb</td>
<td>anti-Hebb</td>
<td>mixed</td>
<td>LTP</td>
<td>LTD</td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td>-</td>
<td>-</td>
<td>Rat hippo-</td>
<td>Cerebellum-</td>
<td>Rat hippo-</td>
<td>Rat hippo-</td>
<td>Rat hippo-</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>campal culture</td>
<td>like structure</td>
<td>campal slice</td>
<td>campal slice</td>
<td>campal</td>
<td></td>
</tr>
<tr>
<td>Spike timing</td>
<td>Δt (LTD)</td>
<td>ms</td>
<td>-30 ~ 0</td>
<td>0 ~ +50</td>
<td>-30 ~ -10</td>
<td>None</td>
<td>-50 ~ 50</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Δt (LTP)</td>
<td>ms</td>
<td>0 ~ +15</td>
<td>-50 ~ 0</td>
<td>0 ~ +15</td>
<td>-40 ~ 50</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Parameters of</td>
<td>K&lt;sub&gt;CaK&lt;/sub&gt;</td>
<td>μM</td>
<td>1.16</td>
<td>1.20</td>
<td>2.10</td>
<td>1.22</td>
<td>3.84</td>
<td></td>
</tr>
<tr>
<td>Ca-dependent</td>
<td></td>
<td></td>
<td>0.12</td>
<td>0.10</td>
<td>0.9</td>
<td>0.81</td>
<td>1.30</td>
<td></td>
</tr>
<tr>
<td>plasticity</td>
<td>K&lt;sub&gt;CaP&lt;/sub&gt;</td>
<td>μM</td>
<td>0.92</td>
<td>0.95</td>
<td>2.22</td>
<td>1.02</td>
<td>3.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>θ&lt;sub&gt;p&lt;/sub&gt;</td>
<td>μM</td>
<td>0.00</td>
<td>0.00</td>
<td>1.02</td>
<td>0.00</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td></td>
<td>θ&lt;sub&gt;d&lt;/sub&gt;</td>
<td>μM</td>
<td>(zero)</td>
<td>(zero)</td>
<td>(nonzero)</td>
<td>(zero)</td>
<td>(nonzero)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>V&lt;sub&gt;CaK&lt;/sub&gt;</td>
<td>μM·s&lt;sup&gt;-1&lt;/sup&gt;</td>
<td>3.4</td>
<td>3.5</td>
<td>3.7</td>
<td>4.6</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>V&lt;sub&gt;CaP&lt;/sub&gt;</td>
<td>μM·s&lt;sup&gt;-1&lt;/sup&gt;</td>
<td>2.1</td>
<td>1.0</td>
<td>0.7</td>
<td>1.2</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>Action potential</td>
<td>-</td>
<td>-</td>
<td>Classical H-H equation [68]</td>
<td>Inhibitory H-H eq. with DAP</td>
<td>H-H eq. with DAP</td>
<td>H-H eq. with DAP</td>
<td>H-H eq. with DAP</td>
<td></td>
</tr>
<tr>
<td>model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*θ<sub>p</sub> is the upper calcium concentration limit and θ<sub>d</sub> is the lower calcium concentration limit in switching directions of calcium-dependent plasticity.*
6.4 Conclusion of spike timing dependent plasticity

The spike timing dependent plasticity is the manifestation of several subsystems interacting with one another as shown in Figure 6-10. The temporal order specificity is the result of convolution between presynaptic glutamate flux and postsynaptic depolarization both of which are necessary for activation of NMDA receptors. The glutamate influx is elicited by presynaptic stimuli and membrane depolarization is initiated by action potentials due to postsynaptic stimuli.

The underlying cellular reactions that cause spike timing dependency were not fully understood with the previous molecular biology methodology. Systematic study and model based experiment are more efficient ways in deciphering STDP. Without the quantitative model, a number of qualitative hypotheses are left unchecked. Based on the fact that the unified model proposed here is capable of explaining various kinds of STDP, the actual physiological mechanisms may be close to our description. The temporal specificity is the manifestation of both NMDA receptor-mediated calcium influx and calcium dependent plasticity.

Figure 6-10 The flow chart summarizes mechanisms of spike timing dependent plasticity

Perturbation of parameters (Figure 6-11) demonstrates how different physiological condition leads to the change in STDP response. As shown in Figure 6-11A, raising the sensitivity of calcium-dependent kinase (i.e., decreasing $K_{CaK}$ values) weakens the depression level of the LTD window. The reason is that the more sensitive the kinase is to calcium (i.e., it gets saturated more easily), the lower the level of synaptic strength is. Therefore, the perturbation of $K_{CaK}$ causes the variation of STDP in terms of intensity but not in the width of time window. On the other hand, changing in the recovery rate of potassium channels alters the time course of action potential. As a result, the action
potential recovers from hyperpolarization slower and thus the time window within which LTD prevails are widened (Figure 6-11B).

![Figure 6-11 Perturbation analysis of STDP.](image)

(A) Change the calcium sensitivity. (B) Change the recovery rate of potassium channel.

With the unified theory developed, we can resolve some of the controversial issues in this field. The first one was whether one coincidence detector is sufficient to demonstrate STDP response [33, 78]. The second issue is whether the spike timing dependent long term potentiation and depression involves independent processes. As demonstrated by the response of the model, NMDA receptor as a single coincidence detector can give rise to a variety of STDP outcome. Therefore, voltage gated calcium channels (VGCC) as the second coincidence detector is not necessarily required. Second, the spike timing potentiation and depression are likely to result from an integrated mechanism. Such mechanism gives rise to potentiation or depression, depending on the relative timing of glutamate flux and membrane depolarization as the two requirements of NMDA receptor activation.

Hebb’s learning rule is closely related to the time interval between pre- and postsynaptic neuronal activities. The shape of the action potential plays an important role in determining the time window of spike timing dependent plasticity. The stringent time window requirement is due to the small time constants of both pre- and postsynaptic stimuli. In general, the time range of action potential is as large as 20 ms while that of glutamate flux is in the same order, too. In order for these two signals to interact with one another, the temporal proximity is required. The negatively correlated pre and postsynaptic stimulation may result into anti-Hebbian change in synaptic strength. The hyperpolarization and omega-shaped calcium dependent plasticity are the reasons behind such phenomena. Further development: The third class involves the application of STDP to neural network. Usually the two exponential decay functions for potentiated and depressed portions of the curves are used to exploration what network properties may emerge from such algorithm[23, 151]. How combination of different types of STDP may contribute to some emerging network properties is worth exploring.
6.4.1 Comparison with previous models

The unified model we propose is different from previous models in two essential aspects. First, the approach we took for modeling STDP is more systematic. Second, our model can explain a wider range of experimental data than any previous one. Table 6-3 summarizes this kinetic study and several previous models. Even the two previously developed biophysical models did not consider the synaptic pathways in details systematically as we do in developing this kinetic model. In brief, our model consists of three essential parts: backpropagation of action potentials, dual requirement for NMDA activation, and calcium dependent plasticity. Calcium dependent plasticity has usually been modeled by BCM rule which is crucial but not widely utilized in the modeling work listed. Especially missing in previous works is the accurate depiction of action potential backpropagation. After rigorously modeling various action potentials measured in experiments, we expand the applicability of this kinetic model to cover five different types of STDP. This unifying model has been validated by more sets of experimental data compared to previous models supported by two STDP data at most.

Table 6-2 Model comparison of this kinetic model with respect to previous ones in terms of several key attributes

<table>
<thead>
<tr>
<th>Model type</th>
<th>Underlying Mechanism</th>
<th>Data modeled</th>
<th>BCM rule incorporated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinetic model unifying</td>
<td>biophysical</td>
<td>action potentials, NMDA receptors, and calcium dependent plasticity</td>
<td>five different types of spike timing dependent plasticity</td>
</tr>
<tr>
<td>spike timing dependent plasticity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NMDA receptor dependent bidirectional model[144]</td>
<td>biophysical</td>
<td>NMDA receptors and calcium control hypothesis</td>
<td>one symmetric STDP data with mixed LTP and LTD</td>
</tr>
<tr>
<td>STDP model with two calcium coincidence detector[78]</td>
<td>biophysical</td>
<td>NMDA receptors and voltage-gated calcium channels</td>
<td>one asymmetric STDP data following Hebbian rule</td>
</tr>
<tr>
<td>Potentiation-depression model[2]</td>
<td>phenomenological</td>
<td>abstract potentiation and depression processes</td>
<td>two asymmetric STDP data following Hebbian rule</td>
</tr>
<tr>
<td>Exponential fitting functions [15]</td>
<td>phenomenological</td>
<td>two separate exponential functions</td>
<td>one asymmetric STDP data following Hebbian rule</td>
</tr>
</tbody>
</table>
6.4.2 Limitations of the model

The applicability of the model is limited by the underlying assumptions we made while developing the model. Making these assumptions is necessary in extracting the essential pathways that contribute to STDP and in keeping the kinetic model mathematically tractable. The assumptions as well as the limitation associated with each assumption are listed below.

Assumption 1: gene regulation is insignificant compared to cytoplasmic signaling pathways throughout the time span of current experiments of STDP. That is, we only considered the signal transduction pathways in cytoplasm but not in nucleus. Upstream calcium signaling is generally considered sufficient to sustain early stage LTP or LTD, granted that late stage development involves also downstream genetic expression [76]. For instance, cAMP response element-binding (CREB) proteins, regulating transcription of certain memory-related genes [108], are crucial for late phase instead of early phase long-term potentiation. To explore longer lasting change of synaptic plasticity, including the transcription kinetics of key synaptic proteins is necessary.

Assumption 2: The spatial dependence of STDP response has not been considered. There is experimental evidence showing that different location of dendrites would result into wider or narrower window of LTD [33, 52]. Qualitatively, the result can be explained by our model: longer tails of back propagated action potentials widen the window within which they can interact with presynaptic stimuli. Therefore, the time constant of the LTD part of the STDP responses is changed. More rigorous modeling work requires detailed cable theory to deduce the functional relationship between stimulating different location of the dendrite and the consequent duration of hyperpolarization in action potentials.

Assumption 3: NMDA receptors were considered as the only gateway of calcium passage and a simple two-component model was used to generalize the reactions initiated by postsynaptic calcium. Reaction pathways have been greatly simplified to illustrate the essential mechanisms causing STDP but actual calcium signaling pathways are far more complex [30]. For instance, voltage gated calcium channels (VGCC) in addition to NMDA receptors allow calcium influx into postsynaptic compartments. Also other calcium-dependent reactions such as those involved in mitogen-activated protein kinase (MAPK) and cyclic adenosine monophosphate (cAMP) pathways, etc. can propagate the presynaptic and postsynaptic signals as well. Therefore, activities of these additional pathways may further influence the temporal responses of spike timing dependent plasticity.

Assumption 4: The waveforms of action potentials are modeled by Hodgkin-Huxley equations. Yet shapes of action potentials can vary significantly depending on the types of neurons and some of them cannot be well depicted by classical Hodgkin-Huxley equations. A summary classifying various action potentials with the corresponding models has been done by Izhikevich [72]. Using those models of action potentials or other more biophysically based ones may expand the applicability of this STDP kinetic model.
6.4.3 New experiments suggested by the model

Knowing the actual physiological reactions is crucial in pinpointing the molecular mechanism of associative learning and in engineering the synaptic plasticity and designing new experiments. The next step in elucidating the molecular mechanism is to identify the exact biomolecules that are involved in downstream calcium signaling. For instance, what are the kinase and phosphotate responsible for calcium dependent phosphorylation and dephosphorylation? Then how are these reactions cause activation and internalization of AMPA receptors, respectively? As suggested by Froemke et al., the time course of STDP is altered due to the difference of dendritic location or more specifically change in the time course of presynaptic response [52]. The associative learning deficits may be related to calcium signaling pathways. Therefore, it is possible that pharmacokinetic method can be used to control the calcium signaling and STDP tendency of certain synapses.
### Table 6-3 The summary of nomenclature in Chapter 6

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Units</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{axon}$, $C_{dent}$</td>
<td>$\mu F/cm^2$</td>
<td>Membrane capacitance of axon and dendrite, respectively</td>
</tr>
<tr>
<td>Ca</td>
<td>$\mu M$</td>
<td>Postsynaptic calcium concentration</td>
</tr>
<tr>
<td>$\Delta W$</td>
<td>-</td>
<td>The change in synaptic strength</td>
</tr>
<tr>
<td>$g_{inter}$</td>
<td>$\mu S$</td>
<td>Inter-conductance between dendrite and axon</td>
</tr>
<tr>
<td>Glu</td>
<td>$\mu M$</td>
<td>Glutamate or glutamate concentration</td>
</tr>
<tr>
<td>$g_{NMDA_{max}}$</td>
<td>$\mu S$</td>
<td>Maximum conductance of NMDA receptors</td>
</tr>
<tr>
<td>$I_{AMPAR}$</td>
<td>nA</td>
<td>The current flow through AMPA receptors</td>
</tr>
<tr>
<td>$I_{K}, I_{Na}$</td>
<td>nA</td>
<td>The potassium and sodium current, respectively</td>
</tr>
<tr>
<td>$I_{Laxon}, I_{Ldent}$</td>
<td>nA</td>
<td>The leakage current at axon and dendrite, respectively</td>
</tr>
<tr>
<td>$I_{NMDAR}$</td>
<td>nA</td>
<td>The current flow through NMDA receptors</td>
</tr>
<tr>
<td>$I_{pre}, I_{post}$</td>
<td>nA</td>
<td>Presynaptic and postsynaptic stimuli current, respectively</td>
</tr>
<tr>
<td>$k_{AMPAR_{a}}$</td>
<td>s$^{-1}$</td>
<td>Rate constant of AMPA receptor activation</td>
</tr>
<tr>
<td>$k_{AMPAR_{b}}$</td>
<td>s$^{-1}$</td>
<td>Rate constant of AMPA receptor inactivation</td>
</tr>
<tr>
<td>$k_{CaK_{a}}, k_{CaK_{b}}$</td>
<td>s$^{-1}$</td>
<td>The forward and backward rate constant of kinase binding</td>
</tr>
<tr>
<td>$k_{CaP_{a}}, k_{CaP_{b}}$</td>
<td>s$^{-1}$</td>
<td>The forward and backward rate constant of phosphatase binding</td>
</tr>
<tr>
<td>$K_{CaK}$</td>
<td>$\mu M$</td>
<td>Sensitivity of calcium to calcium dependent kinase</td>
</tr>
<tr>
<td>$K_{CaP}$</td>
<td>$\mu M$</td>
<td>Sensitivity of calcium to calcium dependent phosphatase</td>
</tr>
<tr>
<td>$k_{for}, k_{rev}$</td>
<td>ms$^{-1}$</td>
<td>The forward and reverse rate constant of glutamate diffusion</td>
</tr>
<tr>
<td>$k_{Glu}$</td>
<td>$\mu M$</td>
<td>Glutamate association constant for half activation of NMDAR</td>
</tr>
<tr>
<td>$k_{NMDAR}$</td>
<td>$mV^{-1}$</td>
<td>The slope of NMDA receptor voltage dependence function</td>
</tr>
<tr>
<td>$k_{removal}$</td>
<td>ms$^{-1}$</td>
<td>The removal rate constant of glutamate</td>
</tr>
<tr>
<td>$\theta_{d}$</td>
<td>$\mu M$</td>
<td>The calcium concentration bordering LTD and no change</td>
</tr>
<tr>
<td>$\theta_{min}$</td>
<td>$\mu M$</td>
<td>The calcium concentration that leads to the lowest depression</td>
</tr>
<tr>
<td>$\theta_{p}$</td>
<td>$\mu M$</td>
<td>The calcium concentration bordering LTP and LTD</td>
</tr>
<tr>
<td>$V_{CaK}$</td>
<td>$\mu M \cdot s^{-1}$</td>
<td>Proportional constant of CaK impact on AMPAR insertion</td>
</tr>
<tr>
<td>$V_{CaP}$</td>
<td>$\mu M \cdot s^{-1}$</td>
<td>Proportional constant of CaP impact on AMPAR removal</td>
</tr>
<tr>
<td>$V_{1/2}$</td>
<td>mV</td>
<td>Midway voltage at which $g_{NMDA}$ becomes equal to $g_{NMDA_{max}}$</td>
</tr>
<tr>
<td>$V_{axon}, V_{dent}$</td>
<td>mV</td>
<td>Membrane potential at axon and dendrite, respectively</td>
</tr>
</tbody>
</table>
7 Calcium Signaling, Synaptic Plasticity, and Amyloid Fibrillation

The early stage of Alzheimer disease (AD) is often characterized by the deposition of amyloid beta (Aβ) plaques and the loss of ability to consolidate long-term memory [140]. The amyloid fibrillation process was modeled in Chapter 3 while Chapters 4, 5, and 6 are focused on the synaptic plasticity at different time scale. There should be linkage between formation of amyloid plaques and the impairment of synaptic plasticity. Therefore, this chapter is devoted to suggesting the potential causal effects between these two phenomena.

Current understanding with respect to the pathological species and disease mechanisms remain vague. The hypotheses of pathological species can be divided into two groups: those viewing Aβ as the rudimentary causes and those pointing to other non-Aβ species, instead. The first group believes the derivatives of amyloid peptides Aβ40 and Aβ42 as the pathological species. Especially their oligomeric aggregates can cause neurotoxicity, development of neurofibrillary tangles, or impairment of long-term potentiation (LTP) [163]. The hypotheses belonging to the second group are summarized together with their supporting evidences.

In the second section of this chapter, the effects of amyloid beta on long-term potentiation (LTP) are discussed because many experimental evidences suggesting so are available. Experimental data of such effect was explained with the calcium entrapment model we proposed. Based on the previous literature and our model for synaptic plasticity, the calcium signaling plays a determining role in regulating synaptic plasticity. Amyloid fibrils may disturb the calcium balance across the cell membrane and disable the synapse from getting long-term potentiated.

7.1 Theoretical hypothesis regarding pathological species

Amyloid fibrils have long been found in the brains of AD patients. Yet the detailed mechanisms and functional roles of Aβ fibrillation in vivo remain unclear. The current leading hypotheses regarding pathological species can be categorized into three groups: (1) Aβ fibrils as the main components of senile plaque are the neurotoxic species. The accumulation of misfolded Aβ may initiate a cascade of reactions that eventually lead to synaptic dysfunction and neuronal loss [141]. (2) Oligomers instead of fibrils are the pathogenic agents. These small molecules may react with membrane proteins and disturb the electrophysiological balance of neuron cells [127]. Soluble oligomers form of Aβ have been claimed to be the necessary and sufficient species to elicit cognitive functional deficit [31, 59]. There are in fact drugs undergoing clinical trials that act on slowing down or reversing the formation of oligomers. (3) All species involved in the fibrillogenesis pathways, including monomers, oligomers, and fibrils, are potential causes of various
neurodegenerative diseases. Accordingly, the corresponding therapeutic approach would be to inhibit the upstream β-secretase or γ-secretase to prevent the formation of monomeric Aβ peptides in the first place. Finally, the memory loss in AD patients does not necessarily correlate strongly with the amount of Aβ plaque aggregation. Abnormality of synapse occurs before development of plaques and death of neurons [139]. Therefore, it is likely that the pathological species may not be amyloid fibrils but the reactive oligomers. Reactive oligomers may interact with membrane receptors to influence downstream signal transduction pathways.

There are still other disease mechanisms that do not regard derivatives of amyloid beta as pathological species. The first example is the tau hypothesis. Tau is an intracellular microtubule-associated protein that has been found in the neuronal tissues of some Alzheimer’s disease patients [101]. The aggregated form of tau proteins become neurofibrillary tangles, neuritic plaques, which can potentially lead to aberrant cytoskeletal-cell organelle interactions and disruption of axonal transport [173]. Second, disturbance of the cholesterol balance is suspected to accelerate generation of amyloid beta. The strongest evidence comes from the medical findings that applying statin, the cholesterol lowering drug, can alleviate the symptom of AD patients [8, 85]. The third one is relatively broad claim which assert that imbalance of oxireductive reactions are the upstream causes of tangle or fibril formation. More specifically, transferrin fibrils are responsible for transporting human Fe^{III} which is involved in many oxidative and reductive physiological reactions [53, 149]. The fourth hypothesis is related to cholinergic transmission. Experimental evidence showed that synapses containing acetylcholine and glutamate are especially prone to be affected [95]. There are results from clinical trials that show acetylcholinesterase inhibitor, galantamine, can improve the conditions of AD patients [135]. However, there is no dominant theory of so far and the pathological mechanisms remain controversial. Therefore we decide to study the influence of Aβ fibrils on long term plasticity because we suppose there should be close relationship between the potential pathological species and the measurable metrics of memory formation capability.

### 7.2 Experimental evidence showing impairment of LTP

The amyloid peptides Aβ40 and Aβ42 have been suspected to cause neurotoxicity by development of neurofibrillary tangles that impair long–term potentiation (LTP) [163]. At the early stage of AD, one of the apparent symptoms is the loss of ability to consolidate long term memory. Thus, the coincidence of excessive formation of misfolded amyloid protein and impedance of long term plasticity change suggests the causal relationship between these two phenomena. There are experimental evidences demonstrate that applying Aβ either in vivo or in vitro results into long term depression (LTD) and internalization of AMPA receptors. Removal of AMPA receptors lead to weakened synaptic strength or even loss of dendritic spine [31, 71]. Loss of AMPA receptors further results into moderate level of calcium inflow which by the rule of calcium dependent synaptic plasticity would further weaken the synaptic strength. With the knowledge gained from modeling long term potentiation, the calcium signaling and AMPA receptors are key factors regulating LTP. Thus, understanding how amyloid derivatives alter the properties of membrane receptors and calcium dynamics would be helpful in explaining the functional roles they play.
Figure 7-1 The disruption of long-term potentiation by the decreased inflow rate of calcium through NMDA receptors. (A) The depressed response of LTP by Aβ in pyramidal neurons of rat hippocampus. The difference of parameters in modeling two curves is the amount of calcium inflow. Data source: Vitolo et al., 2002 [163]. (B) The simple analogy plot of plumbing with valves to indicates the potential influence of Aβ on the decreased inflow rate through NMDA receptors.

It has been found that the level of long term potentiation was impaired by the existence of amyloid-β peptide [163]. The sustainability of long term potentiation depends upon the ability of postsynaptic membranes to entrap sufficient intracellular calcium. We proposed that the pathological mechanisms are related to inhibition of membrane calcium channels or disturbance of membrane capacitance. The amount of calcium inflow to postsynapse can be calculated by Eq. (10) which we used to modeled LTP responses. The level of long term potentiation was experimentally found to be lowered by the existence of amyloid-β peptide as shown in Figure 7-1 [163]. It has been shown that Aβ species can regulate trafficking of NMDA receptor [150] so the conductance, \( g_{NMDAR} \), is a function of Aβ concentration.
Figure 7-2 The disruption of long-term potentiation by the increase leakage rate of calcium.

(A) The depressed response of LTP by Aβ in the perforant pathway of the dentate gyrus. The difference of parameters in modeling two curves is the rate of calcium leakage. Data source: Wang et al., 2004 [163]. (B) The simple analogy plot of plumbing with valves to indicates the potential influence of Aβ on the increased leakage rate.

As for Figure 7-2, we used higher leakage rate, $I_{\text{leakage}}$, to successfully model curves of LTP influenced by Aβ peptides. Experimental evidence suggested that the oligomeric species of Aβ can form donut-shaped structure on membranes, increase leakage rate, and damage the normal function of cell membranes as capacitors [127, 168].

$$CaT \propto \int_{\text{time}} I_{\text{NMDAR}} - I_{\text{leakage}} \, dt = \int_{\text{time}} g_{\text{NMDAR}} (V_{\text{membrane}}, \text{Glu}) V_{\text{membrane}} - I_{\text{leakage}} \, dt \quad (10)$$

Furthermore, the decrease in the amount of calcium entrapped may influence the synaptic strength by altering the total number of AMPA receptors available for synaptic signal transmission. The possible mechanisms may include interference with the endocytosis of postsynaptic AMPA receptors such that the total concentration of AMPA receptors would decrease [71].

7.3 Conclusions regarding effects of amyloid fibrillation on synaptic plasticity

The influence diagram of amyloid fibrillation on synaptic plasticity is shown in Figure 7-3 according to the modeling results in this thesis as well as some references [71, 127]. Amyloid beta peptides aggregate and fibrillate following series reactions. Aβ oligomers may interact with neuronal cell membranes and perturb calcium homeostasis. Since calcium entrapment at postsynapse and the subsequent calcium-dependent reactions are
prerequisite conditions for sustainable change of synaptic plasticity, disruption of calcium balance may lead to failure to induce LTP. Unsustainable calcium level and decreased postsynaptic activities result into the removal or internalization of AMPA receptors. As a result, fewer number of active AMPA receptors, the indicator of synaptic conductance, signify lower efficacy of synaptic transmission [25]. Apoptosis may eventually ensue after long term inactivity of neurons due to internalization of AMPA receptors [169]. Yet one critical question remains under dispute. That is, what are the functional roles of Aβ peptides? The direction of research that may lead to the answer is further discussed in the following Future Work Chapter.

![Influence Diagram of Amyloid Peptides on Synaptic Plasticity](image)

Figure 7-3 The influence diagram of amyloid peptides on synaptic plasticity.
8 Future Work

This thesis has demonstrated the usefulness of applying mathematical methodology and instilling physical insights into neurological systems. While neuroscience remains an active experimental research area, more theoretical work is needed to unify the experimental work and guide the design of further experiments. Based on the work that has been done in this thesis, we suggest the following four directions for further research.

8.1 Investigate the cause and effect between amyloid fibrils and neuronal activities

The roles of amyloid fibrillation in the pathology of many neurodegenerative diseases remain controversial. The biggest question remains whether amyloid plaques are the actual cause of cellular malfunctions or just the effect of upstream homeostatic imbalance. Temporal order in which various symptoms occur is a valuable indicator to distinguish between causes and effects. There are evidences showing that the occurrence of abnormal functions in hippocampal neurons precede appearance of amyloid fibrils in time [153]. They reported transport deficits in axons result into the facilitated proteolytic processing of β-amyloid precursor protein and the subsequent accumulation of β-amyloid peptides. The other issues worth exploring are the function roles or the toxic effects of amyloid fibrils. Several mechanisms of how accumulated amyloid fibrils become toxic to neurons have been suggested. For instance, it has been proposed that amyloid fibrils physically disrupt tissue architecture such as microtubules and cytoskeleton [82, 112]. Also some researchers suggest the puncture of cell membranes leads to ion imbalance and the subsequence abnormality in signal transduction pathways [127]. As for the functional roles, amyloid fibrils have been suggested as a modulator of cholesterol balance [86] or an activation of melanin polymerization [50]. The involvement of Aβ in apolipoprotein and cholesterol balance is also suggested [63]. Research directions along these lines would be helpful in clarifying the causal relationship between accumulation of amyloid plaques and failure of neuronal functions.

8.2 Spatial modeling of synaptic plasticity

The morphology of neuronal network in central nervous systems appears to be one of the most complex living structures. Compared to the intensive modeling work that has been geared toward transient experimental data, many experiments exploring spatial responses in neuronal tissues remain unexplained. To establish the structure-based functionality of neurons, modeling such spatial responses is necessary. Building modules for different types of neurons based on their morphologies is a step toward the realization of small physiologically based neuronal network. NEURON is a set of simulation software suitable for neurobiologists to predict the electrophysiological responses based on
the specifications of morphological data [67]. Although it is partially based on cable theory, the user interface is inflexible in terms of modifying the underlying equations. Therefore, Matlab Simulink® (The MathWorks, Natick, MA) is an alternative simulation environment for computational neuroscientists to implement the spatiotemporal model with hierarchical structure. By comparison, it is easier to check and update the equation-based algorithm in Matlab Simulink®.

8.3 Develop memory modules that incorporates gene expression

Some declarative long-term memory can last for months or years and be recalled at the onset of associated triggers. Although upstream signal transduction pathway is sufficient to elicit early stage of long term plasticity, synthesis of synaptic protein by translation of genes is a more likely way to leave permanent biomolecular memory traces. For instance, the binding between CREB (cAMP response element-binding) proteins and DNA is required in the consolidation of late phase long-term memories [76]. Theoretically, Hill equation is usually adopted to model the gene transcription activated by transcription factors [42]. Integration operation, compared to bistable theories, is more likely to be the true underlying algorithm by which synaptic plasticity can last robustly between neurons. Yet more experimental data beside graded long-term potentiation responses are necessary to test the statement. Experimentally, most of the current tests for long-term potentiation have run time of only a few hours which is too short compared to the time long-term memory can last. Therefore, experiments with longer time constants and detailed measurements of gene expression are critical in validating biophysical memory modules.

8.4 Apply biophysical models to neural network

What emerging properties and collective behaviors may arise from neural network consisting of individual neurons interconnected with one another remain an open question. The current basic elements used for constructing neural networks are oversimplified from a neurophysiological perspective. For instance, the spike timing dependent plasticity (STDP), one of the key underlying mechanisms of associative learning, is not reflected in generic neural network consisting of Hebbian synapses. Associative learning is a powerful ability for animals to generate new insights from collected information or experience. To imitate or even extend associative learning, the feature of STDP needs to be taken into account for the design of basic units in neural network. Other features missing from current neural network include the short-term and long-term synaptic plasticity as well as the firing of neurons.

Other intriguing questions include how neurons with different structure demonstrate distinct functionality and how the ensemble behavior may arise from heterogeneous neuronal network. There are more specific questions such as what response can be jointly demonstrated by a network of neurons connected by both depressing and facilitating synapses. In the meantime, what are the purposes of having synapses with these different attributes? Many of these questions are relevant to enhance our understanding on how learning and memory work yet they are not easy to answer. The joint efforts from both the experimental work and theoretical modeling are required to put pieces of puzzles together before we can see the whole picture of our brains.
Quantitative models not only explain experimental measurement but also suggest further design of experiments. There are substantial insights that can be gained the combination of theory and experiments in the field of memory formation. In this thesis, several physiology-based models have been built to elucidate the memory formation mechanisms and the kinetic process of amyloid fibrillation suspected as the cause of memory loss.

Amyloid fibrillation \textit{in vitro} can be interpreted as a three-stage process. Amyloid proteins generally go through misfolding, nucleation, and elongation to become stable insoluble fibrils. Estimated by nonlinear least squares algorithms, the rate constants for nucleation were about ten million times smaller than those for fibril growth. These results, coupled with the positive feedback characteristics of the elongation process, account for the typical sigmoidal behavior during fibrillation. In addition, experiments with different proteins, various initial concentrations, seeding versus non-seeding, and several agitation rates were analyzed with respect to fibrillation using our new model. Moreover, according to \textit{in vivo} findings, the existence of amyloid plaques in neurodegenerative patients is correlated with loss of ability to form short-term or long-term memory in the early stage of disease progression.

Models for short-term and long-term plasticity have been built, respectively with results matching experimental data well. The main reason for short-term depression is depletion of neurotransmitter vesicle while that for short-term facilitation is the enhanced transmitter release due to buildup of residual calcium. As for long-term plasticity, the calcium entrapment model we proposed outputs results that agree with graded long-term potentiation responses triggered by multiple trains of stimuli. In addition, the frequency dependent long term plasticity can be explained by the same model coupled with the calcium dependent protein kinase and phosphatase. This suggests the importance of postsynaptic calcium and the subsequent downstream signaling in sustaining the enhancement of synaptic conductance. Furthermore, in the late ninety's plasticity was found to depend not only on the frequency of stimuli but also on the relative spike timing between pre- and postsynaptic stimuli.

Ever since its discovery, spike timing dependent plasticity (STDP) has become a new experimental protocol for eliciting change in synaptic plasticity. Yet there was few theoretical work that can well clarify its underlying mechanism until we set up a unifying model that can cover quite a variety of STDP responses. Most of the responses can be interpreted as the results of a two-step process. First, the activation of NMDA receptor-gated calcium ion channels requires both release of glutamate from presynapse and postsynaptic membrane depolarization. The relative timing between these two signals determines the amount of calcium ion flowing into postsynapse. Second, the level of postsynaptic calcium in turn determines the synaptic conductance through calcium signaling. Again, the importance of calcium ions in synaptic plasticity and thus memory formation is indicated.
The toxic effects and functional roles of Aβ fibrillation in human brains remain controversial. With the knowledge gained from modeling long term synaptic plasticity, we realize that calcium signaling and AMPA receptors are key factors regulating memory formation. Therefore, we support the hypothesis that the oligomeric form of amyloid derivatives perforates neuron membranes and disturbs the intracellular calcium balance. Change in the amount of calcium entrapped in neurons in turn influences the synaptic strength by altering the total number of AMPA receptors available for synaptic signal transmission. The abnormal variation in synaptic strength as well as neuronal activities can have significant impact on the triggering immune systems and determining cell fate. Further work to clarify the causal effects among amyloid fibrillation, disease symptoms, and physiological reaction pathways is an important step toward better understanding in the fundamental causes of memory loss and the pathology of neurodegenerative diseases.
Appendix A  Supplemental Materials of Amyloid Fibrillation Model

This supplement contains five sections that support Chapter 3: Modeling Amyloid Fibrillation in the thesis. 1. Details of the methods used for parameter estimation, 2. Comparisons of the model predictions against a simple empirical model. 3. A sensitivity analysis study that identifies key variables. 4. The MATLAB® [110] computer codes used to implement the parameter estimation and numerical solution of the fibrillation kinetics. 5. The abstract of the paper entitled “Osmolyte Controlled Fibrillation Kinetics of Insulin” which deals with additive-induced heterogeneous fibrillation. It is the manuscript we wrote together with Nayak and Prof. Belfort from Rensselaer Polytechnic Institute.

A.1 Parameter estimation

Nonlinear least squares regression [137] was used to estimate the model parameters. The mathematical statement of the optimization problem including the physical constraints is of the form:

\[
\begin{align*}
\min_{\theta} & \quad \Phi(\theta) = \sum_{i=1}^{n_{exp}} [Y_i - f(t_i; \theta)]^2 \\
\text{Subject to} & \quad \theta \geq 0
\end{align*}
\] (A.1)

where \( \Phi(\theta) \) is the objective function to be minimized and \( \theta \) is vector of \( n_p \) parameters to be estimated from \( Y_i \), the measurements of fibril amount at the \( n_{exp} \) time points. The solution to the model built in the main paper describing the kinetics of fibril concentration at the time points is denoted by \( f \). A local minimum for Eq. (A.1) can be found by solving the system of algebraic equations.

\[
\begin{align*}
g_j(\theta) &= \frac{\partial \Phi}{\partial \theta_j} = -2 \sum_{i=1}^{n_{exp}} [Y_i - f(t_i; \theta)] \left( \frac{\partial f}{\partial \theta_j} \right)_{t_i} = 0 ; j = 1, \ldots, n_p
\end{align*}
\] (A.2)

Both the optimization problem and the embedded differential equations, describing the kinetics, were solved with MATLAB® and its library programs \texttt{nlinfit}, \texttt{nlparci}, and \texttt{nlpredci}. (A copy of the MATLAB code is included in Section 4). The algebraic equation solver \texttt{nlinfit} uses the Levenberg-Marquardt method to solve the nonlinear system Eq. (A.2) After a limited number of iterations, the calculation converged to the local minimum. Different starting points were used to ensure that the solution to Eq. (A.2) was indeed a global minimum.

Three different metrics were used to assess the goodness-of-fit for the parameters \( \theta \). One was the coefficient of determination \( (R^2) \), which is the ratio of sum of squared errors due to
regression to the total sum of square errors. Another was the Root Mean Square Error (RMSE). A third measure of the quality of the statistic fit were the confidence intervals for each of the estimates. Several computational steps were required to calculate the standard error of the confidence intervals. First, the population variance $s^2$ was estimated from the residual errors,

$$s^2 = \frac{1}{n} \sum_{i=1}^{n_{\text{exp}}} [Y_i - f(t_i; \hat{\theta})]^2$$  \hspace{1cm} (A.3)

where $v$ is the rank of design matrix and equal to the number of experimental points minus the number of parameters ($n_{\text{exp}} - n_p$). The half-width confidence interval, given the level of significance, was calculated using

$$\tilde{\theta}_j = \hat{\theta}_j \pm t_{v,a/2} \cdot s \cdot \left( X^T X \right)^{-1/2}$$  \hspace{1cm} (A.4)

where $t_{v,a/2}$ is the Student t-distribution with degree of freedom $v$ and significance level $\alpha$. The significance level used here was 0.317 which corresponds to one standard deviation. $X$ is the linearized design matrix also known as the Jacobian.

$$X_{ij} = \frac{\partial f}{\partial \theta_j} \bigg|_{\theta_i}$$  \hspace{1cm} (A.5)

Originally there were two forward and two reverse rate constants to be determined but after exploring parameter variations by sensitivity analysis, we found that $k_{m_u}$ did not influence the response significantly (Figure A-2) and so the estimated parameter vector $\hat{\theta}$ has the components $[k_{m_u}, k_{fb}, k_{fb}]$

A.2 Comparison of the Kinetic Model against an Empirical Function

In many previous experimental studies regarding fibrillation (see [117] for example), the sigmoidal responses were fitted with an empirical expression of the form.

$$Y = y_l + m_l t + \frac{y_f - y_l}{1 + e^{-\left[\frac{(t - t_0)}{\tau}\right]}}$$  \hspace{1cm} (A.6)

where the coefficients ($y_l, m_l, y_f, m_f, t_0, \tau$) were adjusted to fit the time response. Given the often good match to the data it is natural to ask if there is any physical basis for the model.

In general, the set of differential equations defined in our model need to be solved numerically except for some special cases. One is when the natural insulin hexamer is
assumed to dissociate instantaneously and the critical size $n$ is as small as two. Under these assumptions there are two chemical species left: soluble monomers and insoluble fibrils. Since the kinetic model now consists of only two distinct stages (Eq. (A.7)): the slow nucleation process, and the fast fibrillation stage, the nucleation and the fibril elongation reactions both follow second order kinetics.

$$\begin{align*}
A_i + A_i & \xrightarrow{k_{nu,i}} F \\
A_i + F & \xrightarrow{k_{fb,i}} F
\end{align*}$$

(A.7)

In this model fibril dissociation is first order with respect to fibril concentration.

$$\frac{dF}{dt} = k_{nu,i}A_i^2 + k_{fb,i}FA_i - k_{fb-}F$$

(A.8)

If the fibrils were on average composed of $N$ monomers then the time derivative of monomer concentration should have been $N$ times as large as that of fibril concentration.

$$\frac{dA_i}{dt} = -N \frac{dF}{dt}$$

(A.9)

Under these conditions the monomer concentration, $A_i$, could be expressed in terms of initial concentrations ($A_0$) and $F$ by a mass balance; thus, the time derivative of fibril now becomes a single variable differential equation.

$$\begin{align*}
\frac{dF}{dt} &= k_{nu,i}(A_0 - NF)^2 + k_{fb,i}FA_0 - k_{fb-}F \\
&= (N^2k_{nu,i} - Nk_{fb,i})F^2 + (k_{fb,i}A_0 - 2Nk_{nu,i} - k_{fb-})F + k_{nu,i}A_0^2
\end{align*}$$

(A.10)

Since, at steady state, the right hand side of Eq. (A.10) was equal to zero, it is a second order algebraic equation in $F$ and we know that the system had at least one stable steady state, so there must be two real roots ($r_1$, $r_2$) [154].

$$
\begin{align*}
r_1, r_2 &= \frac{-(k_{fb,i}A_0 - 2Nk_{nu,i} - k_{fb-}) \pm \sqrt{(k_{fb,i}A_0 - 2Nk_{nu,i} - k_{fb-})^2 - 4(N^2k_{nu,i} - Nk_{fb,i})k_{nu,i}A_0^2}}{2(N^2k_{nu,i} - Nk_{fb,i})}
\end{align*}$$

(A.11)

The set of differential equations were simplified into the form explicitly showing the loci of two roots; one the attractor and the other the repeller (say for $r_1 < r_2$) as in Reference source not found.
Each time derivative is a parabolic function of its specie concentration where one is concave and the other is convex in schematic Figure A-2. Referring to Figure A-2 (left), we can track the fibrillation response from a different perspective. At first, the fibril concentration was zero and \( \frac{dF}{dt} \) was positive. This gave the accelerated concentration until it reached the stationary point which corresponded to the inflection point of \( F(t) \). Then, the fibril concentration kept on increasing but in a decelerated way until it reached the stable steady state (saturation condition). A similar argument can be made with respect to monomer concentration by using Figure A-2 (right).

Eq. (A.13) has a similar form to the Verhurst equation [162] and can be solved analytically to give

\[
F(t) = r_1 + \frac{r_2 - r_1}{1 + e^{-(t-t_0)/\tau}}
\]

(A.14)

where the constants are given by

\[
\frac{1}{\tau} = (Nk_{fb,1} - N^2k_{mu,1})(r_2 - r_1)
\]

(A.15)

\[t_0 = \tau \ln\left(-\frac{r_2}{r_1}\right)
\]

(A.16)

Given that there were no fibrils present at the beginning of the experiment, the analytic solution to the equation shares the same functional form as Eq. (A.6) when \( m_i \) and \( m_f \) are equal to zero. The models Eq. (A.6) and Eq. (A.14) can now be seen to be related to several experimentally measurable parameters. First, \( 1/\tau \) is the apparent growth rate constant \( k_{app} \). Second, \( t_0 \) is the inflection point where the second order derivative of \( F(t) \) equal to zero. Finally, the delay time can be calculated as \( t_0 - 2\tau \).
Figure A-1 (A) Time derivative of the fibril concentration as a function of the fibril concentration. (B) Time derivative of the monomer concentration as a function of the monomer concentration. Solid circles are attractors (stable steady states); open circles are repellers (unstable steady states).

A.3 Sensitivity analysis

Sensitivity analysis was conducted to evaluate the impact of each of the four parameters. The partial derivative of the model response with respect to the $j$-th parameter was computed by a finite difference method.

$$\frac{\partial f(\theta)}{\partial \theta_j} \approx \frac{f(\theta_j + \Delta \theta_j) - f(\theta_j)}{\Delta \theta_j}$$ (A.17)

To obtain a good estimate of the first derivative as well as to minimize the round-off error, the optimal value of $\Delta \theta_j$ was chosen to be $10^{-4}$ of $\theta_j$. Due to the fact that rate constants estimated in this study had different units and their values span several orders of magnitude, the logarithmic form of Eq. 17 provided a better way to compare the relative contributions,

$$\frac{\partial \ln f(\theta)}{\partial \ln \theta_j} = \frac{\theta_j \frac{\partial f(\theta)}{\partial \theta_j}}{f}$$ (A.18)

Figure A-2 shows the results of logarithmic sensitivity analysis as a function of time demonstrating the impact of each parameter at different stages of fibrillation. Notice that changing the value of $k_{nc}$ several fold did not affect the $Y$ response significantly compared with perturbing the other parameters so $k_{nc}$ was not considered in the parameter
estimation. The rate constant $k_{nu,1}$, followed by $k_{f1}$, was the most significant parameter influencing the earlier stage of fibrillation; thus, the delay time is determined by both $k_{nu,1}$ and $k_{f1}$. Finally, the equilibrium gain of the signal roughly depended on the products of $k_{nu,1}$ and $k_{f1}$ divided by $k_{f1}$.

Figure A-2 $\partial \ln Y/\partial \ln k$ represents the logarithmic sensitivity analysis of the rate constant influence on the fibrillation response around the standard condition. Note that $Y$ is ThT fluorescence intensity and rate constants include $k_{nu,1}$ (black), $k_{nu}$ (red), $k_{f1}$ (blue), and $k_{f1}$ (magenta).

A.4 MATLAB® Codes of the Model

The results shown in Chapter 3 of the thesis: Modeling Amyloid Fibrillation were obtained using MATLAB® [110] and two m-file functions: `solveode_fibril` and `dA_dt=ode_fibril(t,A,n,theta)`. The function `solveode_fibril`, sets up the parameters for the kinetic model and then solves the resulting set of differential equations using the MATLAB® function `ode23s`. The outputs include the fibrillation response and oligomer concentrations as functions of time. The right hand side of the differential equations are evaluated using the function $dA_dt = ode_fibril(t,A,n,theta)$.

function solveode_fibril;

% This function solves the set of differential equations defined @
% ode_fibril, and plots sigmoidal curves of fibril and oligomer conc.
% The following is the list of parameters and initial conditions
n=6; % Critical number of monomers to form a nucleus
b=6e5; % The proportional constant of signal response
theta=[3.54e-2,2.73e6,1.94e3]; % The rate constants [knul, kfb1, kfb]
hex0_wg=2; % Initial insulin wt conc. of insulin hexamers (mg/mL)
insulin_kD=6; % The molecular weight of insulin monomer (kD)
hex0 mM=hex0 mg/insulin_kD/6; % Convert unit from mass to molar conc (mM)
Y0=zeros(1,n+1); % The initial concentration of insulin hexamers (mM)
Y0(1)=hex0 mM;

% Run the simulation and plot the results
close all
slots=201; % Specify number of simulation points
t_range=linspace(0,8,slots); % Specify the time scale vector
[t val, Y val]=ode23s(@ode_fibril, t range, Y0, [], n, theta);
signal=Y val(:,n)*b; % Fluores Signal is proportional to fibril conc.

% Plot the data of UV-vis signal and simulation results
plot(t val, signal, 'b-', 'LineWidth', 1.5);
xlabel('Time (h)', 'FontSize', 14);
ylabel('UV-vis absorbance @ 600 nm', 'FontSize', 14);

% Plot the concentration of natural insulin hexamer, monomer, and dimer figure
figure
plot(t val, Y val(:,n+1)*6, 'r:', t val, Y val(:,1), 'b-', t val, ...
Y val(:,2), 'k-', 'LineWidth', 1.5);
legend('natural hexamer', 'monomer', 'dimer');
xlabel('Time (h)', 'FontSize', 14);
ylabel('Cluster Concentration (mM)', 'FontSize', 14)

% Plot the concentration of 3-mers, 4-mers, and 5-mers figure
figure
plot(t val, Y val(:,3), 'r:', t val, Y val(:,4), 'b-', t val, Y val(:,5), ...
'k-', 'LineWidth', 1.5);
legend('3-mer', '4-mer', '5-mer', 'location', 'southeast');
xlabel('Time (h)', 'FontSize', 14);
ylabel('Cluster Concentration (mM)', 'FontSize', 14)

function dA dt=ode_fibril(t,A,n,theta)
%%
% Defines the set of ODEs to be solved to simulate fibrillation
% A(1-n-1) is the vector of i-mer concentrations (i=1-n-1)
% A(n) is fibril conc. and A(n+1) is natural hexamer conc.
% t is time and dA dt is the first order derivatives of A vector
% n is the critical size of clusters and is assigned to be 6
% theta vector is the set of rate constants [knul, kfb1, kfb_]
%%

dA dt=zeros(size(A)); % First order derivatives of i-mer concentrations
Jnu=zeros(size(A)); % Flux of i-th nucleation reaction
Jfb=zeros(size(A)); % Flux of i-th fibrillation reaction

% The following is the list of rate constants
khex=3; % Forward rate constant of insulin hexamer dissociation
knu=ones(n,1)*theta(1); % First forward nucleation rate constants
for i=1:n-1
    knu(i)=theta(1)/2*(1+i^(-1/3)); % Correct knu(i) by Stokes-Einstein Eq.
end
knu =ones(n,1)*1e-3; % Reverse nucleation constants
kfb=ones(n,1)*theta(2); % First forward fibrillation rate constant
for i=1:n-1
kfb(i)=theta(2)*i^(-1/3); % Correct kfb(i) by Stokes-Einstein Eq.
end
kfb_=ones(n,1)*theta(3); % Reverse fibrillation rate constant

% Definitions of reaction fluxes Jhex, Jnu, and Jfb
Jhex=khex*A(n+1); % The flux of hexamer decomposition reaction
for i=1:n-1
    Jnu(i)=knu(i)*A(1)*A(i)-knu(i)*A(i+1); % The flux of nucleation rxn
    Jfb(i)=kfb(i)*A(n)*A(i)-kfb(i)*A(n); % The flux of i-mer elongation
end

% There are n+1 equations representing the conc. change of n+1 species
dA_dt(1)=6*Jhex-sum(Jnu(l:n-1))-Jnu(l)-Jfb(l); % Derivative of [monomer]
for i=2:n-1 % from dimer to (n-1)-mer
    dA_dt(i)=-Jnu(i)+Jnu(i-1)-Jfb(i); % Derivatives of [oligomer]
end
dA_dt(n)=Jnu(n-1); % Derivative of fibril concentration
dA_dt(n+1)=-Jhex; % Derivative of insulin hexamer concentration

A.5 Abstract of osmolyte controlled fibrillation kinetics of insulin

How proteins, implicated in amyloid diseases, impart toxicity is unknown. What is known is that they are converted from their native-fold to long -sheet-rich fibrils in a typical sigmoidal time-dependent curve. This reaction process from monomer or dimer to oligomer to nuclei and then to fibrils is the subject of intense study. Here, we probe this reaction process using a model protein, human insulin, through the addition of a comprehensive series of stabilizing and destabilizing osmolytes and quantify the analysis using our new kinetic rate model. The results are then collated into a cogent explanation using the preferential exclusion and accumulation of osmolytes away from and at the protein surface during nucleation, respectively. Both the heat of solution and the neutral molecular surface area of the osmolytes correlate linearly with two fitting parameters of the kinetic rate model, i.e. the lag-time and the nucleation rate prior to fibril formation. Also, the action of osmolytes on the reaction appears to be independent and additive. These kinetic and thermodynamic results support the preferential exclusion model and the existence of oligomers including nuclei and larger structures that could induce toxicity.
Appendix B  Supplemental Materials of STDP

This supplement contains four sections that support Chapter 6: Modeling Spike Timing Dependent Plasticity in the thesis. 1. The action potential backpropagation was modeled by interconnected compartment models of axon and dendrite. 2. A different version of Hodgkin-Huxley equations was developed to depict action potentials with depolarization after potential. 3. Biophysical model is included to explain the voltage dependence of NMDA receptor activities. 4. A simple diffusion model is used to link presynaptic stimuli to glutamate concentration.

B.1 Model action potential backpropagation

For modeling the dynamics of action potential backpropagation, we incorporated two parts of the spiking neuron: the axon and the dendrite into the multi-compartment model [34]. The scheme of equivalent circuit is shown in FigureB-1. The axon is assumed to be where the action potentials (APs) are initiated. How injection of external current triggers APs was modeled by Hodgkin-Huxley equations.

\[
C_{\text{axon}} \frac{dV_{\text{axon}}}{dt} = -I_{Na} - I_{K} - I_{L_{\text{axon}}} + I_{\text{post}} + I_{\text{inter}} \quad (B-1)
\]

Where the sodium, potassium, and leakage currents at axon are expressed in Eq. (B-2). The variable \(m\), \(h\), and \(n\) are gating variables while \(E_{Na}\), \(E_{K}\), and \(E_{L_{\text{axon}}}\) are the reverse membrane potentials. Further details and parameter values can be found in [10, 68].

\[
I_{Na} = g_{Na} m^{3} h (V_{\text{axon}} - E_{Na})
\]

\[
I_{K} = g_{K} n^{4} (V_{\text{axon}} - E_{K})
\]

\[
I_{L_{\text{axon}}} = g_{L_{\text{axon}}} (V_{\text{axon}} - E_{L_{\text{axon}}})
\]

The dendrite is where the signals from presynaptic and postsynaptic neurons converge. First, the neurotransmitters released from presynaptic neurons bind with the membrane receptors on postsynaptic dendrites. The binding increases the opening probability of receptor-gated ionic channels. Second, the initiated postsynaptic APs can get back propagated to influence the charge balance at dendrites through an interconnecting conductance we call \(g_{\text{inter}}\).

\[
C_{\text{dent}} \frac{dV_{\text{dent}}}{dt} = -I_{\text{NMDAR}} - I_{\text{AMPAR}} - I_{\text{dent}} - I_{\text{inter}} \quad (B.3)
\]
The current interflowing between axon and dendrite can be calculated as the product of the conductance with the potential difference between two compartments based on Ohm’s law.

\[ I_{\text{inter}} = g_{\text{inter}}(V_{\text{dent}} - V_{\text{axon}}) \]  

(B.4)

Figure B-1 The equivalent circuit for computing membrane potentials at dendrite and axon. Two compartments are linked by inter-compartmental conductance \( g_{\text{inter}} \).

### B.2 Modified Hodgkin-Huxley equations for depolarization after potential

The shapes of action potentials vary significantly, depending on the types and locations of neurons. Although the output of Hodgkin-Huxley equations represents one major type of action potential, it cannot account for all the classes of action potential. Therefore, various spiking models have been developed independently or based on the H-H equations. To model the experimental data of various types of STDP, a precise simulation of action potentials initiated at the neurons of interest is necessary.

Several types of neurons mentioned in the manuscript demonstrate depolarization after potential (DAP) behavior. These neurons, at the repolarization stage, depolarize instead of hyperpolarize once reaching the resting potential, which is \(-65 \text{ mV}\) according to H-H equations. Therefore, the level of membrane potential does not drop below the steady state value. To implement the introduction of DAP into H-H model, we decided to reverse the hyperpolarization part of the action potential whenever the membrane potential \( V_m \) is smaller than \(-65 \text{ mV}\). The constant \( k_{DAP} \) is added to control the degree of depolarization after potential. The Matlab® codes to execute the algorithms are as follow and the comparison between the output of classical H-H model and that with DAP behavior is shown in Figure B-2A and Figure B-2B.
IF \( V_m < -65 \)

THEN \( V_m = -65 + k_{DAP} * (-65 - V_m) \)

ELSE

\( V_m = V_m \)

END

Figure B-2 The action potential initiated by stimulus based on two different versions of Hodgkin-Huxley model.
(A) The output by classical H-H model. (B) The output of H-H model with DAP behavior (\( k_{DAP} = 1 \)).

B.3 The voltage dependence of NMDA receptor activities

The conductance of NMDA receptor-gated ion channel is included in Chapter 6. There is glutamate dependence as well as voltage dependence. This section is devoted to explain the functional form of the voltage dependence as shown in Eq. (B.5).

\[
\begin{align*}
    g_{NMDAR}(V) &= \frac{g_{NMDAR_{max}}}{1 + e^{-k_{NMDAR}(V-V_{1/2})}} \\
    \text{(B.5)}
\end{align*}
\]

It is assumed that the receptor-gated ion channels either exist in the open or close state. The conductance of NMDA receptors (\( g_{NMDAR} \)) is correlated with the gating variable \( n \) which is the proportion of ion channels that exists in the open state. The transition between open and close gates is assumed to follow first order kinetics with the opening rate constant \( \alpha_n(V) \) and closing rate constant \( \beta_n(V) \) as shown in Eq. (B.6).
The rate of change in $n$ is equal to the production rate minus the consumption rate as shown in Eq. (A.2) which can be rewritten in the standard form of linear first order differential equation.

\[
\frac{dn}{dt} = \alpha_n(V)(1-n) - \beta_n(V)n = \alpha_n(V) - (\alpha_n(V) + \beta_n(V))n
\]

\[
\tau_n(V) \frac{dn}{dt} = n_\infty(V) - n
\]  

The parameters $n_\infty(V)$ and $\tau_n(V)$ are defined as follows:

\[
\tau_n(V) = \frac{1}{\alpha_n(V) + \beta_n(V)}
\]

\[
n_\infty(V) = \frac{\alpha_n(V)}{\alpha_n(V) + \beta_n(V)}
\]  

The state transition with rate constant $\alpha_n(V)$ is assumed to be rate-limited by barriers requiring thermal energy. The Arrhenius equation can be use to predict the dependency of rate constant on temperature as well as on voltage [34]. The energy required to cross the membrane ($E_a$) is the products of the charge ($q$), voltage difference ($V$), and proportional constant ($B_a$). Also the same for $\beta_n(V)$.

\[
\alpha_n(V) = A_\alpha \exp(-E_a/k_BT) = A_\alpha \exp(-qB_aV/k_BT) = A_\alpha \exp(-B_aV/V_T)
\]

\[
\beta_n(V) = A_\beta \exp(-B_\beta V/V_T)
\]  

After inserting the expression of $\alpha_n(V)$ and $\beta_n(V)$ into Eq. (B.8), we get the expression of maximum gating variable, $n_\infty(V)$ with the same functional form to that of $g_{NMDAR}(V)$. Therefore, the Arrhenius equation is the biophysical explanation of voltage dependent conductance of NMDA receptors.

\[
g_{NMDAR}(V) \propto n_\infty(V) = \frac{1}{1+(A_\beta/A_\alpha)\exp((B_\alpha-B_\beta)V/V_T)}
\]
B.4 Diffusion model for converting presynaptic stimuli to glutamate concentration

Presynaptic stimuli cause release of glutamate as neurotransmitters which diffuse across synaptic cleft to reach postsynaptic receptors. Theoretically spatiotemporal diffusion models coupled with reactions can describe the transportation of glutamate at synapse but the details of setting up and solving complex partial differential equations deviate from the scope of this study. Instead, the relationship between glutamate concentration and the presynaptic stimuli \( I_{\text{pre}} \) can be assumed to follow a simple two compartment model for simplicity (Figure B-3A). At first, we suggest that presynaptic glutamate \( (Glu_{\text{pre}}) \) is transported through synaptic cleft to become available \((Glu)\) to postsynaptic receptor; the reverse direction is also possible. Initially without stimulation, the concentrations of \( Glu \) and \( Glu_{\text{pre}} \) are both zero. The forward and reverse rate constants of transportation are \( k_{\text{for}} \) and \( k_{\text{rev}} \), respectively. Meanwhile, glutamate is constantly removed by glutamate transporter with rate constant \( k_{\text{remove}} \).

\[
\frac{dGlu_{\text{pre}}}{dt} = -k_{\text{for}} \cdot Glu_{\text{pre}} + k_{\text{rev}} \cdot Glu + I_{\text{pre}} \tag{B.11}
\]

\[
\frac{dGlu}{dt} = k_{\text{for}} \cdot Glu_{\text{pre}} - k_{\text{rev}} \cdot Glu - k_{\text{remove}} \cdot Glu
\]

\[
\frac{d}{dt} \begin{pmatrix} Glu_{\text{pre}} \\ Glu \end{pmatrix} = \begin{pmatrix} -k_{\text{for}} & k_{\text{rev}} \\ k_{\text{for}} & -(k_{\text{for}} + k_{\text{remove}}) \end{pmatrix} \begin{pmatrix} Glu_{\text{pre}} \\ Glu \end{pmatrix} + \begin{pmatrix} 1 \\ 0 \end{pmatrix} I_{\text{pre}} \tag{B.12}
\]

With two equations and two unknowns, the linear system of ordinary differential equation with known initial conditions can be integrated. Given \( I_{\text{pre}} \) of amplitude 1nA lasting for 1 ms as an input, glutamate concentration rises rapidly and decreases gradually as shown in Figure B-3B. The parameter values of \( k_{\text{for}}, k_{\text{rev}}, \) and \( k_{\text{remove}} \) are estimated and summarized in Table B-1.

![Figure B-3](image)

Figure B-3 (A)The scheme of two compartment model for converting presynaptic current \((I_{\text{pre}})\) into glutamate concentration \((Glu)\). (B) The example presynaptic current input and glutamate concentration response.
Table B-1 Common parameter values in the model, independent of the STDP types

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Units</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{L dendrite}$</td>
<td>µS</td>
<td>3.0e-4</td>
</tr>
<tr>
<td>$g_{inter}$</td>
<td>µS</td>
<td>3.5e-4</td>
</tr>
<tr>
<td>$g_{NMDA_{max}}$</td>
<td>µS</td>
<td>1.0e-3</td>
</tr>
<tr>
<td>$g_{AMPA}$</td>
<td>µS</td>
<td>2.0e-4</td>
</tr>
<tr>
<td>$k_{AMPA_{off}}$</td>
<td>s⁻¹</td>
<td>0.47</td>
</tr>
<tr>
<td>$k_{AMPA_{on}}$</td>
<td>s⁻¹</td>
<td>1.0</td>
</tr>
<tr>
<td>$k_{for}$</td>
<td>ms⁻¹</td>
<td>0.3</td>
</tr>
<tr>
<td>$k_{remove}$</td>
<td>ms⁻¹</td>
<td>0.4</td>
</tr>
<tr>
<td>$k_{rev}$</td>
<td>ms⁻¹</td>
<td>0.3</td>
</tr>
<tr>
<td>$k_{NMDA}$</td>
<td>mV⁻¹</td>
<td>0.1</td>
</tr>
<tr>
<td>$V_{1/2}$</td>
<td>mV</td>
<td>-30</td>
</tr>
</tbody>
</table>
Appendix C  Hodgkin-Huxley Equations

The Hodgkin-Huxley equations belong to conductance-based compartment model. Physiologically just like other cells, neurons are surrounded by double-lipid membranes separate cytoplasm from extracellular space. Ion pumps maintain concentration gradients across membranes and thus electrical potential. The basic scheme of single compartment models is shown in Figure C-1 [10].

C.1 Conductance-based compartment model

Neuronal cell membranes have been modeled as capacitors separating electric charge. The ion channels across the membrane act as conductance that allows ionic current flow between intracellular and extracellular space. The transmembrane current flow perturbs electrical balance and may initiate action potentials. The reverse potentials $E_{Na}$, $E_{K}$, and $E_{L}$ exist due to the concentration gradients of ions across the membrane maintained by ion pumps. The current balance equation according to Kirchoff’s Law can be written as follows:

$$ CV = -I_{Na} - I_{K} - I_{L} + I_{ex} $$  \(C.1\)

![Figure C-1 The representation of compartment model](image)

C.2 Ion channels

For Hodgkin-Huxley model, the types of channels considered include sodium, potassium, and leakage [68]. Each ion channel is selective to specific type of ion. Ionic current through ion channel is determined by the opening and closing of ion channels. The gating variables represent the degree of opening of a certain ion channel and they follow first order kinetics with voltage-dependent rate constants $\alpha (V)$ and $\beta (V)$. The voltage dependence was determined experimentally and has been formulated into equations [34]. The detailed model for each ion channel is described below. With the system of ordinary differential equations (ODEs) fully defined, four variables with four equations, the ODEs can be integrated to get the response of membrane potential. The resting membrane potential is approximately $-65 \text{ mV}$.  
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Sodium channels are controlled by two gating variables: m and h, both of which depend on the membrane potential. The activation variable m increases with membrane potential while inactivation variable decreases with it. The dynamics of sodium channels are described in Eq. (C.2).

\[ I_{Na} = g_{Na}m^3h(V - E_{Na}) \]
\[ \dot{m} = \alpha_m(V)(1 - m) - \beta_m(V)m \]
\[ \dot{h} = \alpha_h(V)(1 - h) - \beta_h(V)h \]
\[ g_{Na} = 120 \text{ mS/cm}^2; E_{Na} = -50 \text{ mV} \]
\[ \alpha_m(V) = 0.1(V + 40)/(1 - \exp(-(V + 40)/10)) \]
\[ \beta_m(V) = 4 \exp(-(V + 65)/18) \]
\[ \alpha_h(V) = 0.07 \exp(-(V + 65)/20) \]
\[ \beta_h(V) = 1/(1 + \exp(-(V + 35)/10)) \]

Potassium delayed-rectifier current flows through potassium channels which are controlled by one single gating variable n. The variable n grows with respect to membrane voltage. The overall dynamics of potassium channels are described in Eq. (C.3).

\[ I_K = g_K n^4(E_K - V) \]
\[ \dot{n} = \alpha_n(V)(1 - n) - \beta_n(V)n \]
\[ g_K = 36 \text{ mS/cm}^2; E_K = -77 \text{ mV} \]
\[ \alpha_n(V) = 0.01(V + 55)/(1 - \exp(-(V + 55)/10)) \]
\[ \beta_n(V) = 0.125 \exp(-(V + 65)/80) \]

The leakage current, \( I_L \), approximates the passive properties of the cell has linear relationship with the membrane voltage.

\[ I_L = g_L(E_L - V) \]
\[ g_L = 0.3 \text{ mS/cm}^2; E_L = -54.38 \text{ mV} \]

### C.3 Modulation by using building blocks in Simulink

We used individual modules in Simulink to incorporate the dynamics of ionic channels into the hierarchical model. Modulation can facilitate the reuse of the building blocks and make debugging simpler. There are three levels of model complexity introduced as shown in Figure C-2. The top one outlines the input and output signals. The second level describes the ion channels as conductance and neuronal membrane as capacitor. The connections between building blocks with transfer functions embedded are drawn based upon Hodgkin-Huxley equations. The third level includes the detailed dynamics of both sodium and potassium channels. There are two channel variables (h and m) controlling sodium channels and only one (n) influencing potassium channels.
Figure C-2. The hierarchical Simulink structure to implement Hodgkin-Huxley equations. (A) The main directory that takes the current injected as input and exports the excitatory postsynaptic current and membrane potential. (B) The ion channels embedded in the conductance-based model. (C) The detailed structure describing the dynamics of sodium channels. (D) The detailed structure describing the dynamics of potassium channels.

Figure C-3. The input current and output membrane potential based on Hodgkin-Huxley equations. (A) The response based on standard H-H model. (B) The response based on hierarchical model implemented in Simulink.
C.4 Modification of H-H model

The shapes of action potentials vary significantly, depending on the types and locations of neurons. Although the output of Hodgkin-Huxley equations represents one major type of action potential, it cannot account for all the classes of action potential. Therefore, various spiking models have been developed independently or based on the H-H equations. To model the responses from various types of neuron, a precise simulation of action potentials initiated at the neurons of interest is necessary. There are two aspects of H-H model that we modified for the modeling work of spike timing dependent plasticity. The first is the kinetics of potassium channels and the second is the depolarization after potential behavior.

C.4.1 Change the kinetics of K channels

The recovery rate of potassium channels is described by the two ion channel rate constants $\alpha_m(V)$ and $\beta_m(V)$. While $\alpha_m(V)$ is the opening rate constant, $\beta_m(V)$ is the closing rate constant; both of them are voltage dependent. The potassium current flow through rectifier potassium channels recovers the membrane potential from the hyperpolarization state. Since different kinds of neurons demonstrate different length of the tail after action potential, to control the rate of the recovery, the values of $\alpha_m(V)$ and $\beta_m(V)$ need to be adjusted. As shown in Figure C-4, slow K channels result into long post action potential tail and fast K channel render swifter recovery. For the classical H-H equations (fast K channel), the value pre voltage terms constant of $\alpha_m(V)$ and $\beta_m(V)$ are 0.032 and 0.5, respectively, based on Eq. (C.3). As for slow K channel, those values are adjusted to 0.15; for medium K channel, 0.32.

![Figure C-4](image)

Figure C-4 The output of Hodgkin-Huxley equations with different rates of potassium channel kinetics.
C.4.2 Introduce depolarization after potential

Several types of neurons mentioned in the manuscript demonstrate depolarization after potential (DAP) behavior. These neurons, at the repolarization stage, depolarize instead of hyperpolarize once reaching the resting potential, which is -65 mV according to H-H equations. Therefore, the level of membrane potential does not drop below the steady state value. To implement the introduction of DAP into H-H model, we decided to reverse the hyperpolarization part of the action potential whenever the membrane potential $V_m$ is smaller than -65 mV. The constant $k_{DAP}$ is added to control the degree of depolarization after potential. The detailed Matlab® codes to execute the algorithms are are included in Appendix B.2 and the comparison between the output of classical H-H model and that with DAP behavior is shown in Figure C-5. Larger $k_{DAP}$ represents higher degree of depolarization after potential.

Figure C-5 The output of Hodgkin-Huxley equations with different degree of depolarization after potential (DAP).
Appendix D  Artificial Neural Network

Artificial neural network (ANN) is a computational tool inspired by the network of neurons in biological nervous system. It is a network consisting of arrays of artificial neurons linked together with different weights of connection. The states of the neurons as well as the weights of connections among them evolve according to certain learning rules. Practically speaking, neural networks are nonlinear statistical modeling tools which can be used to find the relationship between input and output or to find patterns in vast database. ANN has been applied in statistical model development, adaptive control system, pattern recognition in data mining, and decision making under uncertainty.

D.1 Classical Hebb's Rule

Hebb’s rule is a postulate proposed by Donald Hebb in 1949 [65]. It is a learning rule that describes how the neuronal activities influence the connection between neurons, i.e., the synaptic plasticity. It provides an algorithm to update weight of neuronal connection within neural network. Hebb’s rule provides a simplistic physiology-based model to mimic the activity dependent features of synaptic plasticity and has been widely used in the area of artificial neural network. Different versions of the rule have been proposed to make the updating rule more realistic.

The weight of connection between neurons is a function of the neuronal activity. The classical Hebb’s rule indicates “neurons that fire together, wire together”. In the simplest form of Hebb’s rule, Eq. (A.1), $w_{ij}$ stands for the weight of the connection from neuron $j$ to neuron $i$ as shown in Figure C-1A. Furthermore, simple artificial network composed of a single layer of perceptron can be constructed. Perceptron can be seen as the simple feedforward network acting as the binary classifier, which is the principal algorithm in Hopfield model.

$$w_{ij} = x_i x_j$$  \hspace{1cm} (D.1)
D.2 Hopfield Model

Hopfield model is an associative memory model using the Hebb’s rule for all possible pairs $ij$ with binary units. The state variable $x_i$ of the neuron $i$ takes on either one of the two possible values: 1 or -1, which corresponds to the firing state or not firing state, respectively. The summary plot of a signal layer Hopfield network is shown in Figure D-3A. A three layer perceptron is demonstrated in Figure D-3B.

$$S_i(t+1) := \text{sgn} \left( \sum_j w_{ij} S_j(t) - \mu_i \right)$$  \hspace{1cm} (D.2)

Where $\text{sgn}$ is the sign function defined as follows:

$$\text{sgn}(x) = \begin{cases} 1 & \text{if } x \geq 0 \\ -1 & \text{if } x < 0 \end{cases}$$  \hspace{1cm} (D.3)
Figure D-2 The schematic diagram of neural network.
(A) Hopfield neuron. The unit fires if the weighted sum $\sum_j w_{ij} s_j$ of the inputs reaches or exceeds the threshold $\mu_i$ [66]. (B) An example of three layer perceptron.

D.3 The Drawbacks of Hebb’s Rule

Though being simple, the classical Hebb’s rule has some disadvantages. Depending on the application area of neural network, some drawbacks are tolerable but some need improvement. Generally speaking, for the purpose of data processing and statistical analysis, the speed and power of computation are valued more than the resemblance between the model and the physiological realism. On the other hand, for unraveling the memory formation mechanism and harvesting the emerging properties of biological network, the models need to be built upon a certain degree of biophysical basis.

D.3.1 Stability of Hebbian network

For classical Hebb’s rule, there is no algorithm for synapses to get weaker and no upper bound that limits how strong the connectivity can get [93]. Therefore, it is intrinsically unstable. To overcome the stability problem, Bienenstock, Cooper, and Munro proposed an omega shaped learning rule called BCM rule. The general BCM improves Hebb’s rule and takes the following form:

$$\frac{dw_{ij}}{dt} = \varphi(x_i) \cdot x_j - k_w \cdot w_{ij}$$  \hspace{1cm} (D.4)
There are two main differences between these two rules: the decay of synaptic weight with a rate constant $k_w$ and the nonlinear dependence of synaptic weight with respect to postsynaptic activities. As shown in Figure D-3, Hebb’s rule poses linear dependence of synaptic strength on postsynaptic activity while BCM rule sets nonlinear omega-shaped dependence. The nonlinearity was described by the postsynaptic activation function, $\varphi(x)$. For BCM rule, the activation function is negative for $x_i$ under threshold value $\theta_w$, but grows positive once the postsynaptic activity becomes larger than $\theta_w$. Such functional dependence can guarantee the limit of synaptic strength as well as provide algorithm for decreasing or weakening synaptic connectivity.

Figure D-3 The activation function of synaptic strength with respect to postsynaptic activity for Hebb’s rule and BCM rule. The x-axis corresponds to postsynaptic activity, $x_i$ and the y-axis represents the activation function, $\varphi(x)$ in Eq. (D.4).

D.3.2 The simplification of neuronal activities

Under external stimulation, neurons fire and emit a series of pulses instead of a simple output level. In Hebb’s rule, only a single value $x_i$ is assigned to the neuron $i$ to represent its activity. Yet the simplification results into the loss of information such as the threshold and tendency of firing as well as the detailed change in the short-term and the long-term plasticity. The variety and emerging properties may be the results of differentiated neurons. The network of these specialized neurons with individual attributes gives rise to bountiful functionality.
D.3.3 The ability to model spike timing dependence

It has been experimentally shown that the change in synaptic plasticity depends upon the relative spike timing between presynaptic and postsynaptic neurons. Spike timing dependence has become an important experimental protocol in eliciting change in synaptic plasticity since its discovery. Although the role of temporal order was suggested in the original statement of Hebb’s rule, the time window requirement is not incorporated in the equations. Thus modification has to be made to improve Hebb’s rule.

There are various subtypes of spike timing dependent plasticity (STDP); details are provided in Chapter 6: Modeling Spike Timing Dependent Plasticity. Some synapses demonstrate anti-Hebbian behavior in which presynaptic spiking preceding postsynaptic stimulation results into long term depression instead of potentiation. Still other synapses demonstrate only spike timing dependent potentiation or depression. Therefore, modifying classical Hebb’s rule can lead to more versatile and realistic behavior of neural network.
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