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Abstract

A theory on the dispersion and resuspension of fine particles in the tidal wave bound-
ary layer above the seabed is presented in Part I. The inviscid flow lying atop the
bottom boundary layer is nonuniform due to the existence of a peninsula protruding
out of the straight coastline. A constant eddy viscosity model is applied to achieve
qualitative understanding. The length scale of the peninsula is assumed to be much
smaller than the tidal wave length while much greater than the tidal excursion length.
First we describe the derivations by Mei & Chian of the mean flow, effective transport
equation governing the long time evolution of concentration distribution and the ex-
plicit expressions of convection velocity and dispersivity tensor in terms of the general
ambient flow. A numerical scheme is developed to solve the convection diffusion equa-
tion. Two computational examples are discussed to illustrate the application of our
theory: one for an initial release of particle cloud near a semicircular peninsula over
a solid bed; the other for the resuspension over an erodible belt emcompassing the
peninsula. It is discovered that nonuniformity of the ambient flow and earth rotation
play the dominant role in determining the evolution of particle concentration.

In Part II we examine the flow field in a shallow lake forced by a low-frequency
wind. Depth variation over space is allowed and a general depth-dependent eddy
viscosity considered. Since the lake is quite shallow and wind period very long, it is
found that the vertical structure of flow field forms a lot faster than any change of
forcing takes place. For this quasi-steady problem we develop a perturbation theory to
describe the free surface displacement and the velocity field. It is shown analytically
that the leading order flow and the steady streaming do not depend on the horizontal
extensions of a constant-depth basin under a uniform wind. Finally, the response in
a rectangular lake of flat bottom is discussed in detail. It is seen that the transient
effect of surface oscillation overplays the Coriolis effect for the second order flow and
the mass transport results from the interaction between the leading order surface
motion and oscillatory velocity.

Thesis Supervisor: Chiang C. Mei
Title: E. K. Turner Professor of Civil and Environmental Engineering
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Chapter 1

Introduction

Sediment transport has been one of the major topics of coastal engineering for a

long time due to its signifance to human life. Under the combined action of coastal

waves and currents, particles of various sizes are stirred up from the seabed and then

carried around. The accumulative effect of this process results in the evolution of the

coastline over time. One problem associated with the adverse influence of the coastal

sediment transport is beach erosion; structures and facilities installed on the beach

are threatened. Another important issue has been brought up by the marine disposal

practices of the coastal cities. Where are we supposed to set up the outfall diffusers

so that what we want to dispose of can really be disposed without being flushed back

to the beach where people live? The flow field must be first investigated prior to any

prediction of the spreading of the suspended particles can be made. It is well known

that dispersion are more prominent in a shear flow than in a uniform flow with the

same discharge. Since shear is significant inside boundary layer and tides are just

common phenomena as a driving agent in the coastal flows, we want to study the

transport process of fine particles in a tidal boundary layer above the bottom.

Transport of suspended sediments has been investigated for decades. Following

the pioneering work by Taylor (1953) on dispersion in pipe flows, a number of authors

have explored dispersion of a neutrally buoyant cloud in a horizontally uniform but

oscillatory current. Bowden (1965) studied the horizontal mixing in a tidal current.

Holly & Harleman (1965) conducted dye-release experiments in oscillatory pipe flow.



Okubo (1967) then pointed out the dependency of diffusivity on the oscillatory period

of the flow. For suspended fine particles, Yasuda (1989) discovered that the dispersion

coefficient of particles at the stationary stages is dependent on the settling velocity of

the sediments and reaches a maximum value corresponding to a critical fall velocity.

Despite their success in showing many interesting physical courses, these uniform-

tide theories are not adequate in predicting the long time evolution of a particulate

cloud with a size comparable to the length scale of a coastline feature, in that case

the nonuniformity of the ambient flow becomes prominent.

For the mixing and flushing of tidal embayments in the Dutch Wadden Sea, Zim-

merman (1976, 1977) argued that that the large diffusivity (100 - 1000 m 2/s) is due

to horizontal mixing in a spatially nonuniform flow. His work caused scientists' at-

tention upon the effect of horizontal variation of topography (shore configuration) on

mass transport. Two approaches have been adopted to model dispersion in nonuni-

form tides: 1) Based on the estimated depth-averaged flow, the trajectories of a large

number of marked fluid particles are computed numerically. A few works followed this

Euler-Lagrangian method (Zimmerman, 1986; Awaji et al, 1980; and Signell & Geyer,

1990). 2) The second approach is an Eulerian approach. Young et al (1982) studied

an idealized flow field with simple dependence on spatial coordinates and sinusoidal

dependence in time. The three dimensional convective diffusion problem was solved

to enable the calculation of the effective horizontal diffusivity. In our research we will

take the Eulerian approach.

As for the proper form of the eddy vicosity, Sleath (1990) reviewed many depth-

dependent models for gravity waves and Soulsby (1990) for tidal currents. In addi-

tion, the latter (see Soulsby, 1990, p 531) provided sketches showing that despite the

varieties (constant, linear, parabolic, exponential), the resulting first-order velocity

profiles do not differ qualitatively. To achieve physical understanding with simple

algebra, we shall follow Sverdrup (1927), Mofjeld (1980), Kundu et al (1981) and

Fang and Ichiye (1983) and choose the simplest model of constant eddy with no-slip

boundary at the seabed.

It is our goal here to examine dispersion of fine sediments in tidal flows affected



strongly by nonuniformities due to coastline feature. In Chian (1993) and in an un-

published paper by Mei & Chian (1994) an analytical theory has been worked out

for the mean flow and the dispersion equation for suspended sediments. After some

revisions of their formulas, an effective numerical scheme is developed here for guanti-

tative computations. The length scale of the peninsula is assumed to be much smaller

than the tidal wave length while much greater than the tidal excursion length. In

Chapter 2 we first present the solutions of the leading order oscillatory boundary

layer flow and the mean flow at the second order, and then effective transport equa-

tion governing the long time evolution of concentration distribution with the explicit

expressions of convection velocity and the spartially dependent dispersivity tensor in

terms of the general ambient flow. A numerical scheme is developed in Chapter 3 to

solve the convection diffusion equation. ADI method is applied along with boundary

conditions of second order accuracy with respect to the time step and mesh den-

sity. Two computational examples are discussed in Chapter 4 and 5, respectively,

to illustrate the application of our theory: one for an initial release of particle cloud

near a semicircular peninsula over a solid bed; the other for the resuspension over

an erodible belt emcompassing the peninsula. It is discovered through this research

that nonuniformity of the ambient flow and earth rotation play the dominant role in

determining the evolution of particle concentration. The analysis is an extension to

our earlier works on gravity waves over a nonerodible seabed (Mei & Chian, 1994)

and an erodible seabed (Mei , Fan & Jin 1997), without Coriolis effects.



Chapter 2

Mathematical Formulation

Transport of suspended sediments in coastal waters near a small peninsula is con-

sidered. The Eulerian approach is used to study dispersion in tidal flows affected

strongly by nonuniformities due to coastal topography. We first find the flow field in

order to study the transport of particles in the tidal wave boundary layer. Besides

the obvious periodic tidal wave oscillation, a steady streaming is generated as a result

of nonlinear terms.

2.1 Tidal wave boundary layer flow

Our main assumptions are as follows. The topographical length scale is assumed to

be greater than the tidal excursion length, so that flow separation is not important.

Let h denote the sea depth, ro the horizontal size of the coastal topography, A the

typical tide amplituide, w the tidal frequency, and U - AJSgh/h the typical horizontal

flow velocity. Just above the sea bed, an oscillatory Ekman boundary layer of the

thickness 6 = O( w) is expected to develop, where v, denotes the eddy viscosity

of momentum. The various scales involved in this problem are assumed to satisfy the

following constraints:

6 6 h
E < 1, - < 1 - < 1, kro <1 (I.2.1)

wro h To



They mean, respectively, that the tidal excursion is small compared to the island size,

the Ekman layer is totally submerged near the sea bottom beneath the inviscid zone,

the sea is shallow, and the topographical length scale is small relative to the tidal

wave length 27r/k. Resuspension of fine particle from the seabed is modelled by the

usual empirical formula that the erosion rate is a function of the shear stress at the

seabed (Krone, 1962; Patheniades, 1965).

The conditions of (1.1) are easily met. Taking for estimate the tidal amplitude

A = 1.75 m, average depth h = 30 m then U = AVg-/h = 1 m/s. Let the tidal

period be 12 hours so that w = 2r/12 (1/hr)= 1.45 x 10- 4 (1/s), and the radius be

ro = 50 km, then e = Ul/(wro) = 0.138 and is small.

To help guide the estimate of order of magnitude of the eddy viscosity we use the

usual assumption (Soulsby, 1983)

Ve = Nu*z (1.2.2)

where n = 0.4 is the Karman constant and u. = Tb/P is the friction velocity which

depends on the local shear stress at the bed. Taking the typical value u* = 2.5 cm/s

as an estimate (Soulsby, 1983, p 196) we then get for a tidal boundary layer of depth

10 m, ve = 0.05 m2/s which is much greater than that of the molecular viscosity of

water.

Let us set up the coordinates with the vertical axis fixed on the sea bottom and

pointing upward. Using the external inviscid flow equation to eliminate the pressure,

with the second assumption in (1.2.1), the boundary layer equations can be written:

0u au 82u
+ u.Vu+w- +f x u - v

at az az2

Ut
= - + U, VUI + fx UI, (I.2.3)

where u = (u, v) denotes the horizontal velocity vector, w the vertical velocity com-

ponent, ve the eddy viscosity, and f = 2Qsinok is the local angular velocity of the

earth rotation, with Q = 27r/day and ¢ being the local latitude. U, denotes the



horizontal velocty of the inviscid flow field just outside the boundary layer,

U1 = Re[Uo(x, y)e-i t 1 (Uoe-iwt + U*eiwt)2 0

where asteriks signify complex conjugates.

The first assumption in (1.2.1) permits one to expand the velocity in the boundary

layer as

u = u (1) + u (2 ) + ...

where the superscripts indicate the order of magnitude in powers of E. At the leading

order the horizontal momentum equation reads

at + f x u1) - = UIau +fx Ui
at

02u ( 1 )

ve
1z2

(1.2.5)

Boundary conditions:

u (1) = U,

u (1) = 0

z -+ 00,

S= 0.

(1.2.6)

(1.2.7)

In complex form, with overbars denoting the complex variables,

UI = UI + iV = Be - iwt + Ceiwt,

1
B = (Uo + iVo)

C = (U + i Vo*) .2

Due to linearity, we may split the solution into two components, namely,

(1) = U(1) + iV) =91B + U1C,

(1.2.8)

(1.2.9)

(I.2.10)

(1.2.4)

in which



O-UB 02 1B
ait + 2iQ sin U1B - Ve BOZ = iw(f - 1)Beiwt, (I.2.11)

i + 2i sin ic - ye = iw(f + 1)Ceiwt. (1.2.12)at az2
Note that on the right-hand side of Equation 1.2.11 the factor f - 1 with

f = 2Q sin 0/w = Coriolis factor. (1.2.13)

will change sign when f varies accross unity. This further causes the direction of

the forcing to turn opposite and the magnitude of the forcing stops increasing and

begins decreasing or verse vice. The linear response to this variation of forcing is still

smooth. But due to nonlinearity, we can expect a discontinuity accross f = 1 in the

f-derivatives in both second order streaming and transport parameters. Let

UIB = FB(()B e - i t

ULc = Fc()BeiWt, (1.2.14)

with
z

= , 6 = .21 /U. (1.2.15)

Then,
02

[o-~ + 2i(1 - f)](FB - 1) = 0, (I.2.16)

092

[Q-~ - 2i(1 + f)](Fc - 1) = 0, (I.2.17)

we get

FB = 1 - e- 1, Fc = 1 - e- (l+ i)a  (I.2.18)

where

a = 1-, = f (1.2.19)

s = (1 - i), if f < 1,



s = (1 + i)3, if f > 1, (1.2.20)

Therefore, The first order horizontal velocity in the bottom boundary layer is

given as follows

U(1) = Re[(UoFI - VoF 2)e-it], (1.2.21)

V(1) = Re[(UoF2 + VoFi)e-iwt], (1.2.22)

in which

F = 1 - 1(e-s + e-q), (1.2.23)

F2 = (e -s - e-qC), (1.2.24)
2

where

q = (1 - i)a. (1.2.25)

As has been shown by Buchwald (1971) that under the last two assumptions

in (1.2.1), the inviscid tidal flow (U1 , VI) can be described essentially by a two-

dimensional, quasi-steady velocity potential, while the vertical velocity component

is negligible. In particular,

au, + aVI = O(kro)2 ( ) au, _ 9 = O(kro)2 ( (1.2.26)
ax Dy ro Dy dz ro

It follows readily from continuity that the vertical velocity in the boundary layer is

of the order

- (kro )2 (1.2.27)
ro ro

and negligible (Lamoure & Mei, 1977). As a further consequence the spatial factors

Uo and V are in phase and may be taken as real quantities with respect to i. Based

on these Lamoure & Mei (1977) have solved the approximate momentum equation at

the second order, O(C),

dU ( 2 )  
2U ( 2 )  

1
+t + f x u(2 V D U- VU, - U(1) -U (1)2 (1.2.28)

t dz2 2



The period-average of u2 gives the Eulerian streaming induced by Reynolds stresses

in the tidal boundary layer. Using real notation, the second order induced streaming

is given by
1 R U

(U(2)) = ReHE)+ Uo2 - Im HE (1.2.29)

(v(2)) = 2 Im HE() z IUo2 + Re HE( ) 0 IU012 (1.2.30)

where

IUo0 = (IU0
2 + IV0 12)1/2 , (1.2.31)

angle brackets denote time averages over a tidal period, and HE( ) marks the vertical

variation of Eulerian streaming in the boundary layer

2 (q2 - C2  q2 - C2  4a2 _ C2

1 _ 1 _ 1 -2 /
q2 - C2 q2 _ C2  4a 2 - C2

1
+ -{a -+ 3, q - s} (1.2.32)

2

The expression in the second pair of braces is obtained from the first pair by the indi-

cated change of parameters. This result has been derived and discussed by Lamoure

& Mei (1977).

2.2 Particle transport

A dilute cloud of fine particles in the tidal wave is considered. It can be either

released from a dredge boat or resuspended locally from an erodible bed. In general

the sediment size is distributed over certain range. Since for a dilute cloud, interaction

among particles is negligible, one can divide the size distribution into a discrete set

of particle sizes, each of which is characterized by a fall velocity wo. After analyzing

the concentration of each size, the evolution of the entire cloud can be obtained by

linear superposition. In the sequel only one size is considered.



2.2.1 Governing equation and normalization

We first give reasons that the inertia of sufficiently small particles can be ignored.

The ratio of the relaxation time 7 for a particle to adjust to the ambient mean flow

to that of the tidal wave period can be estimated by

WT = (1.2.33)
3CDAU

(Bagnold, 1957) with d, pp, CD and Au being respectively the diameter and density

of the particle, the drag coefficient and the representative initial velocity difference

between a particle and the ambient fluid. With CD = 0(1) and Au = 0(1) m/s, this

ratio is about O(10 - 5) for d = 0(0.1) mm = 100pm (fine sand), and is very small

so that the particles are essentally inertia-free. In a turbulent field, fine particles

can also be considered inertia-free relative to turbulent fluctuations if they are small

compared to the Kolmogorov length, k = (v3u~e/') 1/ 4 , which is the smallest length

scale of viscous eddies, i.e.
d
-< 0(1) (1.2.34)
fk

where where e is the eddy size and u' the velocity scale of turbulent fluctuations scaled

by the boundary layer thickness 6 and friction velocity u, = b/p respectively, where

Tb stands for the bed shear stress. Estimating with ve = 0.001 m2 /s and thus a tidal

boundary layer thickness of £ = 0(3) m and u, = 0(0.01) m/s, we have ek = 0(1) mm

which is also much greater than the particle radius 0(0.1) mm. We shall, therefore,

ignore the velocity difference between the particle and its surrounding fluid.

Let D and Dh be the vertical and horizontal eddy mass diffusivities respectively.

The convection-diffusion equation for the concentration C of a dilute particle cloud

can be approximated by

aC OuiC O(w - wo)C 02C 02C
+ + = Dh + D (1.2.35)Ot Oxi Z xi i ox2 OZ2

where i = 1, 2 corresponding to the two horizontal coordinates.

From the experiments by Krone (1962) and Patheniades (1965) for steady flow



over an erodible bed, the net rate of erosion or deposition of cohesive sediments is

related to the excess of bed shear stress above a threshold stress. In its simplest form

it reads

- woC - D if (1.2.36)z J Tb >Toc

where Tc > d and

D = OidWdC (1.2.37)

represents the rate of deposition, Wd is the deposition velocity, ad is an empirical

coefficient no greater than unity, and

8 = E(bl - 7T) (1.2.38)

represents the rate of erosion while E is another empirical coefficient. Normally Td

ranges from 0.03 n 0.15 N/m 2 for various types of sediments while T. lies between 0.15

N/m 2 and 1 N/m 2, see Tables 11.3, 11.7 and 11.8 in Van Rijn (1994). The surface

layer of the sea bed is usually covered with partially consolidated or unconsolidated

particles for which Tc is considerably less than the bed shear stress in the tidal wave

boundary layer, namely, 7b > 7.. Thus we shall neglect T. as well as Td(< Tc)

Consequently we shall ignore deposition and approximate (1.2.36) by

DOC
- (woC + D ) = S ETb|, z = 0. (1.2.39)

It should be stressed that inculsion of the small effects of deposition is only cumber-

some but not difficult. In a steady turbulent flow, the condition for particles remaining

in suspension without deposition is wo/1U, < 0(1) (Batchelor, 1965) where u, and K

are the bottom shear velocity and the Kirmin constant, respectively. As an estimate

let us take u, = 0(0.01) m/s, then the above condition by Batchelor is satisfied for

wo < 0(0.004) m/s which corresponds to a sand size d = 0(0.1) mm or finer.

Because the particles are heavier than water, siediment concentration is expected

to be localized boundary layer where the particles are kept in suspension by the flow



turbulence. Hence we assume that C vanishes at the upper edge of the boundary

layer,

C = 0, z -+ 00. (1.2.40)

There are three vertical length scales pertinent to the boundary layer,

6S = D/wo, 6, = 2ve/w, 6c = 2D/w. (I.2.41)

Here 6, denotes the thickness of a steady concentration layer resulting from the set-

tling of particles and the upward turbulent diffusion, and 6, and 6 are the boundary

layer thicknesses corresponding to momentum and mass transport, respectively. For

generality we shall assume that all three scales are comparable to one another and

therefore characterized by a single scale 6, i.e.,

0(6) = 0(6,) = O(6S) = 0(6), (1.2.42)

and thus the Schmidt number is of order unity,

Sc = ve/lD = (6,/6j)2 = O(1). (1.2.43)

Two small length ratios are crucial in this study. Compared to the horizontal

dimension of the peninsula,
U A /g-E- U - A , (1.2.44)

wr 0  ro

is a measure of the tidal excursion length, and

6 Dh
S= 0i , (1.2.45)

where / is a measure of the boundary layer thickness. We shall make a generous

assumption that the boundary layer thickness is as large as the tidal excursion, i.e.,

O(0) = O(E), the consequence of which is that horizontal turbulent diffusion will

remain effective in the long-term transport of sediment concentration.



Let us introduce the normalized variables as follows

t*

i  rox, z =z*, t = ,W C = -CO*,
6

i = Uui, w = w*.
ro

In dimensionless form, the governing equation reads, with the asterisks omitted for

brevity,

0C + (uiC)
Ot xi
dt 8i

+ -[(-Pe + Ew)C] = c
+ z Oz2

where Pe = wo6/D is the particle Peclet number.

As shown by Mei, Fan & Jin (1997), the characteristic concentration Co can be

estimated by balancing the rate of erosion and the net horizontal flux by Eulerian

streaming within the boundary layer, namely,

0C
E 6- - ETb,ax

(1.2.48)

where UE denotes the scale of the Eulerian steady streaming. From (2.15) and (2.16)

we can estimate

where U = AV/l/h for long waves in shallow seas, hence,

The shear stress on the sea bottom can be estimated from the boundary layer theory

_ \/pDU _ V/gpDA
U - 6

V-pEDwr v h
Co ~ AS2vrd

/ /pDEwr2
62U

(1.2.46)

2 02C
(1.2.47)

UE = O(2
wro

(1.2.49)

6A 2 gCo
whro

(1.2.50)

therefore

(I.2.51)

(1.2.52)



Using this, the normalized boundary condition at the seabed reads

aC 2 J2
- Pe C - =- (1.2.53)

=z wDro2ITbI

where
U252 A2 52W

2  A r = O( 2). (1.2.54)
wDro ro D

This scale estimate is consistent with field observations by Huhe & Yang (1996), Yu

et al (1995), and cited by Mei, Fan & Jin (1997).

In the present problem there are two time scales: One is w-1 = T/2r = O(62/D),

which characterizes the vertical diffusion across the boundary layer . The other is the

time scale for horizontal diffusion or convection across the peninsula, O(ro/Dh). The

ratio between these two time scales is O(f32) = 0(e2). Accordingly we may introduce

a slow time variable T = c2t.

2.2.2 Effective equation for horizontal particle transport

After those scaling and order estimates then we return to physical coordinates by

keeping the order symbols in order to mark the relative magnitudes. Thus we have

dC 0(uiC) 0 -2C 2- 2C
S+  + -[(-w. + E w)C] = D + 2D (1.2.55)

at zi 9z z2 , (.2.5)

dC
- (woC + D az) = 2E|b, z = 0, (1.2.56)

C -+ 0, z > . (1.2.57)

As in Mei & Chian (1994) and Mei et al (1997), we employ multiple-scale expan-

sions

C = C(0) (xa, z, T) + EC() (X, z, t, T) + 2C(2) (x, z, t, T) + 0(E3 ), (1.2.58)



At the leading order 0(1), the equation is quasi-steady and homogeneous,

z woC(o) + D =O 0. (1.2.59)
Oz \ z /

subject to the homogeneous boundary conditions

woC (O) + D = 0 (1.2.60)

C (o) = 0 z = 00 (1.2.61)

Thus, the solution is

C(O) = (xi, T)e-Pe. (1.2.62)

represents the time averaged concentration whose dependence on xi, T through the

factor C(xi, T) is yet unknown.

At O(E), we have the equation for the concentration fluctuation C(1) from the

mean,

C a woC(') + D =a-u$ (1.2.63)

subject to the same boundary conditions (1.2.60) and (1.2.61). In Equation (I.2.63)

we have dropped the term walC (0 )/Oz because wl is negligible near a small peninsula,

as pointed out before in Section 2.1. Let

C(1) = Re Clle - iw t , (1.2.64)

Using the solutions for uli as given in Equations (1.2.21) and (1.2.22) , the formal

solution for C (O) and the boundary conditions for C(1), we obtain

C11 = - [(RUo - R 2Vo)eA1Pe+ R 3 Uoe - P eC

+ R,(Uo - iVo)e-AaPe + R(Uo + iVo)e -AgPe]a

1 aO
+ [Uo - Vo, Vo - - 1Uo]0 (I.2.65)



with

Sc Ap-1 A -1
R,= SC-Aa - 1 - + Act 1 (1.2.66)

Pe 2 (A1 + 1) [(A + AO)(A 2 + A) (A + A)(A2+ A)] (.2.66)

iSc(As - Ap) 1
Pe 2 (A 1 - A2 ) [-(A, + Aa)(A, + Ap)

+ A 2 + (1.2.67)
(A2 + Aa)(A 2 + A, 3)(A + 1) '

2Sc
Pe 2 (1 + A1 )(1 + A2)' (.2.68)

Sc
Rt,p = (1.2.69)Pe 2 (Al + A,,) (A2 + Aa,p)'

Ac = (1 - i)a/Pe + 1, Ap = (1 - i)f/Pe + 1, (1.2.70)

A 1 ,2 = -1(1 Frl) 1 2it 2, (1.2.71)

(1 + N 4 ) 1
r,22 ], (1.2.72)

N = Pe = Sc = (1.2.73)Pe D' D'

Note that Pe is the particle Peclet number which increases with the particle fall vel-

coity, hence its diameter. Sc is the Schmitt number measuring the ratio of momentum

and mass diffusivities.

At O(I2), C(2) is governed by

C(2) aC (2)
C( )  (-woC(2) - D + (1)C(1) + w(2)C (0) )

Ot + z oz

(- 1) aC(1) - (0) (2) C() 2 (0) (.2.74)
, - - a + Dh (1.2.74)0Oxi OT i a- D xixi

Taking time average and integrating across the boundary layer, and noting that the

concentration vanishes at the top of the layer and that the vertical velocity must be



zero at the bottom, we get the effective transport equation for C:

= (u 1)C(1))
Ox i

020
+ DhF + E(1bl).

8xioxi

where overbars denote vertical integration across the boundary layer and F = e- P e.

Using the results (1.2.21), (1.2.22), (1.2.65), and (1.2.29), we finally have the following

effective transport equation:

aC D
+ x(UEiC)

T 8xi
= a[(Eij + Dh 6ij)dxi

OC
Oxj

EPe(Tbl)
+ 5

The effective convection velocity UE has the components

UE1

UE2

= [

+ 49y
ax

(lUo 2  Vo 2 )Re(Hi)

(IUo2 + IV012)Im(H 1)],

H 1 = G(a) + G(3)

G(a) = Pe [c + Pe
q + Pe

+ 3(a)
q* + Pe

4(a2 + f)i 4(a 2 - f)i 8-2 - 4fi'

=2(a) -
4(a 2 + f)i'

1
I3(a) = 4(a- f)i'

1
8 = 8 2 - 4fi'

The polar plot of complex coefficient H1 is presented in figure I-2-1 for a wide range

oC
OT+
dT

a
Dxi

[(u2))F(] (1.2.75)

(1.2.76)

where

with

(1.2.77)

and

(1.2.78)

14 (a)
2a + Pe '

(1.2.79)

(1.2.80)

(I.2.81)

(1.2.82)

(1.2.83)
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Figure 1-2-1: Dimensionless complex coefficient HI(f, Pe) for the mean convection
velocity, as a function of Coriolis number f = 2Q sin q/1, for Pe = 1.

of f.

Referring to (1.2.77), the effecive convection velocity field is the weighted depth-

average of the Eulerian streaming velocity, proportional to the Reynolds stress im-

posed by convective inertia in the inviscid flow above the boundary layer. The com-

plex factor H 1 combines the effects of shear and the concentration variation F inside

the boundary layer. The ratio Im Hi/Re H 1 = tan- 1 OH gives the angle OH between

the driving external Reynolds stress and the convection current, as a result of earth

rotation. Thus for f = 0, ImH 1 = 0 so that the angle is zero. But as f increases

to 1, the convection velocity is inclined at 670 clockwise from the external Reynolds

stress. For f increasing past unity, the angle OH decreases again.



The dispersion tensor is in general non-symmetric and has the components :

1
Exx = -Re[H 41IUoI 2 + H42 Vo 2 + H 43U*V + H 44Vo*Uo], (1.2.84)

Ey, = -Re[H41Vo 2 + H4 2 Uo 2 -H44U*V -H43Vo*U], (1.2.85)

Ex, = -Re[-H 431Uol2 + H 44 1Vo 2 + H4 1UVo - H42UoV], (.2.86)

Eyv = -Re[H 43 Vol 2 - H44 1U1 2 + H4 1UoVo* - H42UVo], (1.2.87)

Note that all components of the dispersion tensor depends quadratically on the am-

bient velocity components. Moreover the coefficients

H 41 = -- [RIS,(A 1) + R3S 1(-1) + RaS 1(-Aa) + RpSI(-A)], (1.2.88)

1
H 42 = -- [R 2S2(Ai) + iRaS2(-Aa) - iRS 2(-A)], (1.2.89)

2

H43 = -[R 2S1(A1) + iRjSij(-Aa) - iRpSj(-A)], (1.2.90)

H44 = [R1 S2(A 1) + R 3S2 (-1) + RaS2(-Aa) + RpS 2(-A)], (1.2.91)

2a 2Pe - (s* + q*) 1 (.2.92)
2(aPe - q*)(aiPe - s*) ai

i(s* - q*)
2(aiPe - q*)(aiPe - s*)'

in which {al, a2, a3, a4} = {A 1, -1, -A 0 , -Ap}. represent the integrated effects of

the vertical variation of the fluctuating velocity and concentration inside the Ekman

boundary layer, hence they are functions of f, Sc and Pe. Since Uo, Vo are in phase

and can be taken as real numbers, only the real parts of H4i are needed, and are

plotted in figure I-2-2 as functions of the Peclet number Pe for f = 0.8 and three

different values of Sc.

In the northern hemisphere, this correspond to the latitude of 53'. All of these

coefficients except Re H44 achieve their greatest values near Pe - 1. Dependence of
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these coefficients on f is plotted in figures I-2-3 for Pe = 1 and three values of Sc.

Discontinuity in slope at f = 1, i.e., w = 2Q sin ¢ is a common feature which is caused

by the change of sign in (1.2.93).

The effective convection-dispersion equation can be written in conservation form

+ 0, (1.2.94)
OT Ox,

where
0C

ji = UEiC - (Eij + DSj) - (1.2.95)

is the particle flux vector.

Under the present assumption of constant depth, the shore must be a vertical cliff

normal to which there is no horizontal flux i.e.,

in= -UEiC- (E + D6) ni = 0 (1.2.96)

For presentation of numerical results, it is convenient to renormalize the variables

as follows

t = T' 2 , = r'x, C= C'Co
2  U 2

UE = UEir , (D, E) = D', E) (1.2.97)

where the concentration scale depends on the problem to be specified later. The

effective convection-diffusion equation then becomes

00' aO(UELC') a (( ±D ) ±'. (1.2.98)OT-  + O = (E i + D 'f )  + '. (1.2-98)

In the following sections we shall limit our discussion to a semicircular peninsula.

The first order spatial dependence of the inviscid velocity field is then simple and is
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Figure 1-2-4: Weighted depth-average of convection velocity UE in the tidal boundary
layer for f = 0.666 and Pe = 1.

identical to that for uniform flow passing a circular cylinder

cos20 sin20 (1.2.99)

Uo =U'T = (1 - 2 ), Vo = - (sin2 ) (I.2.99)

where r' = r/r. The mean velocity of Eulerian streaming is shown for f = 0.8 in

figure 1-2-4, showing a distinct assymmetry due to earth rotation and a convergence to

a coastal region near 0 = 1350. In contrast the mean streaming field in a nonrotating

sea would be symmetical with respect to the offshore (y) axis of the peninsula, with

convergence toward the offshore tip of the peninsula (Lamoure & Mei, 1977).

In figure I-2-5 we display the cartesian components of the dispersion tensor Eij for

the semi cirular peninsula, for f = 0.8, Pe = Sc = 1. Again the asymmetry is notable.
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For f = 0 these components are symmetrical with respect to the y axis, as shown in

figure 1-2-6. For rough estimate let us take again U = 1 m/s and w = 1.45 x 10- 4

1/s. From figure I-2-2 the typical value of Eij near the peninsula is 0.05, therefore

the dispersivity is of the order Eij - 0.05U2/w = 345 m2/s which is consistent with

the data cited by Zimmerman (1976) and far greater than the eddy diffusivity.
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Chapter 3

Numerical scheme

For computational convenience, we first split the dispersion tensor Eij into symmetric

Dij and antisymmetric Aij parts and rewrite the governing equation (1.2.98), with

primes omitted, in the following form:

OC ,DOC ,DCa+ ++  c +
at 89 Oy

02C
+ yC = D,, 2

XZ2

/ = UE

V' = UE

1± +

aAy
2 - Ox

DUE1
7= Dx8z

+ D Y 02Cay2+ Dy

ODxX
O9X

ODzx
Ox

02C
+ 2Dx + 8,axay

Dy

Dy

OUE2

Dy

1
D -- Dyx = (Exy + Ey)

- [Re(H 4 3 ) + Re(H 4 4)](V 0o 2

2

+Re(UoVo*) [Re(H 41 - Re(H 42)],

where

(1.3.1)

and Dx = Exx

(1.3.2)

(1.3.3)

(1.3.4)

SDy = Eyy,

- u012)

(I.3.5)



= -A+ = (Ey+E)

1
= [Re(H 44) - Re(H 43)]0(IVo 2 + IU012)

-Im(UVo)[Im(H 41) + Im(H 4 2 )].

Equation (1.3.1) is then transformed in polar coordinates, handy for our circular

peninsula,

0C ,OC+ u' + u' + 7COr 0 ri9
02C

=- Drr
Or 2

020
+ Door20 0 2

02C
+ 2Dor + ,

raoGr

uI = u'cos9
Ur

D,,sin 2
0 - Dyy 2o+ _ si2+ v'sin - sin Cos + sin20,

r r r

1
u/ = -u'sin0 + v'cosO - -(Dxxsin20 + D sin20 + 2Dxcos20),r

Dr = DXXcos20 + D,,sin20 + Dxysin20,

Doo = Dxxsin20 + DyycOs 20 - Dxysin20,

1
Deo = 2 sin20(DY - Dxx) + Dxycos20.

(1.3.8)

(1.3.9)

(1.3.10)

(I.3.11)

(1.3.12)

As the radial variation near the peninsula is expected to be very rapid, we intro-

duce the stretching: r = exp(27r(), and r = 09/r so that Equation (1.3.7) becomes

C D02C
+ uac + YC = D(C a

71 l aa _j

02C
+ D 02Off2

02C
+ 2DC,7 + ,10 ir)

where

u( = u'.so + 2rs Drr,

D, = 4s Doo,

U = 2u/'so,

= 27rr

(1.3.6)

with

(1.3.7)

0C OCa + uC (1.3.13)

D(c = s2Drr, DC, = 2s Dro,

(1.3.14)

(I.3.15)

(1.3.16)



For this initial value two dimensional convection-dispersion equaiton, we adopt the

ADI Method (Alternating Direction Implicit Scheme) which is unconditionally stable

and thus allows us to use reasonably large time steps, with second order accuracy,

O(At 2, A( 2, A712). With each time step At, we solve implicit one-dimensional problem

for C and 7 alternately.

(-sweep:

Cn+ 1 n/2  2 C Cn n+1/2 ~  - C Cj+ 1/ 2  C
23 + i+1, ,i-1j ,j+1 ,j_ - + c

At/2 +u,i 2AC (ni 2Ar 2

2 ,++, + c+ 1,- 1)/2A2 - (c + c- 1,- 1)/2Anr + fg, (I.3.17)

and i-sweep:

C±1 _n+1/ 2 + n+1/2 -) n+1/2 Cn+1 -_ +1 C+1/2 CC + 1

3 . +i+1,j i-i,j +i,j+1 i,j-1 + j-
At/2 , 2,j 2A 2

=D f' (Cn+l/2 Cn+1/2 2C ~+1/2 cn++ D ( + + 1 c xn+l 2C+ +)

j n+1/2 +1/2n+1/2 n+n+1/2 ,

_i ,lj+l C +l 1 )/2A - (C- + i-l 1)/A + . (.3.18)
+2Dc,/ 2 2A 2AC

These, respectively, give

a ,lC +_/2 + +1/2 - 2 1n+1)2 + (I.3.19)-2 !
l W-l,j + 2 a-- 2+l,j = re,

and

at7 C n +l  2 +1 as+1 _n+1/2, (I.3.20)
1 ,j-1 l t ij 2- 3 / j+1 -

in which

al , = -bl,,, - b3, ,

a2,, = b0 + b2 + 2b2 ,,,



a3(, = blC,n - b3,l,

bo = 2A(Ar/At

bl( = U(Aqr/2,

b177 = u,A\(/2,

b2 = A(Aqr/2,

b3( = DccA?/(,

b37 = D nA(/7,

bac = D,/2, (1.3.21)

r" = (bo - b2 - 2b 3()C + (b3  - bl)Cn+1

+ (b3  b)Cn+-1 2+ + Ln+

-+1/2 = (bo - b2 - 2b )Cn+ 1/ 2 + (bs - b c)Cz+ 2

+ (b 3( + bl()Czi 2 ±ij + 1/2

On,n +1/2 = b3 (C, +12 - C,1/2  7 J12  n /2. (1.3.22)

Now let us consider the boundary conditions. At the open sea (i = mm), as-

suming that the computational domain is sufficiently large given that the convection

transports particles toward the peninsula, and therefore, the concentration vanishes

practically, namely,

Cmm,j = 0. (1.3.23)

At the rim of the peninsula, r = 1, it follows from (1.2.95)

DC dC
Fr = UErC - (Err + D) - Ero = 0, (1.3.24)Or rO0

where

UEr = UE1 COS 0 + UE2 sin 0, (1.3.25)

Err = Ex cos2 0 + (Exy + Eyx) cos 0 sin 0 + E, sin 2 0, (1.3.26)



and

Ero = (Eyy - Exx) cos 0 sin 0 + Exy cos2 0 - Ey, sin2 0.

Written in stretched coordinates we have

OC
UErC - (Err + D) rr

DC
- Ere = 0.

rir0

To be consistent in accuracy with the ADI scheme for the governing equation, we

adopt the second order approximation for the normal derivatives. By Taylor expan-

sion,

DC 0 2C 2
C2j lj  1 j 2 + O(A),3

and
OC 02C 4A2+

C3 =Clj + 2A 2 1- 2 + O(A)"3

Eliminating the second derivative terms the above two equation give

dC -3Clj + 4C2j - C 3j + O(a) 2 .

Fr lj 2A l

For DC/DO we simply apply the common central differencing

DC
D0

CI,j+1 - C, + O( )2
2AQ

We then get a tridiagonal difference equation,

alj,Cl,j-1 + a2riClj + a3Cl,j+l R ,

(1.3.29)

(1.3.30)

(I.3.31)

(1.3.32)

(1.3.33)

in which

= 2EroA ,

= 47rroUEr,jAJ7 A + 3(Err,ij + D)A?

(1.3.27)

(1.3.28)

a2,,



R, = (Err,lj + D)Ar(4C2 j - C 3j).

At 0 = 0,

DC
FO = UEOC - Er OrBr

(Eoo + D) OC
r 0 = ,

UEO = -UE1 sin 0 + UE2 COs 0,

Eor = (Ey - E,,) cos 0 sin 0 - Exy sin 2 0 + Ey, cos 2 0,

and

E0o = Exx sin 2 0 - (Ey + E,,) cos 0 sin 0 + Ey cos 2 0.

In ((, 77) domain, we get the approximate differennce equation,

UEO,ilCil
Eor,il Ci+1,i - Ci-1,1 Eoo,il -3Cil + 4Ci2 - Ci3

27rri 2/ 7r ArI r0

We then get the equation for solving the boundary value of C:

al,oCi-1, 1 + a2 ,0oCil a3 ,oCi+l,1 = RE,o,

= EorAr,

= 47rriUEo,ilA An + 6(Eoo,i1 + D)A

= -alo,0

= 2(Eoo,i + D)A (4Ci2 - Ci3).

At 0 = r (j = nn),

3Ci,nn- 4Ci,_n-1 + Ci,nn-2dC
a Il

(1.3.42)

where

(1.3.35)

(1.3.36)

(1.3.37)

(1.3.38)

(1.3.39)

with

(1.3.40)

(I.3.41)

(I.3.34)



Similar to the boundary condition at 0 = 0, we obtain the equation for solving the

boundary value of C:

al±,Ci-l,nn a2,rCi,nn + a 3 XrCi+l,nn = R,, (1.3.43)

with

aig, = -EorAq,

a2(,r = -47rriUEo,i,nnA/Aq + 6(Eoo,i,nn + D)A

a3 , r -= -alj, r,

R , = 2(Eoo,i,nn + D) A(4Ci,nn-1 - Ci,nn-2). (1.3.44)

At stagnant points UEi = 0, i = 1, 2

4C2,1 - C3,1 (1.3.45)

C, 4Cnn n4C, - C3,nn (1.3.46)

In the following section we examine the spreading of a particle cloud for two

examples. In the first a particle cloud is initially released into the bottom boundary

layer near the peninsula; the surrounding seabed is nonerodible. This is to simulate

the fate of particles dumped into sea. In the second we examine the transport of

sediments eroded from a strip of the seabed surrounding the peninsula.



Chapter 4

Release of a particle cloud

Let the initial concentration be Gaussian and the maximum initial concentration be

chosen as Co for the scale of normalization. If the initial cloud has the dimensionless

standard deviation S and is centered at x, y/, then

C' (x', y', 0) = exp{-(' - x S)2 ( - y:) (I.4.1)

where x~' r= cos 0, y = r' sin 0. In all calculations we take r' =: 1.3 and S = 0.1.

The Coriolis factor is taken to be f = 0.8. Three locations of initial releases have

been considered: Oc = 45', Oc = 90', and f, = 135'. In each case the snapshots at

T' = 1, T' = 2, T' = 3, and T' = 4 are plotted. Note that for ro = 50 km, U = 1 m/s,

w = 1.45 x 10- 4 1/s), T =' 1 corresponds to 4.2 days. For comparison the tidal time

scale is 1/w = 0.08day. In figures I-4-1 we show the concentration contours when the

initital cloud center is at r' = 1.3, 0 = 450. At T' = 1 the initially concentric circular

contours become tilted ellipses due mainly to the off-diagonal dispersivities (Exy and

Ey). Some particles are transported toward the coastline around the point (r' = 1,

0 = 45') as a result of both Eulerian convection and diffusion from the cloud center.

Since the normal flux vanishes at the vertical shore, particles tend t;o pile against the

shore and the local radial gradient of the concentration reverses, i.e., DC/Or changes

from positive to negative. Consequently, two local concentration peaks appear, one,

designated as P1 , say, corresponds to the center of the initial cloucd which is affected
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Figure I-4-1: Evolution of particle concentration. Cloud center is initially released at
north-east (r' = 1.3, 0c = 45 ) for f = 0.666, Pe = 1 and Sc = 1.



mainly by convection, since the local concentration gradient is zero. The other peak

corrresponds to the accumulation along the coast, designated as P2, say, and moves

along the circular coastline. Note that at T' = 1, P1 has not moved much from its

original location owing to the small local convection velocity (cf. figure I-4-1.a). P2,

however, is displaced quite far from the where the particle cloud first reaches the coast.

More interesting is that P2 passes the point where the Eulerian streaming converges

around (r' = 1, 9 = 1350), instead of stopping there. To understand this phenomenon

we express in polar form:the component of particle flux along the circular coastline,

0C Eoo OC
Fo = UoC - Er Or r (1.4.2)

Or r 19

The last term plays a small role in displacement of P2 where C/09 vanishes. The

second term on the right-hand side stands for the longshore flux due to the radial

gradient, a result of the off-diagonal dispersivity, Eor. As shown in figure 1-4-2, Eor

is positive along the entire rim of the island.

Since 0C/Or is negative, the longshore flux is along the positive 0 direction. Now

the physical picture is clear:

i) When a peak is formed at the coastline due to local accumulation of particles,

it is transported along the direction of increasing 0 by both convection and diffusion;

ii) When the peak of accumulation P2 reaches the converging point of the convec-

tion field, the term representing off-diagonal dispersibity Ear OC/Or dominates and

tends to move the peak P2 past the point of velocity convergence. The clockwise

convection velocity is too weak to counter the trend until the peak finally is stopped

by the straight coastline.

From Figure I-4-1 b-d it can be seen that P moves from its original location

(0.9,0.9) in x, y plane to about (0.8,1.0). The concentration at P2 increases with time

due to additional accumulation of particles.

For other locations of initial release, the results are qualitatively the same (see

Figure I-4-3 a-d for initial release at (r' = 1.3, 9C = 1350)).

Thus regardless of the different locations of initial release, the peak of the concen-



1- -g \ I II/ " ' \ I ! C"

0.024

0.016 Oso

0
-1 0 1

X

Figure 1-4-2: Off-diagonal dispersivity tensor component Ee, around a circular penin-
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tration cloud eventually reaches and stays around the stagnation point at r' = 1, =

180.

Along the equator the effects of earth rotation vanish since f = 0; the velocity

field is symmetrical with respect to the y axis. Accordingly, the convection field and

the dispersivity tensor are symmetrical with respect to the y axis. No matter where

it is initially released, the cloud finally moves to the coastline and converges to the

offshore tip of the peninsula. We only show in figure I-4-4 the results for the case

where the center is released at r' = 1.3, 0 = 450 .

Thus convection by Eulerian streaming, already predicted by Larmoure and Mei

(1977), dominates the phenomenon, unlike the case with f 7 0.

As a confirmation of numerical accuracy, we check that total mass is conserved in

the non-erosion case:

M = Mo= C(x,y)dxdy

= C(r, O)rdrdO

= JC((, ?)e2r|J ddr, (1.4.3)

where the Jacobi determinant is given by

S ( J 0 = 27r 2 r. (1.4.4)

With time marching, the computed total mass however, increases slightly due mainly

to the temporal accumulation of numerical errors and the inaccuracy in numerical

integration for the total mass. The improvement of numerical accuracy by denser

grids is shown in the following table where the relative mass increase is shown at a

certain time after an initial release at a particular location.
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Mesh Density 200 x 200 400 x 200
0c = 450 T = 2 0.27% 0.34%

T = 4 1.9% 1.2%
Oc = 135o T =2 1.3% 0.67%

T = 4 3.0% 1.1%

Table I-1: Dependence of numerical accuracy on density of grids



Chapter 5

Resuspension and transport of

bottom sediments

We consider a peninsula surrounded by a ring-like strip of erodible seabed covering

the region ro < r < ri, 00 < 0 < 1800. The bottom shear stress is dominated by

the vertical derivative of the oscillatory horizontal velocity at z =: 0, which can be

evaluated from (2.4) and (2.5),

7'x P 09

Tby ) K P )v(1) /y I'

SRe Uo(s + q) - iVo(s - )
26 iUo(q - s) + Vo(s + q)

where q and s are defined in (2.8) and (2.9). Limiting our discussion

2Q sin 0/w < 1 only, it can be shown that

=U2 + 1- T/1-f 2 sin 2wt,

The time-average over a wave period is

(IO = 27r6

(I.5.1)

to f =

(1.5.2)

(I.5.3)



while I denotes the elliptic integral

I = 2 dt' 1 - - f 2sin2t' (1.5.4)

which can be evaluated numerically.

We now choose the concentration scale to be

Pe Ep Iw r2
Co = - 62 (1.5.5)

so that the normalized erosion term on the right of (1.2.98) is

+' U2 +' V 2, 1< < (16)
g,= (I.5.6)

0, r/ > ri

Using (5.39), we find for the semi circular peninsula

' - r (1.5.7)
0, r' > ri

which is plotted for r 0.5 in figure 1-5-1.

Note that this spatial variation is symmetrical with respect to the y axis, and is

unaffected by earth rotation because of the small size of the peninsula.

Computed results representing the evolution of the sediment concentration are

shown for both f = 0 and f = 0.8. The corrsponding elliptic integrals are I = 5.65685

and 6.12751 respectively.

As in the case of a nonerodible bed, once the particles are eroded from the bottom

and resuspended, they drift toward the shore, resulting in a very sharp radial gradient.

The concentration contours are asymmetrical with respect to y axis for f 5 0, but

symmetrical for f = 0, as expected. At large times, the peak of the resuspended

sediment cloud moves past the region of velocity convergence and eventually settles

around the stagnation point at 0 = 1800, if f Z 0; see figure I-5-2 for f = 0.8.

Without rotation, however, the cloud settles around the point of velocity conver-
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gence; see figure I-5-3.

Since the source term 9' due to erosion is independent of time in our theory, the

total mass in suspension increases with time at a constant rate.
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Chapter 6

Conclusion

It has been shown that the vertical shear indeed enhances the horizcntal dispersivities

which is much greater than the eddy viscosity and agrees in order of magnitude with

that found by Zimmerman (1976, 1977). Both the effective convection and dispersion

are functions of the ambient tidal field which is in turn affected by bathymetry and

shore configuration. Consequently the convection velocity and dispersion coefficients

are in general varying from point to point as a result of the nonuniform ambient flow.

We thus infer that in regions near a protruding coastline feature the dispersivities are

spatial functions and can not be fixed through limited field data at; a few locations.

From numerical simulations we see that the evolution of the concentration contours

over time is determined jointly by the steady streaming field and the spatial pattern of

the dispersivity tensor. In particular, the center of the particulate cloud (maximum

concentration point) is driven purely by the convection prior to its arrival at the

bank. With the particles piling up against the vertical wall a negative gradient

of concentration in the normal direction to the coastline results and the gradient

grows sharper and sharper. This causes the center to be affected by the off-diagonal

dispersivity (Eo, for semicircular peninsula) anywhere f 4 0. Due to the sharp

negative gradient this action can overplay the convection and drive the center of

cloud to move counterclockwisely away from the convergent point of the convection

field.

For further investigation, an extention to variable depth domain is theoretically



challenging. Inclusion of surface wind forcing will make our theory more useful in

modeling real situations. The quantitative effect of different choice of eddy viscosity

model is also worth further consideration.
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Part II

Flow Field in a Basin Forced by a

Low-Frequency Wind
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Chapter 1

Introduction

A large lake can have great influence on the lives of people who live near its shore.

The evaporation which occurs at the air-water interface will increase the humidity

of the air and enhance rainfall within a region encompassing the lake. Some lakes

serve as sources of drinking water. The large surface water body also recharges the

underlying groundwater aquifer which can be a water supply for the nearby region as

well. Under these circumstances, protecting the lake from being polluted becomes an

important environmental issue. Since sediment particles could be vehicles to spread

the contaminants adsorbed on their surfaces, the dispersion of these particles deserves

careful investigation. As the first step the flow field in the lake must be determined.

The effects of earth rotation and topographical variation are usually considered for

the wind-driven flow in a typical natural lake.

The wind-driven circulation in a closed water body has been one of essential top-

ics of hydrodynamics. Numerous theoretical models have been developed in the past

several decades (see, for example, Pedlosky, 1979). To study the global circulation in

lakes or oceans, the water bodies are normally considered shallow in a sense that the

vertical dimension is much smaller than the horizontal length scale. Welander (1957)

extended Ekman's pioneering theory on sea-level changes of a deep sea under a steady

wind to a shallow sea and, in addition, to the transient situation. At steady state

a single linear equation for the surface displacement was derived for general bath-

emetry and constant eddy viscosity. The water depth was assumed to comparable to



the Ekman layer thickness. It was found that the bottom topography induces surface

curvature even with uniform wind. For a general transient wind an integro-differential

equation was obtained to predict surface elevation in terms of the local time-histories

of the forcing and the response. Numerical computation had not been conducted

based on the theory. Stratification in estuarine regions and oceanic basin (with ther-

mocline) is evident and could have a profound influence on the circulation pattern.

The role of stratification interacting with depth variation was further investigated by

Welander (1968) and it was discovered that essential differences exist between the

homogeneous and the two-layer oceans in terms of circulation patterns or strength.

The numerical efforts were made later by Liggett & Hadjitheodorou (1969) for steady

circulation and Liggett (1969) for the unsteady circulation in shallow, homogeneous

lakes by deriving and solving the equation for evolution of pressure distribution. In

addition, Lee & Liggett (1970) investigated numerically the wind-induced steady cir-

culation in a two-layer lake of arbitrary bottom and shore configuration. Nonlinear

terms was not included for the steady-state behavior.

A two-layer wind-driven ocean model in a doubly connected domain with bottom

topography was developed by Krupitsky & Cane (1997). A number of numerical

experiments were done on a p plane and showed that the two layers were decoupled

in most cases. Reasons for this behavior were given by comparing the relevant terms

in the model under various circumstances. The depth variation was found to pro-

duce topographic pressure drag which, along with the lateral friction in the upper

layer, balances the momentum input due to the wind. Yet no nonlinear effect was

considered.

These previous works have indeed demonstrated many interesting features of the

wind-driven circulations in closed basins. However, some of them dealt with steady

state and are not applicable for predicting transient responses. More in common,

these results are all linear. Consequently, steady streaming, which is an interesting

response under periodic forcing and determines mean convection of particles, can not

be viewed using these models.

Numerical efforts by Sheng (1991) have drawn our attention to a, very shallow lake



(such as Lake Okeechobee with an average depth of 3 m) forced by low-frequency pe-

riodic wind. For these lakes both the depth and the size are small enough so that

certain approximations are possible. We are interested in presenting a theory on

the flow field in a shallow basin with an arbitrary bottom topography, driven by a

long-period sinusoidal wind. Our approach is to conduct analytical discussion as far

as possible to obtain fundamental understanding of the physics. Numerical simula-

tions could then be done based on simplified equations resulting from the theoretical

arguements.

We first examine the flow field in a shallow lake forced by a low-frequency wind.

Depth variation over space is allowed and a general depth-dependent eddy viscosity

is considered. Water density has been taken as a constant which is reasonable for a

shallow lake (say, three meters deep for Lake Okeechobee). A constant Coriolis factor

is used since the horizontal length scale is yet incomparably small (O(104 m)) with

respect to the earth radius. Since the lake is quite shallow and wind period very long,

it is found that the vertical structure of flow field forms a lot faster than any change of

forcing takes place. For this quasi-steady problem we develop a perturbation theory to

describe the free surface displacement and the velocity field in Chapter 2. It is shown

analytically in Chapter 3 that the leading order flow and the steady streaming do not

depend on the horizontal extensions of a constant-depth basin under a uniform wind.

Finally, in Chapter 4, the response in a rectangular lake of flat bottom is discussed in

detail. It is seen that the transient effect of surface oscillation overplays the Coriolis

effect for the second order flow and the mass transport results from the interaction

between the leading order surface motion and oscillatory velocity. No numerical

simulation has been attempted so far in solving the flow over variable depth based on

our theory while it is planned as the immediately next step following this research.



Chapter 2

Perturbation Theory

A water body with a small aspect ratio (ho/L < 1, with ho being mean depth, L

horizontal length scale) is considered as a shallow water system. A typical natural

lake, like the Lake Okeechobee in Florida, falls in this category. As for the forcing of

interest, we consider a sinusoidal wind with a low frequency, say, w == 0.727 - 10- 4 s - ,

corresponding to a wind period of one day (Sheng et al, 1991). Under this circum-

stance, a small dimensionless parameter exists and thus the pertu:-bation method is

appliable to give approximate analytical solution in the constant-depth case or simple

equations for numerical solution in the varying depth situation. The eddy viscosity

is assumed to be independent of the horizontal variation of the flow field to avoid

coping with the nonlinearilty otherwise.

2.1 Formulation

Let us set up our reference frame so that x is pointing to the east, y the north and

z upward with the datum at the static water surface. The equations of motion for a

shallow lake with constant water density read

a u Vp 0u 0u
S(v u) + vV2u = + 2Q cos -wi + f x + + u- Vu W (.2.1)

Oz 9z p at 9z'



and in the vertical direction,

O Ow _Op Ow Ow
-(v ) + V 2w g = -- - 25cos -u + u Vw + aw (11.2.2)

Oz Oz paz at az

where v = v(z) is the eddy viscosity, u = (u, v) the horizontal velocity vector, p

the fluid density, p the pressure, g the gravitational acceleration, f = (0, 0, 2Q sin ¢),

Q = 27/day = 7.27 - 10- 5 s- 1 the angular speed of the Earth, ¢ the latitude, i the

unit vector in x direction, w the vertical velocity component, and

V 0 = ). (.2.3)

Introduce the following scaling,

(x, y) = L(x',y'), z = hoz', p = Pp', t= t'/w,

u = Uu', w = (ho/L)Uw', v = vov', (II.2.4)

where primes denote dimensionless quantities, L the typical length of the lake,

ho = (ffs h(x, y)dxdy)/S the average water depth with S being the total surface area

of the lake, P the typical pressure, w the wind frequency, U the typical horizontal flow

speed, vo = [fVh o v(z)dz]/ho. Since in shallow water the net shear stress and pressure

force are expected to be of comparable importance, we take

pLoU
P (11.2.5)

The dimensionless momentum equations are, with primes omitted,

-(v ) + (ho/L)2 VV2u - VpOz Oz
Ou Uhg u 2Q cos w

= E[ + (f/w) x u] + (u. Vu + w ) + E(ho/L) w, (II11.2.6)
Ot Lvo z w

where
wh2 2E 0 (II.2.7)

vo 62



with

6 = v/W (II.2.8)

being the thickness of the shear layer generated by the surface sinusoidal wind, and

(ho/L)2 (v + (hoL)4V 2  gh
-z 1Z pOz LvoU

9w 2Q Uh w= E(ho/L)2  - (ho/L) cos -u + (ho/L)2  (u . Vw + w-). (II.2.9)
1t w Lvo az

For estimates let us take the typical values of Lake Okeechobee, ho = 4 m, w =

7.27 - 10-5 s-1, vo = 0.008 - 0.02 m2/s (from Equation (1.2.2:, Soulsby), then

E = 0.058 , 0.145, namely, ho < 6. The physical meaning of e can be clearly seen: it

signifies how shallow the system is regarding to the thickness of the boundary layer

induced by the oscillatory wind forcing. By rewriting

Sh2/v o h /vo1/w - T/2 (11.2.10)
1/w T/27r

with T being the wind cycle, we can view this small parameter as an indication of how

fast it takes for momentum to be transported across the whole depth comparing to

the wind period of oscillation. The smallness of E just says that the lake is so shallow

that the vertical structure forms before any significant change of the driving force

takes place. Owing to this feature, we achieve a lot of simplication in analyzing the

problem for we now come up with ordinary differential equations at various orders,

as we see later in this chapter. It is readily seen from Equation (11.2.6) that the

temporal variation and Coriolis effect are secondary to the balance between the net

shear stress and the pressure gradient. Typically, the aspect ratio, ho/L, is extremely

small (for ho = 4 m, L = 104 m, ho/L = 4 - 10-4). Assuming ho/L <- O( 2), then the

horizontal diffusion term drops out from equation (11.2.6) with an error of O(E4).

For a shallow water the dynamic boundary condition on the free surface reads

-pn + pv[(n - V)u + nz + n - Vu + nzVuz] = e-it at z = ( (11.2.11)
dz



and in the vertical direction

- pnz + pv[(n -V)uz + n - + 2nz, = 0, at z = (11.2.12)

where i = ---1 and ( is the surface displacement, and (n, nz) the unit normal vector

at the free surface. The real part of the complex quantities is taken unless otherwise

specified. With shallow water assumption ho << L,

Ou -e-it
v = , at z = (, (11.2.13)
8z p

to the leading order. This suggests that the velocity scale is related to the wind stress

scale To by

U -- h (11.2.14)
PVo

in which To = ffs I'(x, y) dxdy/S is the typical magnitude of the wind stress. Let us

now estimate the dimensionless parameter in front of the nonlinear inertia. Suggested

by Csanady (1982, pp.11), To/p = 10-4 m 2/S 2 (or To = 0.1 Pa for the typical wind

speed of 7 m/s, which is typical for Lake Okeechobee, see Sheng et al, p 62). Therefore,

U = 10- 4 x 4/(0.008 - 0.02) = 0.02 - 0.05 m/s and

Uh 2  To h3  10- 4 x 43o _ o =_ 0.0016 ~ 0.01 = 0(c2), (II.2.15)
Lyo pLu2 104 x (0.008 ~ 0.02)2

It is easy to show that in (11.2.9) the next most significant term to the pressure

gradient and the gravitational acceleration is the component of the Coriolis force and

2Q wh2 hohh < 0(1) -6 O(e2) = O(E3). (11.2.16)
w vo L-

Owing to this fact, the vertical momentum equation simply implies a hydrostatic



pressure distribution:

Op _ pgho 3 gh3
+ O(f) = + O(E3).

Oz P LoU

Making use of (11.2.5), the dimensionless form of (11.2.12) reads,

n
SV)uz + -

nz
- p + (ho/L)[(ho/

Ou
Oz

Ou
+ 2(ho/L)2 zi = 0. at z = ( (11.2.18)

As long as the surface is reasonably flat, namely, n/nz < O(ho/L) (we will check this

later), we have

p = O(ho/L)2 z = (A/h o)( (11.2.19)

with ( being the surface displacement and A its amplitude.

condition we obtain
gh3 A

P= L (( - z).
LVoU ho

Using this boundary

(11.2.20)

With this Equation (11.2.1) becomes

Ou
- gV = +Ot

fx u+u Vu +

The balance between the two terms on the left side of the above equation suggests

A voUL T7oL
A gh pgho'

gho Pgho
(II.2.22)

showing that the amplitude of surface displacement, A, is also linearly proportional

to the wind stress. With To/p = 10- 4 m 2/S2 , L = 104 m, g = 9.8 rn/s and ho = 4 m,

the typical value of A is therefore 0.026 m.

Consider now the kinematic boundary condition at the free surface,

w = + u (,at (11.2.23)

(II.2.17)

Ou
wOz

Oz'
(11.2.21)

(V Ou

Oz Oz

Z = (,



which can be written in dimensionless form, with primes omitted again,

AwL dC
W=h +

hoU dt

A
ho

z = (A/ho)(.

We now estimate the parameter in front of the time derivative by the typical physical

scales,

0.026 x 0.727 -10- 4 x 104
4 x (0.02 - 0.05)

= 0.09 - 0.23 = O(E).

It is seen that

w = O(E) z = (A/ho)(, (11.2.26)

which says that the vertical velocity on the free surface is zero at the leading order.

Hence,

AwL
hoU

Uh
Lvo

So = 0(E) . O(E2 ) O(-' 1 ) = O(E2 ),
who

(11.2.27)

and
A = ho < 0( 4).
L ho L-

(11.2.28)

This implies that the surface slope is O(E4 ) small, which implies, in turn, that the

unit normal vector at the surface will be

(-a/lax, -aClay,
/(D/DX)2 + (D/Dy)2

1) ) (O(E4), O(E4), 1)."+ 1

Indeed, n/nz < O( 2 ). The dimensionless form of (11.2.11) reads

n n Cu
-p + V[( -V)U +

nz nz az

n+ -- Vu + Vuz] = e- it
n2z

Du
v = Te-it + 0(E4 ), at z = (A/ho)(,

(11.2.24)

AwL

hoU
(11.2.25)

(n, nz) = (11.2.29)

Therefore,

at z = ( (11.2.30)

(11.2.31)



After Taylor expansion about z = 0, we write down the dynamic boundary condition

at the mean surface

au - -it
v = Te - af 2 (V ) + O( 4 ),dz az

A 2ToLv0
= /2 = = o(1),
ho P9 2 0

(11.2.33)

indicating the nonlinearity is at 0(6 2). Integrating the local mass conservation equa-

tion for an incompressible fluid

Ow
Vu+ =0

Oz
(11.2.34)

and making use of the exact kinematic boundary conditions at the free surface and

at the bed, the integral form of continuity equation results

in which

at + V f Q = 0,

Q = udz = Qo + udz
-h0

(11.2.35)

(11.2.36)

is the total flux across the water depth, with Qo = fOh udz being the discharge

beneath the static surface. In dimensionless terms, we have

Q = Qo + j udz, (11.2.37)0{

and

10udz = acE2 ((ulz=o) + O( 4), (11.2.38)

by Taylor expansion. Now the dimensionless continuity equation (11.2.35) reads

Ste a + CoV ((UI=O) + V. Qo = O( 4 ),

where

at z = 0, (11.2.32)

(11.2.39)



where
AwL L2 v

St = / = 0(1) (11.2.40)
Uho gho

is a modified Strouhal number.

Let us now consider the lateral boundary condition. We point out here that

our theory is good only for the flow field far from the bank. In the vicinity of the

lateral boundary, the horizontal length scale is much smaller than L and the shallow

water assumption fails. The complete solution of this physical problem should be a

combination of near field and far field with a matching in between. However, the

three dimensional near field is beyond the scope of current research. We will restrict

our interest to the far-field, which is the majar portiion in a shallow lake. A lateral

boundary condition of integral form is given at the outer edge of the lateral boundary

layer of thickness O(ho):

Qn = 0, at the outer edge of lateral boundary layer, (11.2.41)

where subscript n denotes the component of the flux along the direciton, n, normal

to the bank. To estimate the accuracy of the above condition we examine the lateral

boundary layer. The thickness of this layer 61 should be at the order of the water

depth since the horizontal diffusion must be equally important to the vertical one

within the layer. Therefore, in nondimensional quantities,

Qn = 2 Unln=G/Ldz

te2c1 61 25
= -h [unn= + l n=O- + O(1)]dz. (11.2.42)-h in L L2

Clearly

Unln=o = 0. (11.2.43)

To avoid dealing with the complex run-up phenomenon we assume that there is a

vertical wall at the bank where n = 0. On the wall all velocity components vanish



and by continuity,

Consequently,
Q f c J(2

Qn = O(-()dz
h L2

In summary, we now have the equation of motion

az -o
d(z ) aZ

u
= [u + (f/w)x u]at

+u+ Ref (u. Vu + w ) + O(E3 )
19Z

with Reynolds number

Uh/ 2Re =o
Li'0

the surface dynamic boundary condition

the bottom boundary condition

u = 0, w = 0, z = -h(x, y),

and the depth-integrated mass conservation

Qo + CE2V. ( z=o) + O( E4 ) = 0.

Along the bank of the lake the normal flux vanishes,

Qn = (Qo)n + a2 Unz=0o = 0(), along the bank, B

where the subscript n denotes the component in the direction normal to the bank.

Since this leads to a Neumann boundary value problem we add a global law of mass

u" in=0 = 0.
On

(11.2.44)

(11.2.45)

(11.2.46)

To/pToL - O0(1),
Lw2ho

(11.2.47)

v-= - it
2( (,1 u) + 0(E4),1z 1z

at z = 0. (11.2.48)

(11.2.49)

StE-- + Vat (11.2.50)

(11.2.51)

62
= o( < O( )

L
2



conservation for a unique solution,

J dxdy = 0, (II1.2.52)

where S is the total surface area of the lake.

It is clear that the above equation set is accurate up to O(c2) and the assumptions

of the magnitudes of the nondimensional parameters are so far consistent. Taking

advantage of the fact that the time dependency and the effect of earth rotation appear

at O(E) and that the nonlinear inertia at O(e 2), we can apply the perturbation analysis

and obtain quasi-steady linear equations at various orders of C. Then, the vertical

structure of the flow field can be readily worked out by integrating the momentum

equation twice and making use of the dynamic boundary conditions at the surface

and the bottom. The horizontal velocity is then written in terms of the surface slope.

Substituting into the integral continuity equation, we will end up a single equation

with single unknown, (. With the lateral boundary condition of no normal flux at

the bank, the surface elevation can be determined at each order, and so can the flow

field, accordingly. The vertical velocity component is then determined through mass

conservation

w= h(,) V -udz'. (11.2.53)

2.2 Solution

We now proceed to implement the approach stated above. Expanding the velocity

components and surface displacement with respect to e,

u = u ( ) + Eu(1) + E2u(2) +..-, (11.2.54)

w = w () + )+2 (2) +..., (11.2.55)

= =(0) + <(
1 ) + 2(2) + ... , (11.2.56)

we collect terms at the leading order,



8 (u(O)a (v 0 ) - V(() = 0, (11.2.57)

u ( ) = 0, at z = -h, (11.2.58)

au (o)

v = e- it  at z = O, (11.2.59)
8z

V - Qo(O) = 0, (11.2.60)

(Qo)), = 0, at the bank. (11.2.61)

The Coriolis factor f does not show up at all at this order. We, therefore, expect that

no effect of earth rotation will be found in the response of the system to the wind

at the leading order. Integrating (11.2.57) with respect to z and making use of the

dynamic boundary condition at the surface,

au(o)
v- = T'e- it + V(O)z, (11.2.62)
Oz

and integrating once again with the no slip condition on the bottom,

u (O) = fte - it + f 2V ( ),  (11.2.63)

where

f h dz', (11.2.64)

z z'

2 = ( d z', (11.2.65)

Therefore, the flux is

Qo(O) = fe - it P fldz + J f 2dzV ( 0), (11.2.66)
-h -h

Equation (11.2.60) then gives the governing equation for (0).

/ dz, (11267)
F fh -h



with the lateral boundary condition

e- t (T fldz) + - f 2dz = 0, at the bank, (11.2.68)
-h an -h

and the constraint of mass conservation

Js ((o)dxdy = 0. (11.2.69)

The above three equations will determine uniquely the solution for ((0). Subsequently,

the leading order velocity can be obtained from (II.2.63). And

w( 0 ) = (,) V . u()dz'. (II.2.70)

At the next order O(E),

o Oul) du(0 ) f
u(  ) - V + -f u ( ) , (1I.2.71)dz ( z t W

(1 ) = 0, at z = -h, (11.2.72)

au(1)

v = 0, at z = 0, (11.2.73)

M((o)
V = -St , (11.2.74)

(Q))n = 0, along the bank, B, (11.2.75)

where the subscript n denotes the component in the direction normal to the bank.

The flow field at this order starts to be affected by the Coriolis force. Integrating

once from z' = z to z' = 0 and making use of the dynamic boundary condition,

au(l )  QO) f
v_ = zV - - x Q °), (11.2.76)

Oz at w

where

Qo) - o u(O)dz, (11.2.77)



which is the flux between the mean sea level and an arbitrary depth z. Integrating

once more, we get

u(1) = f2V(( 1) -
at

Q0 )= f 2dzV((')
-h a

Z 1Q()dz' - f
-h V W

f dz
-h

-lQO)dz'
-h V

S-Q!)dz ' ,
h V

- fh dz 1Q O)dz',
02 h -hV

Substituting (11.2.79) in Equation (11.2.74) gives

V . ([ f 2dzV ( 1 ) ) - a-V
-h at
f
W

. ( dz

((o)= -St °
Ot

in S

From (11.2.75) we get

f d dz 0( dz" dz'
Zh tn Ot h -h V '

on B

and from (11.2.52) the constraint

(11.2.82)J ((')dxdy = 0.

These three equations will give 5(1) and subsequently the velocity at this order is

found. In addition,

w) = - ,
fzh(x,y)

V -u()dz'.

At the next order 0(E 2),

hence,

(11.2.78)

(11.2.79)

dz -Q 0 )dz')
h -hV

LQ(0)dz' )
h V

(11.2.80)

(11.2.81)

(11.2.83)

f od ~z1-(- x dz -Q ()dz')n = 0,
-h h V



a u (2) &u(1) f _U(0)

+ -f X (1) + Re(u(O) Vu( ) + w ( ) u ( )
at w "z

and

u (2) = 0 , atz=-h,

au(2)
V

19Z
= -a((o) (v u

Oz -z 1 at z = 0,

(11.2.85)

(11.2.86)

(11.2.87)

(11.2.88)

((1)=
V . Qo(2) = -St t aV. (()U(O)IZ=o),at

(Q ), = -a((O)u(0) z=o, along the bank.

The vertical structure of horizontal flow at this order are affected by the transient

and Coriolis terms associated with the flow at O(E).

Integrating once with respect to z from z to 0 and making use of the dynamic

boundary condition,

SV(2) a(1) - X Q(1) - Re R (0)dz'

a au(o)
- a(o) ( ) z=,)

z z (11.2.89)

(11.2.90)

(11.2.91)Vu ( ) + ( ) u()
az

Integrating one more time, we get

f2V
( 2 )  fZ 1Q!l)dI f

O t -h V h
1S1) d z'
V

- Re dz' f R(o)dz"dz' - aflC(() z (v u )lz=o- J e 'O-z az)IzO

(11.2.84)

where

_ V((2) =

au (2)

V Oz

Q!') f u )dz,

R (o) = u (o)

(11.2.92)



hence,

= f 2dzV((2) - dz Q1)dz'
h at -h -h

- x dz Q1)dz' - Re
W h -h Vh

o f d au(O)
a h fldz((o)'"(va ) z=o.

z dzdz dz' R (°)dz"dz'
-h zI

(11.2.93)

It then follows Equation (11.2.87) that

f 2dzV (2 ) ) at Sdz 1 Q(1)dzI)
h f-h V

- V. (- x dz -Ql)dz')
S f h -h V

ReV - ( dz fdz' IR (°)dz"dz")
- e -. ( z -h z'

- V. (fh fidz() az(V a )I z=0)

+ aV - (((O)u(o))jz=o = 0, in S

with the boundary condition

0a(2) f
a f2dz

(On -h
a

h dz
-h

h- 1 ul)dz"dz'hU z

f o z1 o
(- x dz - u(1)dz"dz'),

W h h Vz'

- Ref dz dz' Rn(0)dz"dz'
Z I

0o a all ()- I' fl O (Vdz((O)(v )

h+ = 0,Z
+ ae((o)un(o)jz=o = 01 on B (11.2.95)

and

IS((2)dxdy = 0. (11.2.96)

The three equations (11.2.94), (11.2.95) and (11.2.96) will be solved for (2).

sequently the instantaneous horizontal velocity can be determined through Equa-

V(h

a (1)+ St
Ot

(11.2.94)

Con-



tion (11.2.92). In addition,

(2) _ V U(2)dz'. (11.2.97)
-h

Let us limit our inquiries to steady streaming only, and take time averages over

a wind period. With angle brackets denoting time-averages, we get from (II.2.84)-

(11.2.88)

a (U(2)) Ou(0)
(V u  ) - V(((2) = Re((u(0 ) Vu( 0)) + () )), (II.2.98)Oz z Oz

(u (2)) = 0, at z = -h, (11.2.99)

0(u(2)) a au(0)
v- = -a(( O) (v )) at z = 0, (II.2.100)

Oz Oz 1z

V (Qo(2) = - (V (()u(0)z=0), (11.2.101)

((Q2)) ) = -a(0)u(0)), at the bank. (II.2.102)

In the forcing terms in the above equation set, only the leading order flow quantities

play a role in the steady streaming at 0(C2). Since the solutions at 0(1) are inde-

pendent of the Coriolis force, earth rotation plays no role on the time-averaged flow

quantities at this order. For a lake with constant depth, the averaged mass transport

will therefore be confined in vertical planes (characteristic planes) parallel to the wind

stress.

Integrating once and making use of the dynamic boundary condition (11.2.100),

we get

O(u( 2)) V((2))z - Re f0R(o))dz'
Oz

8 Bu(O)
- a( (O) a (V u  ) z=O), (11.2.103)

where

(R(O)) = (u() Vu 0)) ((0)u (11.2.104)
-- z . I.21 4



Integrating once again, we get

(u( 2)) = f2V (2))- Re dz'f (R( 0))dz"dz'

iz z

= f2dzV (2)) - Re dz dz'
-h -h - h

- o a () .
a fh dz(((o) (v --a =o),
fh az 19z

j (R(o))dz"dz'

(11.2.106)

it then follows Equation (11.2.101) that

V L0( f2dzV (((2)))f h - ReV. (Jh dZ
J-h

_:dz'f 0R())idz)

S(hdz Ou()
- "(f fdz((o) (V ).z=o))

+ aV . (((o)u(O)lj=o) = 0, in S (11.2.107)

0 z z- Re dz dz'
h Jh

f- az~ & Oz
+ a((°)un(o)lz=o) = 0, on B (11.2.108)

s(((2))dxdy = 0.

The three equations (II.2.107)-(II.2.109) will give (((2)). And then the steady mass

transport can be determined through Equation (11.2.105). The vertical steady stream-

and hence,

(Qo(2 ) )

(11.2.105)

with

(((2)) f2dz
f 0)

' (R,(°))d
z "d z '

and

(11.2.109)



ing can be found from mass balance

(w(2 ) = - (V . U(2))dz'. (11.2.110)

Since the equation sets at various orders deal with general depth variation h(x, y),

shape of the lake, wind stress field '(x, y) and vertical eddy viscosity distribution v(z)

remain general, the solutions for surface elevation and velocity field have to be ob-

tained through numerical methods. Nevertheless, analytical solutions are achievable

for simple geometry with constant depth and eddy viscosity.



Chapter 3

Analytical Solution for a

Constant-Depth Lake Forced by

Uniform Wind

Consider a constant depth lake of arbitrary shape forced by uniform wind, namely

h = 1 and VT, = VTy = 0 anywhere within S. At the leading order,

F1 =f f(z)dz (II.3.1)_1

and
0

F2 1 f2(z)dz (II.3.2)

are both positive constant, the governing equation (11.2.67) reduces to the Laplace

equation:

V2( ( ° ) = 0, (11.3.3)

and the lateral boundary condition (II.2.61) can be written as

n [V((O)F2] = -n. ['e-itF)], at the bank. (II.3.4)



Obviously

)  e-it F (11.3.5)
F2

satisfies both (11.3.3) and (11.3.4). Therefore, the surface slope is a constant vector

and the surface is simply a plane, regardless of the shape of the lake:

(O) = -eit(xx + TY + C). (11.3.6)
F2

C is an integration constant which can be fixed with the mass constraint (1.2.94), i.e.,

- eitF [J (Txx + Tyy)dxdy + C - S] = 0, (II.3.7)

thus
(o=) -it F ffs(Txx + Ty)dxdy

( -e F2 S ]. (11.3.8)

It is shown in Appendix B that (11.3.8) is the unique for the equation set in this case.

In addition, we have, from (11.2.63),

S= fl(z)) e-it f 2 (z)e-itF = Te t[fl(z) - f2(z)]. (11.3.9)
F2  F2

Moreover, u(O) depends only on z and t and therefore V u(O) = 0. As a result,

w(0) = 0, (11.3.10)

by continuity, taking account of the impermeable condition at the bottom. Hence,

in a constant-depth shallow lake forced by a uniform sinusoidal low-frequency wind,

the leading order flow response is quasi-steady, one dimensional flow exactly parallel

to the direction of forcing, regardless of either the shape of the lake or the vertical

variation of eddy viscosity. Nevertheless, the eddy viscosity distribution affects the

vertical flow profile. It is seen from (1I.3.9) that

Q O)= 7e (F - F2 ) = 0. (11.3.11)0 f1 1 -F2



So there is no flux anywhere at 0(1). Since we only specify zero-normal-flux condition

at the bank which is satisfied by the above solution regardless of the configuration

of the bank, the shape of the lake does not affect the flow response but the value of

constant C.

Welander (1957) derived a theory on the steady circulation in a shallow lake with

depth variation based on constant eddy viscosity. The Coriolis force was of leading

order importance in his study. For a constant-depth basin forced by a uniform wind-

stress, he pointed out, as discussed by Ekman (1923) and Schalkwijk (1947), that

"the surface slope will be independent of the horizontal extensions of the sea."With

effect of earth rotation being at the leading order, this slope will make an angle with

the direction of the wind.

At O(E), using (11.3.9) we have

Q(O) - -it(o fidz' - f 2dz'-k) (II.3.12)

and thus

dz Q dz' = CQe -it, (11.3.13)

where

CQ = f dz ( fidz" - f  f 2dz" )dz'= constant. (11.3.14)

Hence, (11.2.80) and (11.2.75) become

V2 (1)  -iSte-it (T + Y + C) (11.3.15)

and
0((1) =CQ-it ( f (11.316)
On F2

Let us first rewrite

(1) = ((1)1 + ( 1)2 (11.3.17)



C2 = -i + f
V(1) - e  - .

2F2
(11.3.18)

It is easy to see that the problem reduces to one with homogeneous boundary

condition:

V2(1) 1 = -iSte-it (T + T7 + C),

= 0.
8n

(11.3.19)

(11.3.20)

Unfortunately, the set of (11.3.19) and (11.3.20) can not be solved analytically unless

a simple geometry of the basin is given.

Because Vu (0 ) = 0 and w(o) = 0, the nonlinear convective inertia vanishes:

(11.3.21)

at the leading order. As a result, at O(E2) the steady streaming is not forced by the

Reynolds stress. The governing equation (11.2.107) becomes

-a 
au()

F2V2 ((2)) _ aF1V ((0) V )IZ=o)Oz Oz

R (O) = 0

+aV - (((0)u(0) z=o) = 0.

((o)u(o)lz=o) = 1F1- (T"x + T'yY + C)

V -(()() z=o)

[fi(o)- f2(0) ] .

1 F (0) f2
[fi(o)- f2(0)2 F2 F2

We calculate from (11.3.9) to get the forcing function for (11.3.22)

0 0u (o)
a (V )z=0

aZ a= {v(z)~e-it[f,(z)

= Fe-itl,

S F2

(11.3.25)

with

with

Now,

(11.3.22)

(11.3.23)

(11.3.24)



where primes denote differentiation regarding z and the constant

F2 + v(0)[fi'(0) -

1 F1
- 2F2 (, + Ty + C)FF.

2F 2

S(((0)a (v )Oz=O)9z az
= F1 ,
2F2

Thus (11.3.22) becomes

2,2 a F, F,
V2 (2) [f(0) - f2(0) - FF] = const.

The lateral boundary condition (II.2.108) now reads

(11.3.27)

(11.3.28)

(11.3.29)

a F If (0)

2 F22

F1- f2(0) F - FiF](Tx + Ty + C)Ta = 0.

It is readily seen that a (((2)) satisfy the following equation will be a

(11.3.29) and (11.3.30):

2) F1  F1
V((2) [fi(O) - f2(0) - Fr](rx + yy + C)-= 0.

2 ,2 F2

solution of

(11.3.31)

Therefore, the x-component is

(( (2 )  a [f (0)
0x 2 F22

F- -
- f2 (0)TF2 1FP] (Tx + Ty + C)T. = 0.

Integrating once

(((2)) - F2 Y( + TyxY + Cx) + C*(y)

Therefore,

F2 (11.3.26)

and

(11.3.30)

(11.3.32)

(11.3.33)

a Bu(0)
(((o) z ) z )

(' (V-- z[=0)



S= [fi (0)

Taking derivative with respect to y,

y(((2)
a=

F1
- f2(0) - Fi].

From (11.3.31)

2 F2 1 (0)
2 F22

F](Txx + TyY + C)Ty = 0.

By comparison with (11.3.35)

dC*(y) a F
dy 2 F22 '

a Fi Y y2C= 2 F22 2 +

Using the mass constraint (11.2.109)

aF 1

2SF22
[S (x 2 + T2y 2 ) + C(Txx + Tyy) + xT7yxy]dxdy.

Consequently,

2 F2 2

((2)) ( 2 2 2 + I C Ty y

It follows (11.2.105) that

(u( 2)) Fy ,
2 F2 C)[f2( + fl(z)].F2

We find that the horizontal mass transport is linear in x and y. Owing to this fact,

with

(11.3.34)

a F1

j2 YTx7yX +

dC*(y)

0(((2))

Dy

(11.3.35)

(11.3.36)

and then

(11.3.37)

Cy) +C. (11.3.38)

(11.3.39)

(11.3.40)

(11.3.41)

- f2 (0) F, - F,



the vertical streaming is purely dependent on z:

(w() = f 2(z)dz' - F f (z')dz']. (II.3.42)2 F2 F2 _ 1 _ 1

Due to the uniqueness of solution as shown in Appendix B, the above results are the

only solution for this problem. We note that the vertical distribution of eddy viscosity

is yet general and will determine the vertical profile of the flow field.



Chapter 4

Rectanglar Lake with Uniform

Depth

To give some more explicit results, we consider the flow field in a rectangular lake

with constant depth (h = 1). The direction of sinusoidal wind forcing is general in

the horizontal plane, namely T = (T, Ty) = constant vector and

Tr + 2 = 1 . (11.4.1)

In addition, we adopt a constant eddy viscosity across the depth,

v= 1. (11.4.2)

Now at the leading order,
02u (0)2 V(0) = 0, (11.4.3)

Oz 2

u (O) = 0, at z = -1, (II.4.4)

= 7e- it at z = 0. (II.4.5)
az

The real parts of the complex quantities are implied. Intergrating twice and making

use of boundary conditions at the surface and the bottom, the formal solution of the



velocity at this order reads

and consequently,

= 
0 u() dz

= V(O) + -eit.
3 2

(11.4.7)

The integrated continuity equation (11.2.60) and the lateral boundary condition (II.2.61)

then give

V2((0) = 0,

0((°) 3O) = - e -it

dx 2

0((0) 3 -it

Oy 2= jre

S= 0, a/L,

y = O, b/L,

where a and b are the length and width of the lake, respectively. The solution of

leading order surface elevation, with the global mass constraint (II 2.69), is obtained

readily

(0) = [x(x- a) + (Y _ b )]e-it
2 2L 2L

(II.4.11)

and it follows that

u (o) = T(z + 1)(3z + l)e - it ,
4

and

w(
-

) = 0.

With a constant eddy viscosity and uniform depth we have

(II.4.12)

(11.4.13)

= z+ 1,

f2 = (z2 - 1)/2,

u(O) = V(O)(z_2 -
2

(11.4.6)

(II.4.8)

(11.4.9)

(11.4.10)



F1  = 1/2,

F 2 = -1/3

C = -(Tra + Tyb)/2L, (11.4.14)

which follow from (11.3.8) and (11.3.9). The solutions shows that the leading order

surface set-up is indeed planar and the flow response truly uniform horizontally and

parallel to the wind forcing. The spatial dependency is uncoupled with the temporal

one owing to the small frequency. More precisely, the wind varies so slowly that

the vertical structure of flow forms before it "feels"any change in the forcing. The

velocity is exactly in phase with the surface slope, as will be shown later. This will

lead to an interesting phenomenon for the steady streaming at O(e2). The spatial

dependency of the flow is identical to the steady response of the lake to a constant

wind field. This is a quasi-steady situation. The vertical profile of u(O) at a given

time, say, t = 0, is plotted in Figure 11-4-1. The total flux across the depth is zero

at any cross-section. It is heuristicly expected that near the bank opposing the wind

the top layer fluid will go down and flows back in the lower layer again the wind. In

the other end of the lake, an up-welling flow results and a circulation pattern forms

in the vertical plane. Therefore near the bank the vertical flow is as significant as the

horizontal flow, hence neither shallow water or hydrostatic assumption holds in the

lateral boundary layer.

At the next order O(E),

02U (1)  1) u (0)  f
O -z 2  + = - u (o) (1I.4.15)

u (1) = 0, at z = -1, (II.4.16)

Ou(i)
= 0, at z = 0. (11.4.17)

Clearly the flow field at this order are forced by the transient and Coriolis terms of

u(O). We can tell as a result the solution will show contribution from both of these

two sources. Moreover, due to the horizontal uniformity of leading order flow field,
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Figure II-4-1: Vertical profile of u (O) along the wind forcing direction at t = 0



the Coriolis force is invariant horizontally. Using the solution at the previous order

we can write the forcing term in an explicit form,

2 U ( 1)  -it f
2 _ (1) = (z + 1)(3z + 1)[-i7 + - x '], (11.4.18)

1z2 4 w

The solution is

1 -it f
u(1) = V((1)(Z 2 - 1) + 6 (3z 4  8 3 + 6z 2 - 1)[-iT + - x ]. (II.4.19)

2 48w

It is readily seen that

Qo(= - 1 [i - x f]e -it .  (11.4.20)
3 120 w

From the continuity equation (11.2.74) we realize that the other driven source be-

sides the forcing associated with u (O) is due to the oscillation of the surface at the

leading order. Recalling Equation (11.2.74) and (11.2.75), the governing equation and

boundary conditions for ( 1) are as follows:

V2= iS [( )- + Ty(y - )e - it ,  (11.4.21)
2 2L 2L

1 - -(iT + -Ty)e - it , x = 0, a/L, (11.4.22)Ox 40 * W

-) = (iT - -Tx)e-it y = 0, b/L, (11.4.23)
ay 40 w

where f = Ifl. The effect of earth rotation come into play through the boundary

conditions. Worth attention is that the forcing term in (11.4.21) (associated with

((0)) is much greater than those in the boundary conditions (associated with u()).

Because of linearity, we write

-(1) = [(C(x) + ( 2(y)]e- it, (11.4.24)



it is seen then
21 _1 

9iStTX a
(xl - - ) (11.4.25)

2  
- 2 2L

8 (1 1 fS = - (iT + - ), X = 0, a/L, (11.4.26)OX 40 w

and
2(2 9iStTy b
_ - (y- ) (II.4.27)ay 2  2 2L

(2 = (iTy - -Ta) y = 0, b/L. (11.4.28)ay 40 w

Simply integrating twice and and using the Neumann conditior., we find

9iStT x 3  ax2  1 f
1 = 4 ( - ) +  (iT + y)x + C1, (11.4.29)4 3 2L 40 w

and the solution for (2 is, similarly,

9iStY y3 by 2  1 f
9iy 3 by )+ (iT - fTx)Y + C 2 , (11.4.30)

4 3 2L 40 W

Adding (II.4.29) and (11.4.30) together, the two integration constants are combined

into one constant which is then fixed by the mass constraint at this order. Therefore,

the solution reads

9iSt x 3  ax 2  a 3

4 3 2L 12L3
y3 by2 b3

+ ( + ) ]
3 2L 12L

1 f a
+ [(iT + -f) (x -

40 w 2L
f b

+ (iT - -Ya)(y - )]}e - it ,  (II.4.31)
w 2L

Since the surface displacement at this order is governed by a Poissen equation with a

forcing linearly varying in the horizontal plane (or mathematically, the curvature of

the surface varies linearly in x and y), it is reasonable that (1) has a cubic dependency

upon the horizontal extensions. In addition, the cumulative respo:nse corresponding

to earth rotation is linearly dependent on x and y due to the horizcntal uniformity of
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Coriolis force at this order. Noting also that there is an antisymmetry with respect

to the geometric center of the lake (x = a/2L, y = b/2L), namely,

(1) (xo, Yo) = _((2)( b , O-), (11.4.32)L L

the global mass conservation indeed holds. Surface and equal-elevation line plots at

t = 0, 7r/4, 7r/2, 37/4 are shown in figures 11-4-2-11-4-5.

The parameters are taken as: ho = 4 m, vo = 0.015 m 2/s, a/L = 1, b/L = 0.8,

L = 10000 m, w = 7.27 - 10- 5 s- 1, To/p = 10- 4 m 2/S2 , and q = 400. In this case,

St = 2.24, f/w = 1.3 and f = 0.08. ' = (1, 0) is specified so that the Coriolis effect

is more distinguishable from the transient effect. At t = 0, because of the 7r/2 phase

lag of the transient response, the surface displacement is purely due to Coriolis effect

of u (O) and thus the surface slope is perpendicular to x. Since u (O) at this moment is

along positive x, the Coriolis force is then pointing to the right of the velocity and

consequently results in a set-up at the south bank. The constant surface corresponds

to the horizontal uniformity of u(O). At t = 7r/4, the transient effect is obviously seen;

the Coriolis effect together with the transient effect makes the elevation at (1,0) the

maximum. We see that the contribution of (( 0) is much greater than that of u (O) for

now the resulting displacement is much more significant. At t = 7r/2, the transient

effect reaches the maximum (with the 7r/2 lag) while Coriolis effect disappear as

u (O) = 0 at the moment. At t = 37r/4, the transient effect due to (0O) and u (°) is

exactly the same as that at t = r/4 (noting the phase lag) while Coriolis effect is just

the opposite as u (O) now goes toward west. This can be seen perfectly if we compare

Figure II-4-3 with 11-4-5.

Substituting (11.4.31) into the formal solution of velocity generates

1 f
u = e-it{ (15z4 + 40z 3 + 27z 2 - 2)(- X T - if)240 w

9ist - ax
S ( z 2 - 1) }, (11.4.33)

8 (Y2
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Figure 11-4-2: Snapshot of ((1) at t = 0. Upper: surface plot; lower: equal-elevation
lines.
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Figure II-4-3: Snapshot of (1) at t = 7r/4. Upper: surface plot; lower: equal-elevation
lines.
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Figure 11-4-4: Snapshot of ((1) at t = r/2. Upper: surface plot; lower: equal-elevation
lines.
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Figure II-4-5: Snapshot of ((1) at t = 3r/4. Upper: surface plot; lower: equal-
elevation lines.
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and

w (1) =- : .u(2)dzI/Z1
-it fZ 9iS ab= -e ,(z- 1(- )[T(2x - -) + ,(2y- -)]dz'

8 L L
3iSt a b= 4 (z3 - 3z - 2)[Tx(x - ) + Ty(y -L)]e (11.4.34)

To check the correctness of above results we verify whether the solution satisfies

the free surface kinematic boundary condition. Making a Taylor expansion of the

kinematic boundary condition at the free surface, Equation (II.2.24), we find an

approximate condition applied at the static surface,

w + acO2 = St- + ac 2 (u -V() + O(e 4 ), Z - 0. (11.4.35)
Oz at

Grouping terms at O(e) after the perturbation expansion gives

w() = St (1I.4.36)

It follows (11.4.34) that

w = z=o = (-2)[Tx(xT - - )]e-it = St (11.4.37)
4 2L 2L t

The solution indeed passes the checking.

The flow field at this order is indeed, as we anticipate, affected by the earth

rotation and there is velocity component in the direction perpendicular to the char-

acteristic plane. More precisely, the results consist of two types of terms: one is

tagged with i indicating the temporal effect and also a 7/2 lag in phase behind the

wind forcing; the other is marked by f showing the contribution of Coriolis force.

The response now becomes three dimensional. It is the effect of earth rotation

that leads to the horizontal component along the direction perpendicular to the wind.

Yet the vertical velocity component is still free of Coriolis effect since it is seen from

106



(11.2.16) that the Coriolis terms in the vertical momentum equation does not play

any role until O(c3). The oscillation of the planar surface at the leading order causes

a vertical velocity at the static surface and therefore the third velocity component

starts to appear. The temporal dependency is still periodic since no nonlinear effect

shows up yet. The Strouhal number indicates the contribution of mass accumulation

over time due to the net flux beneath the static surface.

In plotting the results we only focus on the first half cycle due to the periodicity of

the flow. The value of any flow quantity after half period will differ from the current

value by a minus sign. The transient term due to ((0) is dominant. This can be see

clearly in Figures II-4-6 and 11-4-7.

At t = 0 the flow is purely due to Coriolis effect of u(o) . The flow is along negative

y axis while the speed is tiny. 7r/4 later, noting that in (11.4.19) the pressure gradient

term is dominanting, the flow is essentially going westward (see Figure II-4-3 for the

pressure gradient which is opposite to V(( 1)). At t = 7r/2 the largest surface slope

occurs and leads to the largest leftward flow accordingly. (11.3.20) in last section

implies that no normal surface slope at the bank is due to the forcing associated with

((0), and thus the normal velocity at the bank is purely due to u (O) and very small.

Figuresll-4-8 shows the verticle dependency of the Coriolis effect on u (l)

A plot for z = -0.7 and t = 7r/4 in figure 11-4-9, comparing with the lower

plot in figure II-4-6 shows that although Coriolis force changes direction the flow is

dominated by the transient response of (0) .

The flow pattern does not change much except the speed drops according to

(1 - z2 )- 1. More interesting is the circulation pattern in xz plane. Figure II-4-10

shows snapshots of flow field in the cross-section y = b/2L at t = 0.257F and t = 0.57r.

Clearly the flow pattern is caused by the oscillation of ((0) . Recall in this case

3(0) = (x - 1/ 2 )e-it (1I.4.38)
2

With the right half surface sweeping down during t = 0 to t = 0.5w, the flow is forced
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Figure 11-4-6: Snapshots of u (' ) at z = 0. Upper: t = 0; lower: t = ir/4.
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Figure 11-4-7: Snapshots of u (1) at z = 0. Upper: t = -r/2; lower: t = 3-r/4.
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Figure II-4-9: Flow pattern of u (1) at z = -0.7 and t = 7/4.
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to move, following the streaming shown in the figure, toward the left region under

the left half surface which is rising. At t = 0 the fluid starts to be pushed to the

left region and at t = 0.5r the vertical velocity reaches its maximum. Then the flow

slows down till it stops moving in this plane at t = 7r. After that the process reverses

and the fluid goes back to the right region as the left half surface drops and the right

half rises.

In summary, the transient effect due to the oscillation of ((0) plays the mojor role

in driving the flow at this order. Due to the small aspect ratio, the real flow is mainly

oscillating in x direction with a phase lag of 37r/2 behind the forcing ((0), which is

exactly in phase with u (0) . The transient and Coriolis effect due to u(O) is minor and

hence the flow perpendicular to f is relatively trivial.

At 0(6 2),

2U(2) V(2) = u) f X U(1) + Re(u ( ) Vu ( ) + w (1.4.39)
az 2  at w ×)

With u (0) being horizontally uniform and w(0) , the nonlinear forcing terms vanish in

this particular example. To obtain the steady streaming, we take time average over

a wind period.
82(U ( 2 ))

2 U(_ ( 2 ) ) = 0, (1I.4.40)
9z 2

with the boundary conditions

(u(2)) = 0, z = -1, (11.4.41)
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z(u(2))
0z

-a (() 2U( =o)

3 a
= -af({-(x+ *])
x[LV - i- + *]

9a'

+ (Y - )]e-it + *}2L

a b- ) + (Y - )],
2L 2L

z = 0,

in which asterisks denote the complex conjugates. The solution is

o(u(2)) = zV( )
( z

(U(2)) = V((2))(2 -
2

9aF a
- [G (x - ) +8 _2L

1) - 9a1- a (z + 1)[Tx(X

(11.4.43)

b

Integrating from the bottom to the static water surface,

(Qo(2)) = V((2))3
9a (X

16 [ (

The time average continuity equation at this order

V (Qo(2)) + aV (. ( 0)u() =0) = 0,

(Q) + a((()u(z=o) = o,

(Q )) +((()() =o)= 0,

X = 0, a/L,

y = 0, b/L.

Making use of Equation (11.4.45), we have the governing equation for the time-

averaged surface set-up
9a

8'
(II.4.49)
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and

(11.4.42)

and

(11.4.44)

(11.4.45)

with

and

(11.4.46)

(11.4.47)

(11.4.48)

b
T-(y - )],

2L

a ) + T (y2L

a) + Y(y2L



which is simply a Poisson equation with the following lateral boundary conditions:

90' a b
= -- [F- + 7y(- ) 1,8 2L 2L

9ary

8
a b

- ) T 7,2L 2L

x = 0, a/L,

y = O, b/L.

Noting that the above equation set is linear, we rewrite

(((2)) += * + 1(x) + 2(y),

with
9a a b
-* = ry(x - a)(y- -),8 2L 2L

satisfying Laplace equation. It is readily seen that

dx2
9-8 '

8'

subjecting to
d= 9a12a
dz 16L '

x = 0, a/L,

d2_ 9aT2

dy 2 8

subjecting to

We readily get

and,

d~2 9a 2 b

dy 16L'

91 =- (x -
16

9a-r.2
2 (Y -16

y = O, b/L.

a)2 + x02L

2 ) + C2L
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and
a(((2))

Dy

(11.4.50)

(11.4.51)

(11.4.52)

(11.4.53)

(11.4.54)

and

(11.4.55)

(II.4.56)

(II.4.57)

(II.4.58)

(11.4.59)



where by substituting (11.4.58) and (11.4.59) back to (11.4.52) C, and Cy add up to a

constant which is fixed with the mass constraint (11.2.109). Hence,

9a a b
(((2)) 9a 7 ( - )(Y -8 2L 2L

3a a (alL)2
+ fr2[-3(x - )2 +16 2L 4

+ r72[- 3 (y - 2L + (b4 L)}. (11.4.60)

Clearly,
9a a b (11.4.61)

V(( (2 )  - ) y(y - . (II.4.61)

The surface slope is parallel to the wind stress and linear in x and V. The free surface

is a parabola. A contour distribution and surface plot are displayed in Figure II-4-11

and Figure II-4-12 for a wind inclined at 22.50 with respect to the positive x axis.

The physical parameters are taken as ho = 4 m, L = 10000 m, w = 7.27 - 10- 5 s- 1 ,

To/p = 10- 4 m 2/s 2 , a/L = 1 and b/L = 0.8. Along the wind direction the surface

rises in the middle and drops at both ends. The surface elevation remains the same

along the straight line perpendicular to the wind direction.

Therefore, the steady mass transport is found from (11.4.44) to be

9a +1 a b
(u - - 16 (z+1)2 [( - ) + y(Y - ), (11.4.62)16 2L 2L

and

(w(2)) = v (U(2))dz '

3a
= -(z + 1) . (11.4.63)

16

A plot of the surface steady streaming pattern corresponding to the above plotted

steady surface displacement is shown in Figure II-4-13.

It shows that the surface steady streaming is along the forcing direction, flowing

towards the line with maximum elevation and the magnitude of speed reduces linearly
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Figure II-4-11: Contours of steady surface set-up (((2)) with a wind inclined at 22.5'
with respect to the positive x axis.
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Figure 11-4-12: Surface plot of steady surface set-up (((2))
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and vanishes at the crestline. The flow pattern at lower level should be the same

except that the speed of streaming drops quadraticly with z, described by (11.4.62).

Since u(o) varies linearly in x and y, we understand that w(2) will be constant in any

horizontal plane.

To verify the correctness of the above result, let us check with mean mass transport

at the surface through an different approach. Collecting terms from (1I.4.35) at O(e2),

) W(O
)  a(1)

w(2) + a( = St + au() v(0 ), z = 0. (11.4.64)

Recalling Equation (11.4.13) and taking time average over a wind period, we can see

that, at z = 0,

(w( 2)) = ((O) . r(0))

= ((-e + ). ( - +
8 4

3a
= 3a (11.4.65)
16'

which agrees with Equation (11.4.63) at z = 0. From the results for a general shaped

lake, we put F = 3/2 and 7 = -1/2, and get perfect agreement. From Equa-

tion (11.4.62), the horizontal steady streaming is always parallel to the wind stress

vector -. That is to say, the steady mass transport is confined within a vertical plane

parallel to the wind forcing.

To make more sense of the results let us take another look. It is clear from (1I.4.65)

that the vertical streaming at the surface is determined by the interaction between the

leading order sinusoidal velocity and the sinusoidal surface slope over a wind period.

Unless u (0) and (0) have a phase difference of ir/2, the vertical mass transport should

not be zero. Now,

V() 2 e-' (II.4.66)2

which is perfectly in phase with u (O) due to the quasi-steady behavior at the leading

order, we can infer that (w(2)) is positive. In addition, both u (O) andc the leading order

surface slope are uniform in horizontal plane. As a result, (w(2)), remains invariant
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horizontally. From (II.4.63) we expect that (u(2)) varies linearly in x. Due to the

geometrical and the forcing symmetry with respect to x = a/2L, it is natural that

along this line (u(2)) ought to be zero. Consider the integrated continuity equation

(11.4.46). The second term is actually the vertical transport at the surface. In fact,

aV - (((O)u(O)lz=o) = a(u(o)lz=oV - ((0)) = (( 2)) (1I.4.67)

Think of a water column stemming from the bottom to the static water surface. The

above equation simply states that the net inflow across the four sides flows out of the

top.

From the steady momentum conservation (11.4.40) we see the balance between

the net shear stress and the net pressure force, the same as that at the leading order.

This implies a parabolic profile of the horizontal transport. The surface shear stress

in (11.4.42), different from that at the leading order where the stress is spatially

uniform wind, now becomes spatially variable as a result of interaction of the surface

oscillation and the oscillatory vertical gradient of shear stress at the static surface

level.

From Equation (11.4.62) we see that the horizontal steady streaming is always

parallel to the wind stress vector 7f. That is to say, the steady mass transport is con-

fined within a vertical plane parallel to the wind. Taking advantage of this property

we consider a case with the wind blowing along x, without loss of generality. Now,

T, = 1 and r7 = 0. As we have found the equal-elevation lines are all perpendicular to

the wind direction, the problem reduces to one dimensional, independent of y. With

this simplification, the distribution of steady surface shear stress becomes

a(u (2 ) )  9a ( a= -x - ), z = 0 (II.4.68)
Oz 8 2L

It is obvious that the stress decreases linearly from positive value (along x) to negative

value, vanishing at the plane of symmetry at x = a/2L. This explains the surface
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Figure 11-4-14: Steady surface set-up due to oscillatory wind along x axis.

rise in the middle and depression at both ends. Also, (11.4.49) reduces to

02(((2)) 9a

1x 2 8' (11.4.69)

implying a constant negative surface curvature, as is seen in Figure 11-4-14.

In this case, the transport pattern in xz is plotted in Figure 11-4-15. Keeping

in mind that the plot is for dimensionless quantities and that the scale for vertical

velocity is two orders (ho/L < O(62)) smaller than the horizontal velocity, the physical

mass transport is essentially horizontal as we expect in shallow water system.
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Figure 11-4-15: Mass transport pattern in xz due to oscillatory wind along x axis.

123

I~ I I I II I i I i 2 2



Chapter 5

Conclusion

The shallow water response to a surface sinusoidal wind in a basin with topographic

variation is studied. Due to the shallowness of the lake and the low frequency of wind

the vertical structure of the flow establishes before any significant change of forcing

happens. Consequently we have a quasi-steady problem and the vertical direction is

decoupled with the horizontal direction. This simply allows us to solve an odinary

differential equation at various orders for the vertical flow profile in terms of surface

slope. With the small parameter E which stands for the ratio of the time it takes

for momentum to be transported across the layer to the wind period, a perturbation

theory is presented and leads to an elliptic governing equation and a Neumann bound-

ary condition for the surface displacement at each order. With an eddy viscosity of

vertical dependency, the solution of surface movement and the velocity field can be

determined straightforwardly.

In a lake of constant depth but arbitrary shore configuration, analytical results

are obtained for the leading order flow field, the steady streaming and surface set-up

at 0(E2 ) for a spatially uniform wind. At 0(1) the surface remains as a plane at any

moment and the surface slope is parallel to the wind. The flow field i.s one dimensional

(along the wind direction) and independent of x or y. The surface oscillation is exactly

in phase with the oscillatory flow velocity. The steady surface at 0 (2) is found to be

a concave parabola with equal-elevation lines perpendicular to the wind. The mass

transport converges toward the crestline. In these two situations fluxes across the
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depth are universally zero. This implies that the no-penetration lateral boundary

condition can be satisfied regardless of the location of the bank. These solutions are

valid for a general eddy viscosity distribution across the depth. Nevertheless, different

eddy viscosity models will result in different vertical structures of the flow field. We

have not worked out the analytical solution for the oscillatory flow field at O(E) due

to the spatially varying source term associated with oscillation of the leading order

surface level in the governing equation.

A more special case of rectangular lake with constant eddy viscosity is discussed

to show more explicit results. The solutions at the leading order and the steady

streaming are shown to be reducible from the more general results in the arbitrary-

shaped lake with general v(z). At O(E), the transient effect of ((0) dominates the

contribution from u (o) and thus Coriolis effect is relatively trivial.

The immediate further work will be the numerical solution of the pertubation

equations at various orders for a basin with topographic variation..

125



Appendix A

Fortran program solving the

effective transport equation

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc

c Solving Advection-Diffusion Equation with ADI Method

c Polar Coordinates with Stretching

c Dispersion of Particles near a Circular Peninsula

c ---------- by Feng Ye, Summer, 1997-------------

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc

parameter(mm= 201 ,nn=201,PI=3.1415927)

real alx(mm),a2x(mm),a3x(mm),blx(mm,nn),bly(mm,nn) 10

real b2(mm,nn),b3x(mm,nn),b3y(mm,nn),b3xy(mm,nn)

real aly(nn),a2y(nn),a3y(nn),c(mm,nn),rr(mm),cl5(mm,nn)

real alyO(nn),a2yO(nn),a3y0(nn),c5(mm,nn),c10(mm,nn)

real tht(nn),ccx(mm),ccy(nn),rx(mm),ry(nn),xx(mm,nn),yy(mm,nn)

real rxO(mm,nn),ryO(mm,nn),drrl(nn),dttl (mm),dttnn(mm)

real axlr(mm),axll(mm),ax3r(mm),ax3l(mm),ax2r(mm),ax2l(mm)

complex z,ii,dwdz,uv,hl,wpp,udu

real ihl

open(51, file= 'bump. inp', status=' old') 20

read(51,*)nt,rc,thtc,totalt,tO
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close(51)

ii=(0.,1.)

r41=0.017

r42=0.0022

r43=0.0435

r44=-0.0345

rhl=0.0833

ihl=-0.089 30

hl=rhl+ii*ihl

dO=0.001

thtc=pi*thtc

ximax=0.2

nxi=mm- 1

ne=nn- 1

ntht=ne

rmax=exp(2.*pi*ximax)

rO=1.

dt=totalt/float(nt) 40

dxi=ximax/float(nxi)

dtht =PI/float (ntht)

de=l./float(ne)

c0=1.

xc=rc*cos(thtc)

yc=rc*sin(thtc)

bO=2.*dxi*de/dt

open(11,file= 'eij. out ')

write(11,*) 'title="dispersion coef"' 50

write(11,*)'variables="x", "y","exy","eyx"'

write(11,*)'zone i=',nn,', j=',mm,', f=point'

write(*,*)'coef iter starts'

1000 format(lx,3fl2.7)

do 101 i=l,nxi+l

xi=(i-1)*dxi
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r=exp(2.*PI*xi)

rr(i)=r

sO=1./2./pi/r 60

do 101 j=l,ne+l

tht(j)=(j-1)*dtht

thtl=tht(j)

x=r*cos(thtl)

xx(i,j)=x

y=r*sin(thtl)

yy(i,j)=y

c(i,j)=cO*exp(-((x-xc)**2+(y-yc)**2)/0.01)

c---------parameters in xi, eta coordinates----- 70

z=x+ii*y

dwdz=l.-1./z**2

wpp=2./z**3

uv=hl*dwdz*conjg(wpp)

udu=dwdz*conjg(wpp)

udur=real(udu)

udui=aimag(udu)

dax=(r44-r43)*udui

day=- (r44-r43)*udur 80

u=real(uv)

v=aimag(uv)

uO=real(dwdz)

vO=-aimag(dwdz)

u0dx=2.*cos(3*thtl)/r/r/r

v0dy=-u0dx

u0dy=2.*sin(3*thtl)/r/r/r

v0dx=u0dy

gamma=rhl*2.* (uOdx**2+vOdx**2)

dxx=r41*uO*uO+r42*v*vO*v+(r43+r44)*uO*vO+dO 90

dyy=r42*uO*uO+r41*v0*v0-(r43+r44)*uO*vO+dO

dxy=0.5*(r44+r43)*(vO*v0-uO*uO)+(r41-r42)*uO*v0

ut=u+dax
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vt=v+day

exy= -r43*uO*uO+r44*vO*vO+(r41-r42)*uO*vO

eyx=r43*vO*v0-r44*uO*uO+(r441-r42)*uO*vO

write(1 1,4000)x,y,exy,eyx

ddx=vO*uOdx+uO*vOdx

ddy=vO*uOdy+uO*vOdy

dxxdx=2. *r41*uO*uOdx+r42*2. *vO*vOdx+ (r43+r44) *ddx too

dyydy= 2*r42*uO*uOdy+2*r41 *vO*vOdy- (r43+r44) *ddy

dxydx= (r43+r44)* (vO*vOdx-uO*uOdx)+ (r41-r42)*ddx

dxydy= (r43+r44)* (vO*vOdy-uO*uOdy)+(r41-r42)*ddy

up=ut-dxxdx-dxydy

vp=vt-dxydx-dyydy

drr=dxx*cos(thtl)**2+dxy*sin(2*tht 1) +dyy*sin(thtl)**2

dtt=dxx*sin(thtl)**2-dxy*sin(2*thtl)+dyy*cos(thtl)**2

dtr= (dyy-dxx) *sin(2.*thtl)/2.+dxy*cos(2.*tht1)

urp=up*cos(thtl) +vp*sin(thtl) -dxx*sin(tht ) **2/r-dyy*cos(thtl)

$ **2/r+dxy*sin(2.*thtl)/r 110

utp= -up*sin(thtl)+vp*cos(thtl) -dxx*sin(2*thtl) /r+dyy

$ *sin(2*thtl)/r+2*dxy*(2*cos(thtl)**2-1)/r

if(i.eq.1) then

ert= (dyy-dxx)*cos(tht1) *sin(tht1) +exy*cos(tht1)**2

$ -eyx*sin(thtl)**2

err=dxx*cos(thtl)**2+dyy*sin(thtl)**2

$ +cos(thtl)*sin(thtl)*(exy+eyx)

alyO(j)=2.*ert*dxi

a3yO(j)=-alyO(j) 120

ure=u*cos(thtl)+v*sin(thtl)

a2yO(j)=4.*pi*rO*ure*dxi*de+3.*err*de

drrl(j)=err

if (j.eq.1) then

drtll=ert

url=ure

endif
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if (j.eq.nn) then 130

drtlnn=ert

urnn=ure

endif

endif

if(j.eq.1) then

dtr=(-dxx+dyy)*cos(thtl)*sin(thtl)-exy*sin(thtl)**2

$ +eyx*cos(thtl)**2

axlr(i)=dtr*de

ax3r(i)=-axlr(i) 140

utht=v

dtt=dxx*sin(thtl)**2+dyy*cos(thtl)**2

$ -(exy+eyx)*cos(thtl)*sin(thtl)

dttl(i)=dtt

ax2r(i)=4.*pi*r*dxi*de*utht+6.*dtt*dxi

endif

if(j.eq.nn) then

dtr=(-dxx+dyy)*cos(thtl)*sin(thtl)-exy*sin(thtl)**2 150

$ +eyx*cos(thtl)**2

axll(i)=-dtr*de

ax3l(i)=-axll(i)

utht=-v

dtt=dxx*sin(thtl)**2+dyy*cos(thtl)**2

$ -(exy+eyx)*cos(thtl)*sin(thtl)

dttnn(i)=dtt

ax21(i)=-4.*pi*dxi*de*r*utht+6.*dtt*dxi

if(ax21l(i) .le.O.and.i.ne.1.and.i.ne.mm) then 160

write(*,*) 'ax2l (',i,')=' ,ax2l(i)

endif

endif

gxi=urp*s0+2.*PI*drr*sO*sO
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ge=utp*sO*2.

gxx=drr*s0*s0

gee=dtt*s0*s0*4.

gxe=dtr*s0*sO*2.

170

blx(i,j)=gxi*de/2.

bly(i,j)=ge*dxi/2.

b2 (i,j) =gamma*dxi*de/2.

b3x(i,j)=gxx*de/dxi

b3y(i,j) =gee*dxi/de

b3xy(i,j)=gxe/2.

101 continue

3000 format(lx,5f12.5) 180

close(11)

4000 format(1x,4f12.4)

open(46,file= 'monit l. out ')

vol=0.

do 550 i=l,nxi

ds=dxi*de*(PI* (rr(i)+rr(i+l1)))**2/2. 190

do 550 j=l,ne

550 vol=vol+ds*0.25* (c(i,j)+c(i,j+1)+c(i+1 ,j)+c(i+1,j+1))

volO0=vol

write(*,*)' volO' ,volO, ' vol/volO ' ,vol/volO

do 201 j=l,nn

201 c(mm,j)=O.

200

write(*,*) 'opening "out 1. dat" '
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open(12,file=' out 1. dat' ,status= 'unknown')

t=tO

write(*,*)'time marching begins'

open(32,file= 'masscons. out ')

do 100 k=l,nt

t=t+dt 210

cm=O.

do 504 i=2,nxi

do 504 j=2,ne

alpha=b3xy(i,j)*(c(i+1,j+1)-c(i-1,j+1) -c(i+1,j-1)+c(i-1,j -1))

504 rxO(i,j)= (bO-b2(i,j)-2*b3y))*c()*c(i,j)+(b3y(ij)-bly(ij))*

$ c(i,j+1) +(bly(i,j) +b3y(i,j))*c(i,j- 1)+alpha

do 10 j=2,ne

do 20 i=l,nxi

alx(i)=-blx(i,j)-b3x(i,j) 220

a2x(i)=bO+b2(i,j)+2*b3x(i,j)

if(a2x(i).lt.0.) write(*,*)i,j, 'a2x(i)=' ,a2x(i)

a3x(i)=blx(i,j)-b3x(i,j)

rx(i)=rx0(i,j)

20 continue

rx(2)=rx(2)-alx(2)*c(1,j)

call solve(alx,a3x,a2x,rx,mm,ccx) 230

do 15 i=2,nxi

c(i,j)=ccx(i)

if(c(i,j).lt.-1.0e-3) then

write(*,*)' c<e-3 at',i,j,c(i,j),'k=',k

ac=abs(c(i,j))
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if(ac.gt.cm) cm=ac

endif

15 continue 240

10 continue

do 45 j=2,ne

45 ry(j)=drrl(j)*de*(4.*c(2,j)-c(3,j) )

ry(2)=ry(2)-a1y0(2)*c(1,1)

ry(ne)=ry(ne)-a3yO(ne)*c(1 ,nn)

call solve(alyO,a3yO,a2yO,ry,nn,ccy)

do 6 j=2,ne 250

c(1,j)=ccy(j)

if(c(1,j).lt.-1.Oe-5) then

write(*,*)'c=',c(1,j),'at i=l,j)=',j

read(*,*)k2

endif

6 continue

do 145 i=2,nxi

145 rx(i)=2.*dttl(i)*dxi*(4.*c(i,2)-c(i,3)) 260

rx(2)=rx(2)-axlr(2)*c(1,1)

call solve(axlr,ax3r,ax2r,rx,mm,ccx)

do 106 i=2,nxi

c(i,1)=ccx(i)

106 continue

do 146 i=2,nxi

146 rx(i)=2.*dttnn(i)*dxi*(4.*c(i,ne)-c(i,ne-1)) 270

rx(2) =rx(2)-ax11(2)*c(1,nn)

call solve(axll,ax3l,ax21,rx,mm,ccx)
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do 107 i=2,nxi

c(i,nn)=ccx(i)

107 continue

c(1,1)= (4.*c(2,1) - c (3,1)) /3.

c(1,nn)=(4.*c(2,nn) -c(3,nn))/3. 280

do 505 i=2,nxi

do 505 j=2,ne

alpha=b3xy(i,j)*(c(i+l1,j+1)-c(i-1,j+1)-c(i+1,j -1)+c(i- 1,j-1))

505 ryO(i,j)=(bO-b2(i,j)-2*b3x(i,j))*c(i,j)+(b3x(i,j)-blx(i,j))*

$ c(i+1,j)+ (blx(i,j)+b3x(i,j))*c(i- 1,j)+alpha

do 30 i=2,nxi

do 35 j=1l,nn

aly(j)-=-bly(i,j)-b3y(i,j) 290

a2y(j)=bO+b2(i,j)+2*b3y(i,j)

a3y(j)=bly(i,j)-b3y(i,j)

ry(j)=ry0(i,j)

35 continue

ry(2)=ry(2)-a1y(2)*c(i,1)

ry(ne)=ry(ne)-a3y(ne)*c(i,nn)

do 40 j=2,ne

c(i,j)=ccy(j)

40 continue 300

30 continue

do 240 j=2,ne

240 ry(j)=drrl(j)*de*(4.*c(2,j)-c(3,j))

ry(2)=ry(2)-aly0(2)*c(1,1)

ry(ne) =ry(ne)-a3yO(ne)*c(1,nn)

call solve(alyO,a3yO,a2yO,ry,nn,ccy)
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do 205 j=2,ne

c(1,j)=ccy(j)

205 continue

do 245 i=2,nxi

245 rx(i)=2.*dttl(i)*dxi*(4.*c(i,2)-c(i,3))

rx(2)=rx(2)-ax1r(2)*c(1,1)

call solve(axlr,ax3r,ax2r,rx,mm,ccx)

320

do 206 i=2,nxi

c(i,1)=ccx(i)

206 continue

do 246 i=2,nxi

246 rx(i)=2.*dttnn(i)*dxi*(4.*c(i,ne)-c(i,ne-1))

rx(2)=rx(2)-axll(2)*c(1,nn)

call solve(axll,ax3l,ax21,rx,mm,ccx)

330

do 207 i=2,nxi

c(i,nn)= ccx(i)

207 continue

c(1,1)=(4.*c(2,1)-c(3,1))/3.

c(1,nn)=(4.*c(2,nn) -c(3,nn))/3.

vol=O.

do 50 i=l,nxi

ds=dxi*de*(PI* (rr(i)+rr(i+1)))**2/2. 340

do 50 j=l,ne

50 vol=vol+ds*0.25*(c(i,j)+c(i,j+l1)+c(i+1,j)+c(i+1,j+l))

if (mod(k,100).eq.0) then

write(*,*)k,vol/volO
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write(32,*)k,vol/volO

endif

if(float(k).eq.float(nt)/4.) then

do 360 i=1,mm 350

do 360 j=l1,nn

360 c5(i,j)=c(ij)

end if

if(float(k).eq.float(nt)/2.) then

do 370 i=1,mm

do 370 j=l,nn

370 cl0(ij)=c(ij)

end if

360

if(float(k).eq.float(nt)*.75) then

do 380 i=1,mm

do 380 j=l,nn

380 cl5(i,j)=c(ij)

endif

100 continue

open(13,file= ' final. out ',status=' unknown')

write(12,*) 'title=" concentration"' 370

write(12,*)' variables="x", "y", "c", "c2", "c3" '

write(12,*)'zone i=',nn,', j=',mm,', f=point'

write(13,*) 'title=" concentration"'

write(13,*)' variables="x" ,"y","c4"'

write(13,*)'zone i=',nn,', j=',mm,', f=point'

do 400 i=1,mm

do 400 j=l,nn

write(13,1000)xx(ij),yy(ij),c(i,j)

400 write(12,3000)xx(ij),yy(ij),c5(i,j),clO(i,j),cl5(i,j) 380

2000 format(lx,6fll11.5)
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close(12)

close(13)

close(32)

end

c--------- Solution for tridiagonal system ----------------

subroutine solve(b,a,d,r,m,cc)

real a(m),b(m),d(m),cc(m),r(m),diag(1000)

do 1 jl=2,m-1

diag(jl)=d(jl)

1 continue

do 2 jl=3,m-1

2 diag(jl)=diag(jl)-b(jl)*a(jl-1)/diag(jl-1) 400

do 3 jl=3,m-1

3 r(j1)=r(j1)-b(j1)*r(j1-1)/diag(j1-1)

cc(m-1)=r(m-1)/diag(m-1)

do 4 jl=m-2,2,-1

cc(j 1)=(r(j 1) -a(j1)*cc(j 1+1))/diag(j 1)

4 continue

410

return

end

c---------End of Code-------------------------------------
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Appendix B

Proof of the uniqueness

Consider a two dimensional Poisson equation

V 2((x, y) = f(x, y),

with a Neumann boundary condition

n= g(x, y),On
on the boundary, B,

and a mass constraint

J (dxdy = C,

where f and g are given functions and C is a constant.

Let us show that this equation set has a unique solution.

and (2(x, y) are two solutions of the set so that

(II.2.3)

Assume that (1 (x, y)

V2 1(x, y) = f (X, y),

= g(x, y),On
on B,

(11.2.4)

(11.2.5)

(11.2.6)/S (dxdy = C,

V2
2 (x, y) = f(x, y), (11.2.7)
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and



2 = g (x, y), on B, (II.2.8)On

Jj (2dxdy = C. (II.2.9)

Now since both (1 and (2 are arbitrary solutions, we can show the uniqueness of

solution as long as (1 is shown to be equal to (2. The diffence between the equation

set for (2 and that for (1 gives

V2((,- 2) = 0, (11.2.10)

= 0, on B, (II.2.11)
On

S(( - (2)dxdy = 0. (11.2.12)

This is simply a set of equation governing the steady distribution of any diffusive

quantity with no flux across the boundary of the domain. No gradient of ((1 - (2) is

allowed to exist anywhere. The only solution for (II.2.10) and (II.2.11) is

(1 - (2= C = const. (11.2.13)

With (11.2.12) C' = 0. Thus,

(1 = (2. (11.2.14)

Uniqueness of the solution is proved.
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