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Consensus-Based Decentralized Auctions for Robust Task Allocation

Han-Lim Choi, Member, IEEE, Luc Brunet, and Jonathan P. How, Senior Member, IEEE

Abstract—This paper addresses task allocation to coordinate a fleet of autonomous vehicles by presenting two decentralized algorithms: the consensus-based auction algorithm (CBAA) and its generalization to the multi-assignment problem, i.e., the consensus-based bundle algorithm (CBB). These algorithms utilize a market-based decision strategy as the mechanism for decentralized task selection and use a consensus routine based on local communication as the conflict resolution mechanism to achieve agreement on the winning bid values. Under reasonable assumptions on the scoring scheme, both of the proposed algorithms are proven to guarantee convergence to a conflict-free assignment, and it is shown that the converged solutions exhibit provable worst-case performance. It is also demonstrated that CBAA and CBB produce conflict-free feasible solutions that are robust to both inconsistencies in the situational awareness across the fleet and variations in the communication network topology. Numerical experiments confirm superior convergence properties and performance when compared with existing auction-based task-allocation algorithms.

Index Terms—Distributed robot systems, networked robots, task allocation for multiple mobile robots.

I. INTRODUCTION

C OOPERATION among a fleet of robotic agents is necessary in order to improve the overall performance of any mission. Many different methods exist that enable a group of such agents the ability to distribute tasks among themselves from a known task list. Centralized planners [2]–[8] communicate their situational awareness (SA) to a centralized server that generates a plan for the entire fleet. These types of systems are useful since they place much of the heavy processing requirements safely on the ground, thus making the robots smaller and cheaper to build. On the other hand, agents must consistently communicate with a fixed location, thus reducing the possible mission ranges that the fleet can handle, as well as creating a single point of failure in the mission.

Some types of decentralized methods have thus been developed by instantiating the centralized planner on each agent in order to increase the mission range, as well as remove the single point of failure [9]–[12]. These methods often assume perfect communication links with infinite bandwidth since each agent must have the same SA. If this is not the case, it has been shown that realistic networks with limited communication can significantly affect the fleet’s ability to coordinate their actions [13]. In this case, inconsistencies in the SA might cause conflicting assignments, since each agent will be performing the centralized optimization with a different information set. Thus, decentralized algorithms generally make use of consensus algorithms [14]–[19] to converge on a consistent SA before performing the assignment [20]. These consensus algorithms can guarantee convergence of the SA over many different dynamic network topologies [21]–[23], thus allowing the fleet to perform the assignment in highly dynamic and uncertain environments.

Although consensus algorithms allow a fleet of vehicles to converge on the SA and perform an assignment over many generic network topologies, convergence to a consistent SA may take a significant amount of time and can often require transmitting large amounts of data to do so [24]. This can cause severe latency in low-bandwidth environments and can substantially increase the time it takes to find an assignment for the fleet. To resolve this, approaches that do not aim for perfect consensus on the SA have been suggested: In [24], robustness to inconsistent SA was enhanced by allowing agents to communicate plans as well as SA, while in [25], communication occurrence was restricted only to the cases where there is mismatch between plans based on the local knowledge and the estimated global knowledge. However, these algorithms might still take a significant amount of time to produce a final solution, because the first requires each agent to receive plans from all other agents, and the second might still need perfect consensus to guarantee conflict-free solutions.

Auction algorithms [26]–[29] are another method for task assignment that have been shown to efficiently produce sub-optimal solutions [30]. Generally, agents place bids on tasks, and the highest bid wins the assignment. The traditional way of computing the winner is to have a central system acting as the auctioneer to receive and evaluate each bid in the fleet [31]–[33]. Once all of the bids have been collected, a winner is selected based on a predefined scoring metric. In other formulations, the central system is removed, and one of the bidders acts as the auctioneer [34]–[38]. In these types of algorithms, agents bid on tasks with values based solely on their own SA. It is known that each task will only be assigned to a single agent since only one agent is selected by the auctioneer as the winner. Because
of this, most auction algorithms can naturally converge to a conflict-free solution even with inconsistencies in their SA. The downside of these approaches is that the bids from each agent must somehow be transmitted to the auctioneer. This limits the network topologies that can be used since a connected network is required between the agents in order to route all of the bid information. A common method to avoid this is to sacrifice mission performance by running the auction solely within the set of direct neighbors of the auctioneer [39], [40].

Thus, algorithms that use consensus before planning are generally more robust to network topologies, while traditional auction approaches are computationally efficient and robust to inconsistencies in the SA. This work aims at combining both approaches in order to take advantage of properties from both allocation strategies. This paper employs the auction approach for decentralized task selection and the consensus procedure for decentralized conflict resolution. The key difference from previous consensus-based methods is that the consensus routine is used to achieve agreement on the winning bid values instead of SA. For single-assignment problem in which at most one task can be assigned to a single agent, the consensus-based auction algorithm (CBAA) is presented; then, this algorithm is extended to the multi-assignment problem in which a sequence of multiple tasks is assigned to each agent by developing the consensus-based bundle algorithm (CBBA).

Various efforts have been made in the literature to extend the auction class of algorithms to the multi-assignment case. In many cases, this is done by running sequential auctions and awarding a single task at a time until there are no remaining tasks left to assign [34], [40], [41]. Bundle approaches [42]–[45] have been developed that group common tasks into bundles and allowing agents to bid on groups rather than the individual tasks. By grouping similar tasks, these types of algorithms will converge faster than their sequential counterparts and may have improved value in the assignment since they can logically group tasks that have commonalities. However, difficulties can arise in the computational cost for enumerating all possible bundle combinations and determining the winner among these bundles. The winner determination has been shown to be NP-complete [46], and only heuristic methods [47]–[49] are available. CBBA, however, builds a single bundle and bids on the included tasks based on the improvement they provide to the bundle. Computation is reduced by considering only a single bundle while convergence times are improved over sequential auctions since multiple tasks can be assigned in parallel. In this paper, it is analytically shown that CBBA produces the same solution as some centralized sequential greedy procedures, and this solution guarantees 50% optimality. Also, numerical simulations verify that the proposed algorithm outperforms existing sequential auction methods in terms of quick convergence and small optimality gap.

II. BACKGROUND

A. Task-Allocation Problems

The goal of task allocation is, given a list of \( N_t \) tasks and \( N_a \) agents, to find a conflict-free matching of tasks to agents that maximizes some global reward. An assignment is said to be free of conflicts if each task is assigned to no more than one agent. Each agent can be assigned a maximum of \( L_t \) tasks, and the assignment is said to be completed once \( N_{\min} \triangleq \min\{N_t, N_a L_t\} \) tasks have been assigned. The global objective function is assumed to be a sum of local reward values, while each local reward is determined as a function of the tasks assigned to each agent. The task-assignment problem described before can be written as the following integer (possibly nonlinear) program with binary decision variables \( x_{ij} \) that indicate whether or not task \( j \) is assigned to agent \( i \)

\[
\max \sum_{i=1}^{N_a} \left( \sum_{j=1}^{N_t} c_{ij}(x_i, p_j) x_{ij} \right)
\]

subject to

\[
\sum_{j=1}^{N_t} x_{ij} \leq L_t \quad \forall i \in \mathcal{I}
\]
\[
\sum_{i=1}^{N_a} x_{ij} \leq 1 \quad \forall j \in \mathcal{J}
\]
\[
\sum_{i=1}^{N_a} \sum_{j=1}^{N_t} x_{ij} = N_{\min} \triangleq \min\{N_t, N_a L_t\}
\]
\[
x_{ij} \in \{0, 1\} \quad \forall (i, j) \in \mathcal{I} \times \mathcal{J}
\]

where \( x_{ij} = 1 \) if agent \( i \) is assigned to task \( j \) and 0 otherwise, and \( x_i \in \{0, 1\}^{N_t} \) is a vector whose \( j \)th element is \( x_{ij} \). The index sets are defined as \( \mathcal{I} \triangleq \{1, \ldots, N_a\} \) and \( \mathcal{J} \triangleq \{1, \ldots, N_t\} \). The vector \( p_j \in (\mathcal{J} \cup \{\emptyset\})^{L_t} \) represents an ordered sequence of tasks for agent \( i \); its \( k \)th element is \( j \in \mathcal{J} \) if agent \( i \) conducts \( j \) at the \( k \)th point along the path, and becomes \( \emptyset \) (denoting an empty task) if agent \( i \) conducts less than \( k \) tasks. The summation term inside the parenthesis represents the local reward for agent \( i \).

The score function is assumed to satisfy \( c_{ij}(x_i, p_j) \geq 0 \) and can be any nonnegative function of either assignment \( x_i \) or path \( p_j \) (usually not a function of both). In the context of task allocation for autonomous vehicles with mobility, the score function often represents a path-dependent reward, such as the path length, the mission completion time, and the time-discounted value of target.

One special case of interest of the aforementioned formulation is when \( L_t = 1 \) and \( c_{ij}(x_i, p_j) \equiv c_{ij} \) without dependency on \( x_i \) and \( p_j \); in this paper, this special case will be called single-assignment in contrast to the general multi-assignment formulation in (1). The single-assignment problem is important as it can represent a higher level abstraction of a multi-assignment problem with a mathematically simpler form.

This paper will first present an algorithm for the single-assignment case in Section III to provide conceptual insights on the consensus-based auction idea and then extend it to the multi-assignment case in Section IV with a more detailed algorithmic description.
B. Auction Algorithms

One of the key concepts this paper is based on is the auction method for assignment problems. The auction algorithm was first proposed in [26] as a polynomial-time algorithm for the single-assignment problem, and many modifications and extensions have been made to address multi-assignment problems since then. In centralized auction systems [26], the value of a task is given by \( c_{ij} = a_{ij} - p_j \), where \( a_{ij} \) is the reward of assigning task \( j \) to agent \( i \), and \( p_j \) is the global price of task \( j \). As the assignment progresses, the value of \( p_j \) is continuously updated to reflect the current bid for the task. Auctions are done in rounds and continue until all agents are assigned to the task giving it the maximum value (\( \max_i c_{ij} \)). Each round selects some agent \( i \) that has not been assigned a task and finds out its maximum value (\( \max_j c_{ij} \)). Each round selects some agent \( i \) that has not been assigned a task and finds out its maximum value (\( \max_j c_{ij} \)). Each round selects some agent \( i \) that has not been assigned a task and finds out its maximum value (\( \max_j c_{ij} \)). Each round selects some agent \( i \) that has not been assigned a task and finds out its maximum value (\( \max_j c_{ij} \)). Each round selects some agent \( i \) that has not been assigned a task and finds out its maximum value (\( \max_j c_{ij} \)). Each round selects some agent \( i \) that has not been assigned a task and finds out its maximum value (\( \max_j c_{ij} \)). Each round selects some agent \( i \) that has not been assigned a task and finds out its maximum value (\( \max_j c_{ij} \)).

In decentralized methods, the task scores are calculated using \( c_{ij} = a_{ij} - p_j \), where \( p_j \) is the local price for task \( j \). The bids are generally submitted to an auctioneer [31], [34], [37] to determine the winner based on the highest bids \( i^* = \arg\max_i c_{ij} \). Other decentralized auction algorithms have been developed that remove the auctioneer in place of different conflict resolution approaches and allow tasks to be bid on asynchronously [50], [51]. The decentralized auction approach developed herein uses a consensus algorithm for conflict resolution without the need for an auctioneer.

C. Consensus Algorithms

For decentralized systems, cooperating agents often require a globally consistent SA [19]. In a dynamic environment with sensor noise and varying network topologies, maintaining consistent SA throughout the fleet can be very difficult. Consensus algorithms are used in these cases to enable the fleet to converge on some specific information set before generating a plan [20]. Examples of typical information sets could be detected target positions, target classifications, and agent positions. These consensus approaches have been shown to guarantee convergence over many different dynamic network topologies [21]–[23].

In this paper, the consensus idea is used to converge on the assignment value rather than the SA. Thus, a maximum consensus strategy is implemented such that the current assignment will be overwritten if a higher value is received. By doing this, the network convergence properties found in the consensus algorithm literature can be exploited to converge on the assignment.

III. CONSSENSUS-BASED AUCTION ALGORITHM

The CBAAs is a single-assignment strategy that makes use of both auction and consensus. The algorithm consists of iterations between two phases. The first phase of the algorithm is the auction process, while the second is a consensus algorithm that is used to converge on a winning bids list. By iterating between the two, the CBAAs can exploit convergence properties of decentralized consensus algorithms as well as the robustness and computational efficiency of the auction algorithms.

A. Phase 1: Auction Process

The first phase of the algorithm is the auction process. Here, each agent places a bid on a task asynchronously with the rest of the fleet. Let \( c_{ij} \geq 0 \) be the bid that agent \( i \) places for task \( j \). Two vectors of length \( N_t \) that each agent stores and updates throughout the assignment process are also defined. The first vector is \( x_i \), which is agent \( i \)'s task list, where \( x_{ij} = 1 \) if agent \( i \) has been assigned to task \( j \), and 0 otherwise. The second vector is the winning bids list \( y_i \). This list will be further developed in Section III-B, but it can be assumed for now that \( y_{ij} \) is an as up-to-date as possible estimate of the highest bid made for each task thus far. These two vectors are initialized as zero vectors. Using the winning bids list, the list of valid tasks \( h_i \) can be generated using

\[
h_{ij} = I(c_{ij} > y_{ij}) \quad \forall j \in J
\]

Algorithm 1: CBAA Phase 1 for agent \( i \) at iteration \( t \)

1: procedure SELECT_TASK \((c_i, x_i(t-1), y_i(t-1))\)
2: \( x_i(t) = x_i(t-1) \)
3: \( y_i(t) = y_i(t-1) \)
4: if \( \sum_j x_{ij}(t) = 0 \) then
5: \( h_{ij} = I(c_{ij} > y_{ij}(t)), \forall j \in J \)
6: if \( h_i \neq 0 \) then
7: \( J_i = \arg\max_j h_{ij} \cdot c_{ij} \)
8: \( x_i.J_i(t) = 1 \)
9: \( y_i.J_i(t) = c_i.J_i \)
10: end if
11: end if
12: end procedure
Algorithm 2 CBAA Phase 2 for agent $i$ at iteration $t$:

1. SEND $y_i$ to $k$ with $g_{ik}(\tau) = 1$
2. RECEIVE $y_k$ from $k$ with $g_{ik}(\tau) = 1$
3. **procedure** UPDATE TASK $y_{ij}(\tau)$, $y_k(\tau)$, $J_i$
4. $y_{ij}(t) = \max_t g_{ik}(\tau) \cdot y_k(t), \forall j \in J$
5. $z_i,J_i = \arg\max_{J_i} g_{ik}(\tau) \cdot y_k,J_i(t)$
6. if $z_i,J_i \neq i$ then
7. \hspace{1em} $x_i,J_i(t) = 0$
8. end if
9. **end procedure**

the winner. This allows conflict resolution over all tasks while not limiting the network to a specific structure.

Let $G(\tau)$ be the undirected communication network at time $\tau$ with symmetric adjacency matrix $G(\tau)$. The adjacency matrix is defined such that $g_{ik}(\tau) = 1$ if a link exists between agents $i$ and $k$ at time $\tau$ and 0 otherwise. Agents $i$ and $k$ are said to be neighbors if such a link exists. By convention, every node has a self-connected edge; in other words, $g_{ii}(\tau) = 1 \forall i$.

At each iteration of phase 2 of the algorithm, agent $i$ receives the list of winning bids $y_i$ from each of its neighbors. The procedure of phase 2 is shown in Algorithm 2 when agent $i$’s $t$th iteration corresponds to $\tau$ in real-time. The consensus is performed on the winning bids list $y_i$ based on the winning bids lists received from each neighbor $y_k$ for all $k$ such that $g_{ik}(\tau) = 1$ in a way that agent $i$ replaces $y_{ij}$ values with the largest value between itself and its neighbors (line 4). Also, an agent loses its assignment if it finds that it is outbid by others for the task it had selected, i.e., $z_i,J_i \neq i$ (line 6). Also, this paper assumes that ties occurring in determining $J_i$ in phase 1 or $z_i,J_i$ in phase 2 are resolved in a systematic way. For example, a lexicographical tie-breaking heuristic based on the agent and the task identification numbers can be used.

Important properties related to convergence and performance of CBAA will be discussed in Sections V and VI, along with those for a generalized CBAA presented in the following section.

IV. GENERALIZED CBAA: CBBA

As expressed in (1), the scoring function for the multi-assignment problem can depend on the assignment $x_i$ or the path $p_i$. To address this dependency, previous combinatorial auction methods [42]–[45] treated each assignment combination (bundle) as a single item for bidding that led to complicated winner selection methods. In this section, CBAA is extended to the multi-assignment problem by presenting the CBBA. In CBBA, each agent has a list of tasks potentially assigned to itself, but the auction process is done at the task level rather than at the bundle level. Similar to CBAA, CBBA consists of iterations between two phases—bundle construction and conflict resolution.

A. Phase 1: Bundle Construction

The first phase of the CBBA algorithm is the bundle-construction process. In contrast to the bundle algorithms in [42]–[45], which enumerate all possible bundles for bidding, in CBBA, each agent creates just a single bundle and updates it as the assignment process progresses. During phase 1 of the algorithm, each agent continuously adds tasks to its bundle until it is incapable of adding any other task. The tasks are added into the bundle in the following way.

Each agent carries two types of lists of tasks: the bundle $b_i$ and the path $p_i$. Tasks in the bundle are ordered based on which ones were added first in time, while in the path, they are ordered based on their location in the assignment. Note that the cardinality of $b_i$ and $p_i$ cannot be greater than the maximum assignment size $L_i$. Let $S^P_i$ be defined as the total reward value for agent $i$ performing the tasks along the path $p_i$. In CBBA, if a task $j$ is added to the bundle $b_i$, it incurs the marginal score improvement of

$$c_{ij}[b_i] = \begin{cases} 0, & j \in b_i \\ \max_{n \leq |p_i|} S^P_{\oplus_n \cup \{j\}} - S^P_{p_i}, & \text{otherwise} \end{cases}$$

where $|\cdot|$ denotes the cardinality of the list, and $\oplus_n$ denotes the operation that inserts the second list right after the $n$th element of the first list. In the later part of this paper, the notion of $\oplus_n$ will also be used to denote the operation to add the second list at the end of the first one. In other words, the CBBA scoring scheme inserts a new task to the location that in-creases the largest score improvement, and this value becomes the marginal score associated with this task given the current path. Thus, if the task is already included in the path, then it provides no additional improvement in score. Also, it is assumed that the addition of any new task provides non-trivial reward, namely, $c_{ij}[b_i] \geq 0$, and the equality holds only when $j \in b_i$.

The score function is initialized as $S^P_{\{\emptyset\}} = 0$, while the path and bundle are recursively updated as

$$b_i = b_i \oplus_{n \leq |J_i|} \{J_i\}, \quad p_i = p_i \oplus_{n \leq |J_i|} \{J_i\}$$

where $J_i = \arg\max_{\theta \in |\emptyset|} c_{ij}[b_i] \times h_{ij}$, $n_{i,J_i} = \arg\max_{n \leq |p_i|} S^P_{\oplus_n \cup \{j\}}$, and $h_{ij} = I(c_{ij} > y_{ij})$. The aforementioned recursion continues until either $|b_i| = L_i$ or until $b_i = \emptyset$. Note that with (4), a path is uniquely defined for a given bundle, while multiple bundles might result in the same path.

The first phase of the CBBA is summarized in Algorithm 3. Each agent carries four vectors: a winning bid list $y_i \in \mathbb{R}_{\geq 0}^{N_i}$, a winning agent list $z_i \in \mathbb{N}$, a bundle $b_i \in (\mathcal{J} \cup \{\emptyset\})^{L_i}$, and the corresponding path $p_i \in (\mathcal{J} \cup \{\emptyset\})^{L_i}$. Note the difference between $x_i$ used in CBAA and $z_i$ in CBBA. In CBBA, each agent needs information about not only whether or not it is outbid on the task it selects but who is assigned to each task as well; this enables better assignments based on more sophisticated conflict-resolution rules. These conflict resolution rules are discussed in detail in the following section.

B. Phase 2: Conflict Resolution

In CBAA, agents bid on a single task and release it upon receiving a higher value in the winning bids list. On the contrary, in CBBA, agents add tasks to their bundle based on their currently assigned task set. Suppose that an agent is outbid for
Algorithm 3 CBBA Phase 1 for agent $i$ at iteration $t$:

1: procedure BUILD BUNDLE($x_i(t-1), y_i(t-1), b_i(t-1)$)
2: $y_i(t) = y_i(t-1)$
3: $z_i(t) = z_i(t-1)$
4: $b_i(t) = b_i(t-1)$
5: $p_i(t) = p_i(t-1)$
6: while $|b_i| < L_i$ do
7: $c_{ij} = \max_{n \leq |p_i|} [S_{ij}^{p_i \oplus n}(j) - S_{ij}^{p_i}, \forall j \in J \setminus b_i$]
8: $h_{ij} = \mathbb{I}(c_{ij} > y_{ij}), \forall j \in J$
9: $J_i = \arg\max_{n \leq |p_i|} c_{ij} \cdot h_{ij}$
10: $n_{i,J_i} = \arg\max_{n \leq |p_i|} S_{ij}^{p_i \oplus n}(J_i)$
11: $b_i = b_i \oplus \{J_i\}$
12: $p_i = p_i \oplus \{n_{i,J_i}\}$
13: $y_i,J_i(t) = c_{i,J_i}$
14: $z_i,J_i(t) = i$
15: end while
16: end procedure

a task and, thus, releases it; then, the marginal score values for the tasks added to the bundle after this task are no longer valid. Therefore, the agent also needs to release all the tasks added after the outbid task. Otherwise, the agent will make further decisions based on wrong score values, which may lead to poor performance.

Releasing the tasks in this manner can, however, cause further complexity in the algorithm. If an agent is able to release tasks without another member selecting it, a simple application of the maximum consensus update on the winning bids list $y_i$ will no longer converge to the appropriate values since then, the maximum bid observed might no longer be valid. Therefore, the consensus phase of the algorithm needs to be modified in order to ensure that these updates are appropriate.

In the multi-assignment consensus stage, three vectors are communicated for consensus. Two vectors were described in the bundle construction phase: the winning bids list $y_i \in \mathbb{R}_+^{N \times J}$ and the winning agent list $z_i \in \mathbb{I}^{N \times J}$. The third vector $s_i \in \mathbb{R}_+^{N \times J}$ represents the time stamp of the last information update from each of the other agents. Each time a message is passed, the time vector is populated with

$$s_{ik} = \begin{cases} \tau_r, & \text{if } g_{ik} = 1 \\ \max_{m : g_{im} = 1} s_{mk}, & \text{otherwise} \end{cases}$$

where $\tau_r$ is the message reception time.

When agent $i$ receives a message from another agent $k$, $z_i$ and $s_i$ are used to determine which agent’s information is the most up-to-date for each task. There are three possible actions agent $i$ can take on task $j$:  
1) update: $y_{ij} = y_{kj}, z_{ij} = z_{kj}$;  
2) reset: $y_{ij} = 0, z_{ij} = \emptyset$;  
3) leave: $y_{ij} = y_{ij}, z_{ij} = z_{ij}$.

Table I outlines the decision rules. The first two columns of the table indicate the agent that each of the sender $k$ and receiver $i$ believes to be the current winner for a given task; the third column indicates the action the receiver should take, where the default action is leave.

If a bid is changed by the decision rules in Table I, each agent checks if any of the updated or reset tasks were in their bundle, and if so, these tasks, along with all of the tasks that were added to the bundle after them, are released

$$y_{i,b_n} = 0, \quad z_{i,b_n} = \emptyset \quad \forall n > \tilde{n}_i$$

$$b_i = \emptyset, \quad n \geq \tilde{n}_i$$

where $b_{i,n}$ denotes the $n$th entry of bundle $b_i$ and $\tilde{n}_i = \min\{n : z_{i,b_n} \neq i\}$. It should be noted that the winning bid and the winning agent for the tasks added after $b_{i,n}$ are reset, because removal of $b_{i,n}$ can change scores for all the ensuing tasks. From here, the algorithm returns to the first phase, and new tasks are added.

Finally, note that CBBA can produce the same solution as CBA for the problem with $L_i = 1$. The update of the $x_i$ vector can be equivalently realized by updating $b_i$, and the conflict-resolution step of the CBBA is equivalent to performing the receiver action rules neglecting $s_i$ vectors, for only the task that the receiver has selected. Since in CBA a task is released only when the agent is outbid on that particular task, every incoming $y_k$ information is valid if it is larger than the local information regardless of the agent belief on when it is sent.

C. Scoring Scheme

1) Diminishing Marginal Gain: One important assumption on the scoring function is that the value of a task does not increase as other elements are added to the set before it. In other words

$$c_{ij}(b_i) \geq c_{ij}(b_i \oplus \{j\})$$

for all $b_i, j$ such that $(b_i \oplus \{j\}) \in (J \cup \{\emptyset\})^L_i$, where $\emptyset$ denotes an empty task. This relation is similar to the notion of submodularity [52] for a set function, except that the bundle is an ordered list rather than an unordered set; this paper will refer to this condition as diminishing marginal gain (DMG) and satisfaction of this condition as “being DMG” in the later part. Since the marginal score of task $j$ is defined as (3), the condition (7) can also be expressed in terms of the total score as

$$\max_{n \leq |p_i|} S_i^{p_i \oplus n}(j) - S_i^{p_i} \geq \max_{n \leq |p_i|} \max_{m \leq |p_i|} S_i^{p_i \oplus n}(j) - S_i^{p_i \oplus m \oplus n}(k)$$

for all $p_i, j, k$ such that $(p_i \oplus \{k\}) \in (J \cup \{\emptyset\})^L_i$. It is true that not all of the scoring functions of interest in multi-task allocation satisfy (7). For instance, a scoring scheme with DMG cannot model some synergism by multiple selections. However, in the search and exploration problems for autonomous robots, many reward functions are DMG. For example, in an exploration mission for robotic vehicles, discovery of one feature may provide knowledge about the other targets’ locations; thus, the marginal reward of finding other target...
decreases. In a time-sensitive target assignment problem, the time-discounted reward for a target decreases as the combat vehicle visits another target first.

In case the scoring scheme is DMG, the following relation is always satisfied:

\[ y_{i,b_{i}} \geq y_{i,b_{m}}, \quad \text{if } n \leq m \]  \hspace{1cm} (9)

where \( b_{ik} \) is the \( k \)th entry of agent i’s bundle \( b_{i} \), because

\[ y_{i,b_{n}} = \max_{j} c_{ij} [b_{i}^{1:n-1}] \geq \max_{j} c_{ij} [b_{i}^{1:n-1} \oplus \text{end} b_{i}^{n:m-1}] \]  \hspace{1cm} (10)

with \( b_{i}^{k:l} \triangleq \{b_{ik}, \ldots, b_{il}\} \). In other words, the value of \( y \) for a task near the start of the bundle is never smaller than that for a task near the end.

2) Time-Discounted Reward: In this paper, the following scoring function representing the time-discounted reward will be considered with specific emphasis [2], [8], [24]:

\[ S_{p_{i}}^{p} = \sum_{j} \lambda^{j} (p_{i}) c_{j} \]  \hspace{1cm} (11)

where \( \lambda_{j} < 1 \) is the discounting factor for task \( j \), \( \tau_{j}^{i} (p_{i}) \) is the estimated time agent \( i \) will take to arrive at task location \( j \) along the path \( p_{i} \), and \( c_{j} \) is the static score associated with performing task \( j \). The time-discounted reward can model the track scenario in which uncertainty growth with time causes degradation of the expected reward for visiting a certain location or planning of service routes in which satisfaction of client diminishes with time. Since the triangular inequality holds for the actual distance between task locations

\[ \tau_{j}^{i} (p_{i} \oplus_{n} \{k\}) \geq \tau_{j}^{i} (p_{i}) \quad \forall n \quad \forall k. \]  \hspace{1cm} (12)

In other words, if an agent moves along a longer path, then it arrives at each of the task locations at later time than if it moves along a shorter path, thus resulting in further discounted score value. Thus, for all nonnegative constants \( c_{j} \)'s, \( S_{p_{i}}^{p} \) in (11) is DMG.

V. CONVERGENCE

This section analyzes the convergence properties of CBBA, where convergence means producing an assignment in finite time with all of the constraints in (1) being satisfied.

A. Sequential Greedy Algorithm

This section starts by presenting a centralized algorithm that will be shown to give the same solution as CBBA gives, in Section V-B. Consider the sequential greedy algorithm (SGA) in Algorithm 4 that sequentially finds a sequence of agent–task pairs that render the largest score values given prior selections. This algorithm is a centralized procedure in the sense that a single central agent can access every agent’s scoring scheme; every agent’s scoring scheme is assumed to be DMG. Note that if \( \eta_{i} < L_{i} \), the score update in lines 16 and 17 of Algorithm 4
Algorithm 4 Sequential greedy algorithm
1: \( T_1 = \mathcal{I}, \mathcal{J}_1 = \mathcal{J} \)
2: \( \eta_i = 0, \forall i \in \mathcal{I} \)
3: \( c_{ij}^{(n)} = c_{ij}([\emptyset]) \), \( \forall (i, j) \in \mathcal{I} \times \mathcal{J} \)
4: for \( n = 1 \) to \( \text{N}_{\text{min}} \) do
5: \( (i^*_n, j^*_n) = \arg\max_{(i, j) \in \mathcal{I} \times \mathcal{J}} c_{ij}^{(n)} \)
6: \( \eta_{j^*_n} = \eta_{j^*_n} + 1 \)
7: \( \mathcal{J}_{n+1} = \mathcal{J}_n \setminus \{ j^*_n \} \)
8: \( b_{ji}^{(n)} = \left( b_{ji}^{(n-1)} \right)^{\oplus \text{end}} \{ j^*_n \} \)
9: \( b_{ij}^{(n)} = b_{ij}^{(n-1)}, \forall i \neq i^*_n \)
10: if \( \eta_{j^*_n} = L_t \) then
11: \( \mathcal{I}_{n+1} = \mathcal{I}_n \setminus \{ i^*_n \} \)
12: \( c_{ij}^{(n+1)} = 0, \forall j \in \mathcal{J} \)
13: else
14: \( \mathcal{I}_{n+1} = \mathcal{I}_n \)
15: end if
16: \( c_{ij}^{(n+1)} = 0, \forall i \in \mathcal{I}_{n+1} \)
17: \( c_{ij}^{(n+1)} = c_{ij}[b_{ij}^{(n)}], \forall (i, j) \in \mathcal{I}_{n+1} \times \mathcal{J}_{n+1} \)
18: end for

results in
\[
c_{ij}^{(n+1)} = \begin{cases} c_{ij}^{(n)}, & \text{if } i \neq i^*_n, j \neq j^*_n \\ 0, & \text{if } j = j^*_n \\ \alpha_{ij}^{(n)} c_{ij}^{(n)}, & \text{if } i = i^*_n, j \neq j^*_n \\ \end{cases}
\]
(13)
with some \( \alpha_{ij}^{(n)} \in [0, 1] \), because \( \eta_{j^*_n} \) remains the same for \( i \neq i^*_n \), and the marginal gains that \( i^*_n \) can achieve diminish as one task is added in its bundle. In case \( \eta_i = L_t \) for some agent \( i \), all of the agent’s scores for the next selection step become zero (line 12). Thus, for \( \eta_i \leq L_t \), the score \( c_{ij}^{(n)} \) is monotonically decreasing with respect to \( n \), namely
\[
c_{ij}^{(n)} \geq c_{ij}^{(m)}, \text{ if } n \leq m.
\]
(14)
Also, by definition of DMG
\[
c_{ij}^{(n)} = c_{ij}[b_{ji}^{(n-1)}] \geq c_{ij}[b_{ij}^{(n-1)}]^{\oplus \text{end}} b_{ji} \quad \forall b
\]
(15)
which means that \( c_{ij}^{(n)} \) is the largest score agent \( i \) can obtain for task \( j \) given prior selection of \( b_{ji}^{(n-1)} \). Since the selected pair at the \( n \)th step, \( (i^*_n, j^*_n) \) in line 5, gives the largest score given selections up to the \( (n-1) \)th step, the following is satisfied:
\[
c_{ij}^{(n)} \geq c_{ij}^{(n)} \quad \forall (i, j) \in \mathcal{I} \times \mathcal{J}.
\]
(16)
Therefore, note that from (14) and (16)
\[
c_{ij}^{(n)} \geq c_{ij}^{(n)} \geq c_{ij}^{(m)} \geq c_{ij} \quad \forall (i, j) \in \mathcal{I} \times \mathcal{J} \quad \text{if } n \leq m.
\]
(17)
Namely, the best score at the \( n \)th step is greater than, or equal to, any score value showing up in the later steps. It is also noted that the recursion in (13) leads to
\[
c_{ij}^{(n+1)} = 0 \quad \forall (i, j) \notin \mathcal{I}_{n+1} \times \mathcal{J}_{n+1}
\]
(18)
because the marginal score of a task that is already in a bundle is zero.

B. Static Network

The communication network of a fleet of unmanned vehicles can be modeled as an undirected graph with every edge length being unity. Suppose that this communication network is static and connected; then, there exists a (undirected) shortest path length \( d_{ik} < \infty \) for every pair of agents \( i \) and \( k \). The network diameter \( D \) is defined as the longest of all shortest path lengths
\[
D = \max_{(i,k) \in \mathcal{E}} d_{ik}.
\]
(19)
If the conflict resolution is assumed to be synchronized, i.e., every agent’s second phase in the \( t \)th iteration takes place simultaneously, then the actual time \( \tau \) can be equivalently represented by the iteration count \( t \). In this case, the convergence time \( T_C \in \mathbb{N}_+ \) can be defined as the smallest iteration number at which a feasible assignment is found that will not change afterwards
\[
T_C = \min t \in \mathcal{T}
\]
(20)
where the set \( \mathcal{T} \) is defined as
\[
\mathcal{T} = \left\{ t \in \mathbb{N}_+ | \exists s \geq t : x_{ij}(s) = x_{ij}(t), \sum_{i=1}^{N_i} x_{ij}(s) = 1 \right\}
\]
(21)
with \( x_{ij} \) being the same binary variable defined in (1).

Lemma 1: Consider the CBBA process with synchronous conflict resolution over a static network with diameter \( D \) for the case that every agent’s scoring scheme is DMG. Suppose that after completing phase 2 of some iteration \( t \)
\[
z_{i^*_n,j^*_n}(t) = i^*_k, y_{i^*_n,j^*_n}(t) = c_{i^*_n,j^*_n} \quad \forall i \in \mathcal{I} \quad \forall k \leq n
\]
(22)
where \( (i^*_n,j^*_n) \)'s are assignment pairs from the SGA procedure and \( c_{i^*_n,j^*_n} \)'s are the corresponding score values. Then, the following holds.

1) The first \( L_i^{(n)} \triangleq |b_i^{(n)}| \) entries of agent \( i \)'s current bundle coincide with those of the bundle at the \( n \)th SGA step \( b_i^{(n)} \)
\[
b_i^{(1):L_i^{(n)}} = b_i^{(n)}.
\]
(23)
2) The bid that agent \( i^*_n+1 \) places on task \( j^*_n+1 \) is
\[
y_{i^*_n+1,j^*_n+1}(t) = c_{i^*_n+1,j^*_n+1}^{(n+1)}
\]
(24)
and this value satisfies
\[
y_{i^*_n+1,j^*_n+1}(t) \geq y_{ij}(t) \quad \forall (i, j) \in \mathcal{I}_{n+1} \times \mathcal{J}_{n+1}.
\]
(25)
3) Entries in (22) do not change over time, or
\[
z_{i^*_n+1,j^*_n+1}(s) = z_{i^*_n+1,j^*_n+1}(t), \quad y_{i^*_n+1,j^*_n+1}(s) = y_{i^*_n+1,j^*_n+1}(t)
\]
(26)
for all \( s \geq t \) and for all \( k \leq n \).
4) The value of the bid that agent \( i^*_n+1 \) places on task \( j^*_n+1 \) will remain the same throughout the later iterations, and
no agents will bid higher than this value on task $j^{*}_{s+1}$ in the later iterations:

$$y^{*}_{s+1, j^{*}_{s+1}}(s) = y^{*}_{s+1, j^{*}_{s+1}}(t) \geq y_{i, j^{*}_{s+1}}(s)$$ (27)

for all $s \geq t$ and for all $i \in I$.

5) After $D$ iterations, every agent will have agreed on the assignment ($i^{*}_{n}, j^{*}_{n+1}$); in other words,

$$y_{i, j^{*}_{n+1}}(t + D) = y^{*}_{i, j^{*}_{n+1}}(t) \quad z_{i, j^{*}_{n+1}}(t + D) = i^{*}_{n+1}$$ (28)

for all $i \in I$.

**Proof:**

The proof is by induction. Since $N = (30)_{i, j}^{n}$ denotes the actual time at $c \in I \forall N D$, places task $\star$, which is the number of assignments $\star \leq n$. Thus, together with (31) $G$ for all $k \leq n$.

**Theorem 1 (Convergence of CBBA):** Provided that the scoring function is DMG, the CBBA process with a synchronized conflict resolution phase over a static communication network with diameter $D$ satisfies the following.

1) CBBA produces the same solution as SGA with the corresponding winning bid values and winning agent information being shared across the fleet, i.e.,

$$z_{i, j^{*}} = i^{*}_{k} \quad \forall k \leq N_{\text{min}} \quad \forall i \in I$$

$$y_{i, j^{*}} = c^{(k)}_{i, j^{*}} \quad \forall k \leq N_{\text{min}} \quad \forall i \in I.$$ (31)

2) The convergence time $T_C$ is bounded above by $N_{\text{min}} D$.

**Proof:**

Combining the statement 5) in Lemma 1 and Lemma 2, after phase 2 of iteration $n D$, the first $n$ SGA assignments are agreed over the fleet for any $n$. This must be true in case $n = N_{\text{min}}$, which is the number of assignments needed for convergence. In addition, from statement 3), these assignments will not change in the later iterations. Thus, by iteration $N_{\text{min}} D$, the CBBA process converges, and the converged solutions are equivalent to the SGA solution.

Note that in many cases, CBBA converges much earlier than $N_{\text{min}} D$ iterations, because the maximum distance from some $i^{*}_{k}$ to another agent is likely to be less than $D$, and multiple SGA assignment sequences can be fixed simultaneously. Quick convergence of CBBA will be empirically verified in Section VII-A.

**Lemma 3:** Suppose that the score values of the agents satisfy $c_{ij}(t) \geq c_{ij}(s) \forall (i, j) \in I \times J \forall t \leq s$ (32)

$$c_{ij}(t) \geq c_{kj}(t) \iff c_{ij}(s) \geq c_{kj}(s) \forall i \in I \forall j \in J \forall t, s \in \mathbb{N}$$ (33)

in the process of CBBA, where $c_{ij}(t)$ is agent $i$’s score for task $j$ at iteration $t$. Then, CBBA converges to a conflict-free assignment in $N_{\text{min}} D$ iterations in a static network with diameter $D$.

**Proof:**

The key idea of the proof is to consider a sequential procedure that is similar to SGA but replaces line 5 in Algorithm 4 by

$$(i^{*}_{n}, j^{*}_{n}) = \arg \max_{(i, j) \in I \times J} c_{ij}(t^{*}_{n})$$

where $t^{*}_{n} = (n - 1) D + 1$. Then, to show that $y_{i, j^{*}}$ is not outbid in the later iterations completes the proof of this lemma. See Appendix B for details.

The conditions in Lemma 3 can be restrictive. For example, the time-discounted reward in (11), which is DMG, does not satisfy them in general. However, Lemma 3 facilitates modification of CBBA to render a conflict-free assignment, even when the scoring schemes are not DMG.

**Lemma 4:** Consider a CBBA process with synchronized conflict resolution over a static network of diameter $D$, where agents’ scoring schemes are not necessarily DMG. Let $c^{(t)}_{ij}(t)$ be the score of task $j$ for agent $i$ computed by this underlying scoring scheme. Then, CBBA converges to a conflict-free assignment within $N_{\text{min}} D$ by utilizing the following modified score instead of $c_{ij}^{(t)}(t)$:

$$c_{ij}(t) = \min \left\{ c^{(t)}_{ij}(t), c_{ij}(t - 1) \right\}.$$ (34)

**Proof:**

The proof is straightforward, since (34) ensures (32) and (33).

To summarize, in a static network with diameter $D$, CBBA (with a slight modification) creates a conflict-free assignment within $N_{\text{min}} D$ iterations independent of scoring schemes. Moreover, if the score function is DMG, it generates the identical solution to SGA.

**C. Dynamic Network and Asynchronous Conflict Resolution**

For dynamic networks in which $G(\tau)$ varies with time, convergence of CBBA with a synchronized conflict resolution phase can still be guaranteed if there exists some value $\rho < \infty$ such that

$$W(\tau(t)) = G(\tau(t)) \cup G(\tau(t + 1)) \cup \cdots \cup G(\tau(t + \rho - 1))$$

is fully connected $\forall t$ [53], where $\tau(t)$ denotes the actual time at which every agent’s 5th CBBA iteration takes place. In this case, the convergence time will then be upper bounded by $\rho N_{\text{min}}$, since any information about conflicts is transmitted within $\rho$.

Asynchronous conflict resolution can be modeled as a dynamic network with synchronized conflict resolution, as the
situation where an agent is waiting for neighbors’ information can be treated as the network being disconnected for that period. Thus, if it is ensured that an agent eventually communicates with its neighbor, then the CBBA process converges in finite time, even in the case when asynchronous conflict resolution is allowed.

D. Inconsistent Information

It is typical that each agent’s scoring scheme is based on its own understanding of the environment (which is commonly known as the SA). For instance, the time-discounted reward in (11) depends on the target and agent locations; therefore, with different estimates of either, the resulting scores used by the agents in CBBA may differ. Since these scores may also differ from the (typically not knowable) actual scores, the CBBA solution based on inconsistent information over fleet can degrade the performance of the decision-making process.

However, this inconsistency in SA does not affect the convergence of CBBA to a feasible assignment, because whatever knowledge each agent scoring scheme is based on, the only needed information for resolving conflicts among agents are the winning bid list, winning agent list, and the time stamp. If these three pieces of information are communicated error-free, the conflict resolution process of CBBA is insensitive to the details of each agent’s scoring scheme. Thus, CBBA does not require any level of agreement on SA for convergence, although inconsistent information might still cause actual performance degradation. This is a distinguishing feature of CBBA compared with previous decentralized algorithms such as implicit coordination [8], [14] and the ETSP ASSIGNMT algorithm [50], [51], in which each agent must have the same information to guarantee convergence.

VI. MINIMUM PERFORMANCE GUARANTEE

This section shows that the CBBA and CBAA solutions guarantee some performance level without considering the actual scoring scheme. First, define the following quantities:

1) $SOPT$: the optimal objective value of the single-assignment problem for a given nonnegative scoring scheme;
2) $CBAA$: the objective value provided by CBAA for the single-assignment problem for a given nonnegative scoring scheme;
3) $MOPT$: the optimal objective value of the multi-assignment problem for a given nonnegative DMG scoring scheme;
4) $CBBA$: the objective value provided by CBBA for the multi-assignment problem for a given nonnegative DMG scoring scheme.

The worst-case performance analysis addresses the relationship between $MOPT$ and $CBBA$ (or between $SOPT$ and $CBAA$). This section starts with the single-assignment case.

Lemma 5 (CBAA performance bound): Assuming the agents have accurate knowledge of the SA, CBBA guarantees 50% optimality. In other words

$$SOPT \leq 2CBAA.$$  \hspace{1cm} (35)

**Proof:** Since the CBBA solution provides the same performance as SGA, it is sufficient to prove that the SGA solution guarantees 50% optimality. First, for notational convenience, reorder the agent and target indices so that

$$i_k^* = k, \quad j_k^* = k \quad \forall k \leq N_{\text{min}}.$$  \hspace{1cm} (36)

In other words, for now, refer to agent $i_k^*$ as agent $k$ and task $j_k^*$ as task $k$, while other indices are adjusted accordingly to avoid overlap. Then, from the property in (17), for SGA

$$c_{ii} \geq c_{jj}, \quad \text{if } i < j$$  \hspace{1cm} (37)

and the objective value of CBAA solution (or equivalently SGA solution) becomes

$$CBAA = \sum_{i=1}^{N_{\text{min}}} c_{ii}.$$  \hspace{1cm} (38)

Because each agent selects its task in a greedy way given the selections of its precedents, the following inequalities hold for the greedy solution:

$$c_{ii} \geq c_{ij} \quad \forall i \quad \forall j > i$$

$$c_{ii} \geq c_{ji} \quad \forall i \quad \forall j > i.$$  \hspace{1cm} (39)

Consider the case the greedy selection is the farthest from the optimal solution; in other words, consider of the case where variations of assignment could cause the largest improvement in the objective value while still satisfying the conditions in (39). Also, since each agent cannot take multiple tasks, a change in the assignment should be based on swapping of the tasks (or possibly cyclic exchange of tasks). Consider a task swapping between two agents $i$ and $j > i$; then, the overall score becomes $c_{ij} + c_{ji}$, while it was originally $c_{ii} + c_{jj}$. Since (39) holds, the new overall score $c_{ij} + c_{ji}$ is upper bounded by

$$c_{ij} + c_{ji} \leq c_{ii} + c_{ji} = 2c_{ii}$$  \hspace{1cm} (40)

where the upper bound is attained if

$$c_{ij} = c_{ji} = c_{ii}.$$  \hspace{1cm} (41)

Thus, if (41) holds, agents $i$ and $j$ can increase their overall score the most by swapping their tasks. Now, supposing that the condition similar to (41) holds for all pairs of agents

$$c_{ij} = c_{ii} \quad \forall i \quad \forall j > i$$

$$c_{ji} = c_{ii} \quad \forall i \quad \forall j > i$$  \hspace{1cm} (42)

then an appropriate sequence of task swapping processes will lead to the largest possible improvement of the overall score among the fleet.

One way to achieve the greatest performance enhancement is to use the following policy:

$$J_i^* = \begin{cases} 
N_{\text{min}} - i + 1, & \text{if } i \in \{1, \ldots, N_{\text{min}} \} \\
0, & \text{otherwise}
\end{cases}$$  \hspace{1cm} (43)
where $J_i^*$ is the new task assigned to agent $i$, in which agent $i \in \{1, \ldots, N_{\text{min}}\}$ swaps its task with agent $N_{\text{min}} - i + 1$. In this way, the first $\lfloor N_{\text{min}}/2 \rfloor$ agents (who were assigned tasks by CBA) are assigned tasks that provide the same scores as the CBA solution, while the next $\lceil N_{\text{min}}/2 \rceil$ agents (who were assigned tasks by CBA) gain as much as possible score improvement. Since the policy in (43) ensures that one agent is assigned at most one task, it creates a conflict-free assignment; moreover, as the overall score is improved as much as it can be, the resulting solution is the optimal solution. Hence, the optimal objective value $S_{\text{OPT}}$ should satisfy

$$S_{\text{OPT}} = \sum_{i=1}^{\lfloor N_{\text{min}}/2 \rfloor} c_{ii} + \sum_{i=\lceil N_{\text{min}}/2 \rceil+1}^{N_{\text{min}}} c_{i(N_{\text{min}}-i+1),(N_{\text{min}}-i+1)}$$

$$= 2 \times \sum_{i=1}^{\lfloor N_{\text{min}}/2 \rfloor} c_{ii} + \sum_{i=\lceil N_{\text{min}}/2 \rceil+1}^{N_{\text{min}}} c_{ii} \leq 2 \times \sum_{i=1}^{N_{\text{min}}} c_{ii}$$

$$= 2CBA.$$

Thus, 50% optimality is guaranteed for the CBA. Based on the aforementioned proof for the CBA solution for single-assignment problems, the worst-case performance bound for the CBA solution for multi-assignment problems can also be derived.

**Theorem 2 (CBA performance bound):** Assuming the agents have accurate knowledge of the SA, CBA guarantees 50% optimality for the multi-assignment problem with DMG scoring schemes

$$M_{\text{OPT}} \leq 2 \text{CBA}. \quad (44)$$

**Proof:** The key idea of the proof is that a multi-assignment problem can be treated as a single-assignment problem with an additional combinatorial number of virtual agents. See Appendix C for the detailed proof.

Note that in many cases, CBA creates a numerical solution providing much greater than 50% optimality. This observation is consistent with the very good average performance of CBA that is analytically demonstrated for several special cases in [1].

**VII. NUMERICAL RESULTS**

**A. Convergence and Performance With Inconsistent Information**

As discussed in Section V-D, the presented CBA method guarantees convergence of the algorithm to a conflict-free assignment, regardless of inconsistency in SA. Monte-Carlo simulations are performed to verify this robustness property. The agents and tasks are randomly placed on a $W \times W$ 2-D space ($W = 2$ km). The time-discounted reward in (11) is used to define the scoring function. $c_{ij} = 1$ and $\lambda = 0.95$ s$^{-1}$ are used, and every agent moves at a speed of 40 m/s.

The source of inconsistent information considered is discrepancy in the understanding of task locations, while it is assumed that each agent knows its own position correctly. Agents estimate the coordinates of task locations subject to additive Gaussian noises (with sensing noise standard deviation from 0.01W to $0.2W$) and compute the score values based on these estimates. As a metric of level of inconsistency across the fleet, the following average SA error is calculated:

$$E_{\text{SA}} = \frac{1}{\sqrt{2WN_{t}}} \sum_{i,k;i\neq k,j=1}^{N_{t}} \sum_{i,k;i\neq k,j=1}^{N_{t}} \|l_{ij} - l_{kj}\|^2 \quad (45)$$

where $l_{ij}$ and $l_{kj}$ are the estimated position vectors of task $j$ by agent $i$ and $k$, respectively, and $\|\cdot\|$ denotes the Euclidian norm. Each agent computes the scores for the tasks based on its own estimate of target positions. Communication networks are created by generating a random spanning tree [54] and then adding varying amounts of random links to the network. Also, the optimal solution with perfect information is obtained by the implicit coordination algorithm [8] for comparison.

Figs. 1 and 2 show the average convergence time and the optimality gap as a function of $N_{t}$, which is set to be same as $N_{u}$ in this simulation, and the SA error. Note in Fig. 1 that SA error does not affect the convergence time of CBA, as the algorithm converges within a few time steps for all cases. The optimality gap in Fig. 2 demonstrates that (a) with perfect information, the optimality gap is very small (less than 3%), (b) performance of CBA degrades as SA error grows, and (c) but, even with a large amount of SA error, the CBA solution exhibits reasonable good average performance (optimality gap being less than 30%). To summarize, the results verify that CBA produces a reasonably good suboptimal solution, even with a significant amount of discrepancy in the SA.

**B. Comparison With Prim Allocation for Multi-Assignment**

For further validation of the convergence and performance aspects of CBA, this paper compares CBA with an existing centralized sequential auction algorithm, i.e., Prim Allocation (PA) [33]. The PA algorithm is a well-known auction algorithm for multi-assignment and has a similar insertion heuristic to the score definition in (3), thus providing a good baseline for comparison.

In the PA algorithm, each agent creates a minimum spanning tree (MST) with the tasks as nodes and the edges indicating the
Fig. 2. Optimality gap of CBBA in the presence of inconsistency in SA.

Fig. 3. Total distance traveled to accomplish assignment ($N_u = 5$).

Fig. 4. Convergence time steps ($N_u = 5$).

task ordering. Each agent bids on the task that is closest to any of the nodes in the assignment, and the winner inserts it into that location in the tree. This process continues until all of the tasks have been assigned. Tasks are then ordered through the tree by performing a depth-first search (DFS) [55]. The algorithm is designed to minimize the total distance traveled by the fleet to accomplish the tasks; however, other heuristics have been developed in [56] and [57] that can be used as well.

The iterative CBAA (ICBAA) that sequentially runs CBAA single-assignment routine until all the tasks are assigned is also considered for comparison. A key difference between ICBAA and CBBA solutions is that the same number of tasks are assigned per agent in ICBAA, while CBBA allows an agent to take up to $L_t$ tasks.

The total distances traveled by the vehicles for the PA algorithm and CBBA are compared with each other. CBBA tries to maximize the time-discounted reward in (11) instead of minimizing the total distance traveled. This is a good example of how the use of generic scores when developing algorithms can provide more flexibility in terms of objective functions. Fig. 3 compares the performance of the three algorithms for different $N_t$ values, where $N_u = 5$ and $L_t = N_t$ are used. It can be seen that CBBA provides a solution with the smallest total distance traveled, although it does not explicitly minimize it. This is because the CBBA algorithm is able to outbid earlier allocated tasks in the conflict resolution stage to provide better assignments. For the PA, once a task has a winner, it is locked into that assignment. The convergence times for the three algorithms are compared in Fig. 4; to account for centralized aspect of the PA algorithm, a fully connected network (i.e., $D = 1$) is assumed for ICBAA and CBBA. Since the PA algorithm assigns each task one at a time, the convergence time steps for PA is same as the number of tasks in a fully connected network. It can be found that ICBAA converges within about a half of the number of tasks, and CBBA converges within much smaller steps. Since ICBAA consists of $\lfloor N_t/N_u \rfloor$ individual CBAA routines, the total convergence time step is approximately $\lfloor N_t/N_u \rfloor$ multiplied by convergence time of a single CBAA. A single CBAA can take up to $\min\{N_u, N_t\} D$ iterations by Theorem 1, but usually takes much shorter because multiple conflicts can be resolved per time step. As a result, ICBAA converges faster than PA by the factor of the number of conflicts resolved in parallel in CBAA. For CBBA, multiple tasks are assigned to an agent, and multiple conflicts are resolved in parallel, because each agent carries a bundle of tasks that can be very long if $L_t$ is large. These two capabilities of CBBA enable further acceleration.

VIII. CONCLUSION

This paper presented two decentralized task-allocation algorithms addressing single- and multi-assignment problems, respectively, that are shown to produce conflict-free solutions independent of inconsistencies in SA. These algorithms feature a task-selection process based on auctioning with greedy heuristics and a conflict-resolution protocol based on consensus on the winning bid values over the team. It was also shown that the
solutions for the proposed algorithms guarantee 50% of optimality under the assumptions of consistent SA and DMG from tasks. Numerical experiments validated good performance and quick convergence of the proposed methods compared with an existing sequential auction algorithm.

APPENDIX

A. Proof of Lemma 1

Statement 1): The proof is by induction. Suppose that 

\[ b_i^{(n)} = \{f_{k1}, \ldots, f_{k_{l(n)}}\} \]

with some \( k_1 < \cdots < k_{l(n)} \), where 

\[ L_i^{(n)} \triangleq |b_i^{(n)}| \]

Then, the first entry \( j_{k_1}^{*} \) is determined from

\[ c_{i,j_{k_1}^{*}} = c_{i,j_{k_1}^{*}}[\{\emptyset\}] = \max_{j \in J_{k_1}} c_{i,j}[\{\emptyset\}] \tag{46} \]

where \( \{\emptyset\} \) denotes the null bundle, and \( J_{k_1} \) is the reduced task set defined from the recursion in line 7 in Algorithm 4 with \( n + 1 = k_1 \) (or by line 1 for \( k_1 = 1 \), because no task has been selected in advance of \( j_{k_1}^{*} \). On the other hand, the phase 1 of the CBBA process for agent \( i \) finds the first entry in the bundle by

\[ J_i = \arg\max_{j \in J} c_{i,j}[\{\emptyset\}] \times \mathbb{I}(c_{ij}[\{\emptyset\}] > y_{ij}) \tag{47} \]

where \( \mathbb{I}(\cdot) \) is the indicator function that is unity if the argument is satisfied and zero otherwise. Note that \( c_{i,j}[\{\emptyset\}] \leq y_{ij} \) for \( j \notin J_{k_1} \), because all these \( j \)'s are assigned to the other agents. Thus, the maximization in \( (47) \) is equivalent to the maximization in \( (46) \) that searches over a more restricted set \( J_{k_1} \). Hence, \( J_i \) in \( (47) \) equals to \( J_{k_1}^{*} \) the corresponding score values are identical: 

\[ c_{i,j_{k_1}^{*}} = c_{i,j_{k_1}^{*}}[\{\emptyset\}] \]. Thus, the first entry of the CBBA bundle is \( j_{k_1}^{*} \), which is also the first entry of the SGA bundle.

Now suppose that the SGA bundle and the CBBA bundle coincide up to the \( l \)th entry. Then, the \((l+1)\)th entry of the SGA bundle \( j_{k_{l+1}}^{*} \) is determined from

\[ c_{i,j_{k_{l+1}}^{*}}[b_i^{(l+1)}] = \max_{j \in J_{k_{l+1}}} c_{i,j}[b_i^{(l+1)}] \tag{48} \]

where \( b_i^{(l+1)} \) represents the list of the first \( l \) entries of agent \( i \)'s SGA bundle. Consider a task \( j \notin J_{k_{l+1}} \); then, either of the following is the case: \( j \in b_i^{(l+1)} \) or \( j \notin (J \setminus J_{k_{l+1}}) \backslash b_i^{(l+1)} \). If \( j \in b_i^{(l+1)} \), then \( c_{i,j}[b_i^{(l+1)}] = 0 \) from (3). Otherwise, \( c_{i,j}[b_i^{(l+1)}] \leq y_{ij} \), because task \( j \) must then be in another agent’s bundle. Thus, the following holds:

\[ c_{i,j}[b_i^{(l+1)}] \times \mathbb{I}(c_{ij}[b_i^{(l+1)}] > y_{ij}) = 0, \quad j \notin J_{k_{l+1}} \tag{49} \]

either because the first term is zero (for \( j \in b_i^{(l+1)} \)) or the second term is zero (for \( j \in (J \setminus J_{k_{l+1}}) \backslash b_i^{(l+1)} \)). On the other hand, the corresponding entry of the CBBA bundle of agent \( i \) is determined from

\[ \max_{j \in J} c_{i,j}[b_i^{(l+1)}] \times \mathbb{I}(c_{ij}[b_i^{(l+1)}] > y_{ij}) \tag{50} \]

Using the result in \( (49) \)

\[ \max_{j \in J} c_{i,j}[b_i^{(l+1)}] \times \mathbb{I}(c_{ij}[b_i^{(l+1)}] > y_{ij}) = \max_{j \in J_{k_{l+1}}} c_{i,j}[b_i^{(l+1)}] \tag{51} \]

since every score value is nonnegative. Note that \( (51) \) is identical to the maximization in \( (48) \). Thus, if the first \( l \) entries of the SGA and the CBBA bundles coincide, the \((l+1)\)th entries also coincide because they are computed from two equivalent procedures. Together with the coincidence of the first entry, this completes the proof showing that \( b_i^{(l+1)} = b_i^{(n)} \).

Statement 2): The proof is in two parts. First, it is proved that at iteration \( t \), agent \( i_{n+1}^{*} \) places a bid of \( c_i^{(n+1)} \) on task \( j_{n+1}^{*} \), where \( (i_{n+1}^{*}, j_{n+1}^{*}) \) is the \((n+1)\)th SGA agent–task pair. Second, it is proved that this bid is greater than any bid for agent \( i \in I_{n+1} \) on task \( j \in J_{n+1} \).

In the \((n+1)\)th step of SGA procedure, agent \( i_{n+1}^{*} \) determines the corresponding task from the following maximization:

\[ \max_{j \in J_{n+1}} c_{i_{n+1}^{*},j}^{(n+1)} \tag{52} \]

Since statement 1) in this lemma holds for agent \( i_{n+1}^{*} \), the \((L_{n+1}^{(n)} + 1)\)th entry of its CBBA bundle is selected from

\[ \max_{j \in J_{n+1}} c_{i_{n+1}^{*},j}^{(n+1)}[b_i^{(n+1)}] \times \mathbb{I}(c_{i_{n+1}^{*},j}^{(n+1)}[b_i^{(n+1)}] > y_{i_{n+1}^{*},j}) \tag{53} \]

Note that for \( j \notin J_{n+1} \), either of the following holds: 1) \( c_{i_{n+1}^{*},j}^{(n+1)}[b_i^{(n+1)}] = 0 \) for \( j \in b_i^{(n+1)} \), or 2) \( c_{i_{n+1}^{*},j}^{(n+1)}[b_i^{(n+1)}] \leq y_{i_{n+1}^{*},j} \) for \( j \notin b_i^{(n+1)} \). Thus, the maximization in \( (53) \) is equivalent to the maximization in \( (52) \) because \( c_i^{(n+1)} = c_{i_{n+1}^{*},j}^{(n+1)}[b_i^{(n+1)}] \). Hence, \( i_{n+1}^{*} \) places a bid of \( c_i^{(n+1)} \) on task \( j_{n+1}^{*} \) and locates it at the \((L_{n+1}^{(n)} + 1)\)th position of its CBBA bundle; also, the corresponding entry of its winning bid list is set as

\[ y_{i_{n+1}^{*},j_{n+1}^{*}}^{(n+1)}(t) = c_i^{(n+1)} \]

The second part is to prove that

\[ c_{i_{n+1}^{*},j_{n+1}^{*}}^{(n+1)} \geq y_{ij} \quad \forall (i,j) \in I_{n+1} \times J_{n+1} \tag{55} \]

Consider the maximization to determine the \((n+1)\)th SGA selection; then, the following relation holds:

\[ c_{i_{n+1}^{*},j_{n+1}^{*}}^{(n+1)} \triangleq \max_{(i,j) \in J_{n+1}} \max_{i_{n+1} \times J_{n+1}} c_{i,j}[b_i^{(n)}] \tag{56} \]

since \( c_i^{(n+1)} = 0 \) for \( (i,j) \notin I_{n+1} \times J_{n+1} \) by \( (18) \). Because statement 1) specifically holds for \( i \in I_{n+1} \)

\[ c_{i,j}[b_i^{(L_{n+1}^{(n)})}] = c_{i,j}[b_i^{(n)}] \]
where \( b_i(t) \) is agent \( i \)'s CBBA bundle at iteration \( t \). Note that for \((i,j) \in \mathcal{I}_{n+1} \times \mathcal{J}_{n+1} \), the winning bid value \( y_{ij}(t) \)

\[
y_{ij}(t) = c_{k,j}{ \mathbf{b}^{1:L_i(n)}_k / \mathbf{b} } + \text{end} \mathbf{b} \tag{57}
\]

with some \( k \in \mathcal{I}_{n+1} \) and \( b \) such that \( b^{1:L_i(n)}_k (t) \text{ end} \mathbf{b} = (\mathcal{J} \cup \{\emptyset\})^{L_i} \). Since the scoring scheme is assumed to be DMG, this leads to

\[
y_{ij}(t) \leq c_{k,j}{ \mathbf{b}^{1:L_i(n)}_k / \mathbf{b} } = c_{k,j}{ \mathbf{b}^{(n)}_k } \tag{58}
\]

for the same \( k \) as in (57). From (56) and (58), it follows that

\[
c^{(n+1)}_{i+1,j+1} \geq y_{ij}(t) \quad \forall (i,j) \in \mathcal{I}_{n+1} \times \mathcal{J}_{n+1} .
\]

**Statement 3:** The proof is by induction. First, for the score value of the first SGA assignment determined by

\[
c^{(1)}_{i,j} = c_{i,j} \{ \emptyset \} = \max_{(i,j) \in \mathcal{I} \times \mathcal{J}} c_{ij} \{ \emptyset \}
\]

the following holds:

\[
c^{(1)}_{i,j} = c_{i,j} \{ \emptyset \} \geq c_{i,j} \mathbf{b} \quad \forall i \in \mathcal{I} \quad \forall b \in (\mathcal{J} \cup \{\emptyset\})^{L_i} .
\]

Note that

\[
\forall y_{ij}(r), \quad (i,j) \in \mathcal{I} \times \mathcal{J}, \quad r \geq 1 \}
\]

\[
\forall k \in \mathcal{I}, \quad b \in (\mathcal{J} \cup \{\emptyset\})^{L_i}, \quad \text{such that } y_{ij}(r) = c_{k,j} \mathbf{b} .
\]

(59)

Specifically, at \( r = t \) for any \( i \) and for \( j = j^*_i, k = i^*_i \) and \( b = \{\emptyset\} \) satisfy (60)

\[
y_{ij^*_i}(t) = c_{i^*_i,j^*_i} \{\emptyset\}
\]

where \( y_{ij^*_i}(t) \) can be changed in the later iteration only when some agent places a bid larger than it, but (59) prevents the occurrence of such situations. Therefore

\[
y_{ij^*_i}(s) = y_{ij^*_i}(t) = c_{i^*_i,j^*_i} \{\emptyset\} \quad \forall i \in \mathcal{I} \quad \forall s \geq t \quad \text{(61)}
\]

which also means \( z_{ij^*_i}(s) = i^*_i \forall i \in \mathcal{I} \forall s \geq t .
\]

Now, suppose that \( y_{ij^*_i}(s) = y_{ij^*_i}(t) = c_{i^*_i,j^*_i} \{\emptyset\} \forall s \geq t \) for all \( k < m \) for some \( m < n \). Then, since statement 1) with \( m \) being replaced by \( m \) holds at iteration \( s, \mathbf{b}^{1:b_i^{(m)}} (s) = \mathbf{b}^{(m)} \). Consider the \( (\mathbf{b}^{(m)} + 1) \)th entry of agent \( i^*_m+1 \)’s CBBA bundle. From statement 1) in this lemma, the entry is \( j^*_m+1 \), and the corresponding bid is \( c^{(m+1)}_{i^*_m+1,j^*_m+1} \), which satisfies

\[
c^{(m+1)}_{i^*_m+1,j^*_m+1} \geq c_{i^*_j,b^{(m)}_i} + \text{end} \mathbf{b} \tag{62}
\]

for all \((i,j) \in \mathcal{I} \times \mathcal{J} \) for any \( b \in (\mathcal{J} \cup \{\emptyset\})^{L_i} - \mathbf{b}_i^{(m)} \).

Since it is assumed in (22) that \( y_{ij^*_m+1}(t) = c^{(m+1)}_{i^*_m+1,j^*_m+1} \), the following identity holds:

\[
y_{i^*_m+1,j^*_m+1}(s) = c^{(m+1)}_{i^*_m+1,j^*_m+1} = y_{ij^*_m+1}(t) \quad \forall i .
\]

The CBBA conflict resolution does not replace a winning bid unless a higher bid shows up; for \( y_{i^*_m+1,j^*_m+1}(t) \), no agent can place a higher bid between iteration \( t \) and \( s \) because of (62). Thus, if \( y_{ij^*_i}(s) = y_{ij^*_i}(t) = c_{i^*_i,j^*_i} \forall s \geq t \) for all \( k < m \) for some \( m < n \), then \( y_{i^*_m+1,j^*_m+1}(s) = y_{i^*_m+1,j^*_m+1}(t) = c^{(m+1)}_{i^*_m+1,j^*_m+1} . \) Together with (61), this completes the proof using induction.

**Statement 4:** From statement 3) in this lemma, at any iteration \( s \geq t, \) (22) is satisfied. From statement 2) in this lemma, this means \( y_{i^*_m+1,j^*_m+1}(s) = c^{(m+1)}_{i^*_m+1,j^*_m+1} \geq y_{ij^*_m+1}(s) \forall (i,j) \in \mathcal{I}_{n+1} \times \mathcal{J}_{n+1} \) for any \( s \geq t \). Moreover, with statement 3) being satisfied, agent \( i^*_m+1 \) will not change its bid on \( j^*_m+1 \) after iteration \( t \); thus, \( y_{i^*_m+1,j^*_m+1}(s) = y_{i^*_m+1,j^*_m+1}(t) .
\]

**Statement 5:** Because \( c^{(m+1)}_{i^*_m+1,j^*_m+1} \) is the highest bid on task \( j^*_m+1 \) for all \( s \geq t \), the conflict resolution phase of CBBA leads to \( i \neq i^*_m+1 \) updating \( y_{i^*_m+1,j^*_m+1} \) with \( c^{(m+1)}_{i^*_m+1,j^*_m+1} . \) Since the agents in agent \( i^*_m+1 \)’s \( k \)-hop neighbors perform this update in \( k \) iterations from \( t \), and the farthest agent from \( i^*_m+1 \) is at most \( D \) hops apart, every agent will have agreed on the winning bid on task \( j^*_m+1 \) by iteration \( t + D \).

**B. Proof of Lemma 3**

Consider a procedure that samples the score values at every \( t_i^1 \)th iteration of the CBBA process, where \( t_i^1 \triangleq (n-1)D + 1, n \in \mathbb{N} \), and solves the following maximization:

\[
(i^*_i,j^*_i) = \arg\max_{(i,j)} c_{ij}(t_i^1). \tag{64}
\]

Then, the following holds:

\[
y_{i^*_i,j^*_i}(t_i^1) \geq y_{i^*_i,j^*_i}(t) \quad \forall i \in \mathcal{I} \quad \forall t \geq t_i^1 .
\]

(65)

which is proved as follows. By definition, \( c_{i^*_i,j^*_i}(t_i^1) \geq c_{i,j}(t_i^1) \forall i \in \mathcal{I}_i^1 \); the condition (33) ensures that \( c_{i,j}(t) \geq c_{i,j}(t) \forall t \in \mathbb{N} \). Since at every iteration agent \( i^*_i \) achieves the largest score on task \( j^*_i \), its respective bid is the largest at every iteration: \( y_{i^*_i,j^*_i}(t) \geq y_{i,j}(t) \forall i \in \mathcal{I} \forall t \in \mathbb{N} \); this specifically means that (65) is satisfied.

Since no agent can bid higher than \( y_{i^*_i,j^*_i}(t_i^1) \) on task \( j^*_i \) at any iteration later than \( t_i^1 \), this winning bid information is propagated through the entire network within \( D \) iterations: \( y_{i^*_i,j^*_i}(t_i^1 + 1) = y_{i^*_i,j^*_i}(t_i^1) . \) Therefore, it is straightforward to show that at \( N_{\min}D \)

\[
y_{i^*_i,j^*_i}(N_{\min}D) = y_{i^*_i,j^*_i}(t_i^1) \quad \text{and} \quad z_{i,j}(N_{\min}D) = t_i^1 \forall i \in \mathcal{I} .
\]

**C. Proof of Theorem 2**

The multi-assignment problem can be treated as a single assignment with additional combinatorial number of agents. Let agent \( i^0, b \in (\mathcal{J} \cup \{\emptyset\})^{L_i} \) be a virtual agent that can be
assigned at most one task and whose score is defined in such a way that

\[ c_{i, j} = c_{i, j}[^b]. \]

Then, there will be a total of \( N_u^M \triangleq N_u \sum_{n=1}^{N_l} N_l! / n! \) agents (because the bundle is an ordered list not unordered set), each of which can only select up to one task. Consider a single-assignment problem for these artificial agents, and call it expanded single-assignment.

Since a task already in a bundle incurs zero reward and the scoring schemes are assumed to be DMG, the scores for the expanded single assignment should satisfy

\[ c_{i, j}[^b] = 0, \quad \text{if } j \in b \]

\[ c_{i, j}[^{b_1 \cup b_2} ] \geq c_{i, j}[^{b_1 \cup b_2} ] \forall j \in J \forall b_1, b_2. \quad (66) \]

Similar to (35) in Lemma 5, the agent and task indices can be reordered such that

\[ \hat{i}_k^{b_i^{(k-1)}} = k, \quad \hat{j}_k^{b_i^{(k-1)}} = k \quad \forall k \leq N_{\min} \triangleq \min\{N_u L_t, N_l\}. \quad (67) \]

For these reordered virtual agents and tasks, the objective value for the CBBA solution becomes

\[ CBBA = \sum_{i=1}^{N_u \min} c_{i, j} \quad (68) \]

with the following conditions being satisfied:

\[ c_{i, i} \geq c_{k, k}, \quad \text{for } k > i \]

\[ c_{i, j} \leq c_{i, i}, \quad c_{j, i} \leq c_{i, i}, \quad \text{for } j > i. \quad (69) \]

Now, consider a task swapping procedure for optimality. Similar to Lemma 5, the high-ranked agent tries to choose a task with smallest loss, while the low-ranked agent tries to pick a task with the highest gain. However, for this expanded single-assignment case, the task swapping process is more restricted than the case in Lemma 5, because agent \( j(0) \) and agent \( b \) (both in terms of indices before reordering) cannot independently select their tasks. For instance, suppose that agent \( j(0) \), who has been assigned task \( j \), picks another task \( j' \), then agent \( i(j) \) must release its assignment. Thus, the reselection process is not simply based on pairwise (or cyclic) task swappings. However, it should be noted that the optimal solution obtained by considering all these restrictions is bounded above by the unconstrained swapping solution that allows inadmissible task swapping as if the expanded single-assignment is identical to a single-assignment problem.

There is still another restriction in performing this unconstrained task swapping: It should be ensured that \( c_{i, j}[^{b_1 \cup b_2} ] = 0 \) for \( b' = b_1 \cup b_2 \) with \( b \neq \emptyset \), while the swapping policy in (43) leads to \( c_{i, j}[^{b_1 \cup b_2} ] = c_{i, j}[^{b_1 \cup b_2} ] \). However, note that the maximum achievable score increases if this restriction is relaxed, and a swapping policy similar to (43) renders the maximum achievable score for this relaxation. Thus, \( MOPT \) is upper bounded by the score generated by the policy in (43) applied to the expanded single assignment

\[ MOPT \leq \sum_{i=1}^{[N_u \min / 2]} c_{i, i} + \sum_{i=[N_u \min / 2]+1}^{N_u \min} c_{(N_u \min - i+1), (N_u \min - i+1)} = 2 \times \sum_{i=1}^{[N_u \min / 2]} c_{i, i} + \sum_{i=[N_u \min / 2]+1}^{N_u \min} c_{i, i} \leq 2 \times \sum_{i=1}^{N_u \min} c_{i, i} = 2 CBBA. \quad (70) \]

Therefore, CBBA guarantees 50% optimality.
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