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Abstract

Twenty years of polarized lepton-nucleon scattering experiments have found that
the contribution from quark spins (1AE) to the spin of the proton is only ~ 35%.
This has lead researchers to look elsewhere, specifically to gluon spin (AG) for a
large contribution to proton spin. AG has been only loosely constrained in polarized
DIS and SIDIS experiments. Polarized proton-proton collisions at RHIC provide
sensitivity to AG through measurements of the longitudinal double-spin asymmetry,
ALL.

This work presents a measurement of ALL for inclusive nr production in polarized
proton-proton collisions using the STAR detector and data from RHIC Run 6. 7r0s
are abundantly produced at mid-rapidity in proton-proton collisions, making them
natural candidates for studies of AG. Novel techniques for reconstructing 7ros at
STAR are discussed, and a measurement of the unpolarized cross section presented.
Finally, the measured ALL is compared to perturbative QCD predictions and from
this comparison constraints are placed on AG.

Thesis Supervisor: Richard Milner
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Chapter 1

Introduction and Theory

More than 70 years have passed since Stern's discovery of the proton's anomalous

magnetic moment first hinted at the proton's complex nature. In the time since,

studies of the proton have provided a window to the fundamental particles and inter-

actions that govern the universe. Proton scattering experiments lead to the discovery

of the quark and helped increase our understanding of the strong interaction and

hadron structure. But our understanding of the strong interaction is far from com-

plete. Indeed, the distribution of proton's angular momentum ("spin") among its

constituents remains a mystery. Twenty years of lepton-proton scattering experi-

ments have indicated that the quark's spins account for only a small fraction of the

proton's spin. This has lead to searches for the "missing" spin elsewhere, in the quark

and gluon orbital angular momenta and the gluon spin. In this thesis we focus on

the contribution from gluon spin (AG) to the spin of the proton. By measuring the

production of ros in polarized proton-proton (pp) collisions we will constrain AG

and further our understanding of the proton's spin structure. Before delving into the

measurement, we briefly discuss proton structure formalism and the theory related

to the spin structure, as well as provide historical context.



Figure 1-1: DIS scattering diagram. An incoming electron (e-) exchanges a virtual
photon (y) with a proton (p). The electron probes the substructure of the proton

which fragments (X) as a result of the interaction [11].

1.1 Quarks, Gluons, and QCD

The existence of an anomalous magnetic moment of the proton indicated that it must

be a composite object. Prominent theorists such as Gell-Mann and Zweig proposed

models in which the proton was composed of constituent fundamental particles. Gell-

Mann called these particles quarks and described hadrons as static bound states of

these quarks, organizing them into various groupings according to their up, down, and

strange quark (and antiquark) content. The bound quark model was a tremendous

phenomenological success, providing a natural and intuitive taxonomy for the known

mesons and baryons of the day and predicting the existence of the yet undiscovered

Q-. Later on, Feynman independently proposed a dynamical theory in which the

proton was composed of nearly free particles (in contrast to Gell-Mann's strongly

bound states). He called these particles partons, and posited that the proton could

be quantitatively modeled in terms of parton distribution functions (PDFs) which will

be discussed in more detail in section 1.2. The first observation of quarks came from

deep inelastic scattering (DIS) experiments at SLAC in the late 1960s [11]. In DIS,

highly-energetic leptons are scattered from nucleons in a fixed target. At high enough

energies, these leptons are able to probe the internal structure of the nucleon. Figure

1-1 shows a schematic of a DIS interaction. Three physicists, Kendall, Friedman, and

Taylor observed a scaling of the measured structure functions consistent with protons



being composed of spin 1/2 quarks [12][14]. 1

While Feynman and Gell-Mann used different terminologies and formalisms, they

were fundamentally describing the same physical phenomena, the nature of strongly-

bound matter. Both approaches were phenomenologically successful, and yet they

seemed incompatible. A new theory was needed to reconcile the static bound-quark

model of Gell-Mann and the free-parton model of Feynman. The unifying theory that

emerged was called quantum chromodynamics (QCD). Like quantum electrodynamics

(QED), QCD is a fully relativistic quantum field theory, built on symmetry and local

gauge invariance. In QCD, quarks interact with each other via exchange particles

called gluons (the analog to the photon in QED) that couple to a new charge dubbed

"color." Unlike in QED, in QCD there are three types of charge.2 Further, in QCD the

exchange particles themselves carry charge. Thus, gluons are able to couple directly

to other gluons. This direct gluon-gluon coupling has profound implications for how

we study QCD.

Another stark contrast between QCD and QED can be found in the scale de-

pendence of the QCD coupling constant a8 . Unlike the electromagnetic coupling

constant, (aEM) aC decreases at smaller distance scales and increases at larger dis-

tance scales.3 At large distance scales (low momentum transfer) a, is large and the

strong interaction is tightly binding. But at small scales (large momentum transfer)

a, decreases and quarks behave as if they are weakly bound (asymptotically free).

The discovery of the running coupling and asymptotic freedom marked a dramatic

leap forward in our understanding of the physical world. It allowed for a theory in

which quarks can be strongly-bound in hadrons and yet behave as quasi-free. This

resolved the long standing puzzle between Gell-Mann's strongly confined quark model

and Feynman's weakly-interacting parton model. It also opened the door for develop-

ment of perturbative methods in the region where a, < 1. It's discoverers, Wilczek,

Politzer, and Gross were awarded the 2004 Nobel Prize [29][42]. An encompassing

review of QCD theory, including asymptotic freedom and confinement, can be found

'Kendall, Friedman, and Taylor were awarded the nobel prize for this discovery in 1990
20ften denoted red, blue, and green.
3A phenomenon known as the "running" of the coupling constant.



in [15].

1.2 QCD and Proton Structure at a Collider

The measurements described in this thesis take place at an accelerator that collides

two beams of protons at high energies. For hard scattering at high energies the pp

cross section can be written in terms of initial PDFs, a hard partonic subprocess cross

section, and (if applicable) final state fragmentation functions (FFs). The three parts

of the interaction are "factorized" into long-range and short-range interactions. The

PDFs used to describe the initial state of the proton and the FFs used to describe

the final state are universal. If measured in one process they can be applied in

another process. The predictive power of QCD stems from these two characteristics:

factorization and universality. The fundamental process studied herein, pp --, 7r + X,

is shown schematically in Figure 1-2. The total cross section can be calculated as [18]

dP = /dxld 2 dzffP(xl,,L2) f2p (x2 ,2)
dP f=qqg

d&f l f2- fx '  0

where P is an appropriate set of kinematic variables. We have introduced fi(x, p2), as

an example of Feynman's PDF, which can be thought of as the probability of finding

a parton of type i inside the proton with a momentum fraction x at a factorization

scale p2. Dro is a FF, the probability for an outgoing parton f to fragment into a

ro where the ratio of ior momentum to parton momentum is z and evaluated at a

scale 12. Finally we introduce &flf2-fx', which is the partonic hard-scattering cross

section for flf2 creating a parton f plus other products.

A key point is that the total cross section is factorized into three parts. The

initial and final parts, the PDFs and FFs, are long-range phenomena and thus cannot

be calculated in the perturbative QCD (pQCD) framework. However, we can take

advantage of universality in QCD, measuring PDFs and FFs in other processes (such



Figure 1-2: Schematic of inclusive 7r production in pp collisions. fi and f2 are
the nonperturbative parton distribution functions for the two interacting protons.
The central partonic hard-scattering cross section (&) is calculable in perturbative
QCD. The fragmentation function, D', is a measure of the probability of a parton
f fragmenting into a irO. All other material coming from the interaction (generically
labeled X') is integrated over. [18]

as ep scattering) and evolving the results perturbatively to other scales. The middle

piece, the partonic cross section, represents a short distance phenomenon and can

be calculated from first principles using pQCD. Since the measurements described in

this thesis are either cross sections or ratios of cross sections, we will make substantial

use of this formalism. Indeed, one of our goals is to verify the applicability of pQCD

in the case of 7ro production in the measured energy regime.

1.3 A Brief Review of the Spin Structure of the

Proton

The proton is a fermion - if the spin is measured along any axis it will yield a result

of 1h. Since the proton is a composite particle, made up of quarks, antiquarks, and

gluons, its spin should be equal to the combined spin and angular momenta of its

constituents. The proton's spin structure accounts for how the proton's spin is carried



by all possible pieces such that they add up to 1.4

1.3.1 Simple Quark Models for Spin

A naive non-relativistic quark model assumes that the spin of the proton is carried

entirely by three valence quarks. Heuristically speaking, of the three spin-! valence

quarks, two will have their spin vectors aligned with the proton and one anti-aligned,

yielding an overall value of 1 for the proton. A more realistic version of the simple

quark model recognizes that the quark-antiquark sea also contributes to the spin. In

this model, the proton spin measured along the z-axis ((S3)) can be written as

1S3 1AE(Q2), (1.1)

where5

AE =] dx 3 {Aq(x) + Aq(x)}. (1.2)
q=u,d,s..

The summation runs over all six quark flavors [25]. We introduced the polarized

quark PDF Aq(x) defined as

Aq(x) - q+(x) - q_(x). (1.3)

The polarized quark PDF can be thought of as the probability of finding a quark with

momentum fraction x with its spin aligned with that of the proton (q+(x)) minus the

probability of finding a quark with momentum fraction x with its spin anti-aligned

with that of the proton (q_(x)). Note

q(x) - q+(x) + q_(x), (1.4)

is the unpolarized quark PDF.

4 from here on we set h = 1.
5In this sum rule we suppress the independent Q2 variable. However, it should be noted that the

relative values of the various contributions change as a function of Q2 but that the sum is always

1/2.



This model neglects contributions from quark orbital angular momentum. Quark

motion relative to the spin vector of the proton will contribute to its spin. Modifying

eqn 1.1 to account for angular momentum we obtain

1 1
S) - 2 =J= AE + L .  (1.5)

where L q is the orbital angular momentum contribution to the proton spin. Models

that acknowledged this orbital motion predicted the value of AE, (the sum total of

quark spin) to be less than unity. In 1974 Ellis and Jaffe, using a relativistic quark

model and assuming no strange quark polarization, calculated that AE ought to be
reduced to ~ 0.6, with the remainder being attributed to Li [24].

1.3.2 First Measurements and Birth of the Spin Crisis

The first measurements of the proton's spin structure involved scattering polarized

leptons (electrons and muons) on polarized hadron targets at facilities such as SLAC

and the SPS at CERN. The first high-precision measurements of the different spin

contributions from the European Muon Collaboration (EMC) indicated that Ellis

and Jaffe's prediction for AE did not hold [7], reporting a smaller value of AE than

expected [34]:

AE(Q 2 = 10.7 GeV2) = 0.13 ± 0.19. (1.6)

In short, the quark spins did not seem contribute significantly to the proton spin.

This marked the birth of the "spin crisis." Recall that the simple quark model

predicts AE = 1 and the theoretical predictions indicated AE - 0.6. Experiment

showed much lower contribution from quark spin than expected. Where is the spin

of the proton located? Do gluons and sea quarks (so called "silent partners"[49])

dominate the spin structure of the proton? Resolution of these question requires a

more detailed understanding of quark spin (AE) and orbital momentum (Lq), and also

gluon spin and angular momentum. A more complete spin sum rule can be formulated

incorporating quarks, gluons and angular momentum in terms of an integral over their



respective PDFs as

1 QQl21 1
-2= dx{Aq(x, Q2) + Lq(X, Q) + g(, Q2) + L(x, Q2)}, (1.7)

or
11

AE + Lq + AG + L. (1.8)
2 2

We introduce Ag(x, Q2), the polarized gluon distribution function and its first mo-

ment AG, as well as the gluon orbital angular momentum Lg [33]. This sum rule

is formulated in a particular gauge (A + = 0) in the light cone frame and valid only

in that gauge. It should be noted that currently we lack an experimental means of

measuring the gluon orbital angular momentum (Lg). A more robust discussion of

this spin sum rule can be found in [25] and [33]. This thesis will focus on constraining

AG, the first moment of the polarized gluon distribution function and its contribution

to the proton's spin.

Before we proceed further, we stress that understanding the spin decomposition

of the proton is far more than an exercise in understanding the structure of a specific

hadron. Instead, it is a deep exploration of a strongly interacting gauge theory.

Indeed, QCD is the only strongly interacting gauge theory manifested in nature.

Understanding QCD in it's fullest extent is very likely a critical step in any attempt

at a unified theory of fundamental particles and interactions.

1.4 Constraining AG with a Hadron Collider

A thorough review of previous experiments designed to study proton spin (and specif-

ically the gluon contribution Ag(x, Q2)) can be found in [32]. Because photons do

not couple to the gluon, lepton-nucleon scattering measurements rely on higher-order

interactions to probe gluon distributions. A far more direct approach involves probing

quark-gluon and gluon-gluon scattering (where the gluon is probed at leading order)

in direct collisions of polarized protons at high energies, the subject of this work.

In longitudinally polarized proton-proton scattering, the polarized gluon distri-



bution is accessed via an observable, the double longitudinal spin asymmetry (ALL)

defined as

ALL = - (1.9)
a++a+_+

Where a++(+_) is the cross section for same(opposite)-sign helicity6 configurations in

the two beams. For the case of pp -- ro0 + X, ALL can be written in factorized form

as

A7O+x _ Xf=qgg Af(X Q) &fb(X Q2) (&a+b-c+X 0 D o(z)
AL f (1.10)

fLL =q,q,g fa(, Q2) 0 fb(x, Q2 ) ® &a+b--c+X 0 Dco(z)

Measuring ALL gives access to Ag(x, Q2) when either if the PDFs fa or fb correspond

to a gluon g. Integrating over all momentum fractions (0 < x < 1) we arrive at the

contribution to the proton spin from the gluon spin. The hard partonic scattering

cross sections can be calculated with pQCD, the FFs and the unpolarized PDFs have

been measured in previous experiments. Using pQCD and previous measurements,

Ag(x, Q2) can thus be extracted from a measurement of ALL.

Extracting Ag from equation 1.10 is difficult. ALL predictions are calculated

for specific final state production depending on the value of AG. Figure 1-3 shows a

number of these calculations for inclusive ro production as a function of 7ro transverse

momentum (PT). By comparing our measured value of ALL with these calculations

we constrain the allowed values of AG and thus further our understanding of the

proton's spin structure.

Global analyses of polarized DIS data yield loosely constrained values of the gluon

contribution to the proton spin. Figure 1-4 shows the results of one such global

analysis [21]. The quark contributions are very well constrained as indicated by the

small statistical and systematic uncertainties displayed in the left and center plots.

In contrast, note the large statistical and systematic errors on the best fit for xAg.

By including data from polarized proton collisions subsequent global analyses will

achieve a much higher level of precision for Ag.

6helicity is the projection of spin onto momentum and approximates spin at high energies.
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1.4.1 The ro

The 7ro is an electromagnetically neutral particle composed of an admixture of uii

and dd quark-antiquark pairs (7ro = 7(uii) - Idd))). The 7r, at - 135 MeV/c2 , is

the lightest known meson. It decays electromagnetically and has a mean lifetime of

8.4 x 10-17 seconds, which corresponds to cr = 25.1 nm. The primary decay mode,

with a branching fraction of 98.8%, is 7ro -+ 2y [52]. As we will discuss extensively

in Chapter 3, we identify 7ros through this decay channel, by reconstructing both

daughter photons. The lifetime of the 7ro is exceedingly small so for our experimental

purposes its decay is approximately instantaneous.

1.5 Structure of This Thesis

In the remainder of this thesis we report a measurement of A "O+x, the double

longitudinal spin asymmetry for inclusive neutral pion production in polarized pp

collisions at v/s = 200 GeV center of mass energies with the STAR detector and

then use that result to constrain the gluon polarization AG. Chapter 2 discusses the

experiment in detail, focusing on polarized proton collisions and the subdetectors of

principle interest in this analysis. Chapter 3 describes 7ro identification as well as

the many simulation tools used throughout the analysis. Chapter 4 focuses on the

inclusive, unpolarized cross section measurement, which will be used to validate our

theoretical framework. Chapter 5 describes the ALL measurement in all its detail.

The last chapter is reserved for interpretation and discussion. Here we relate measure-

ment to theory and use our results to ascertain the veracity of pQCD as the proper

framework for describing our experiment. Further we use the ALL measurement from

chapter 5 to constrain AG within the theoretical framework described.



THIS PAGE INTENTIONALLY LEFT BLANK



Chapter 2

Experimental Overview

2.1 Relativistic Heavy Ion Collider

The Relativistic Heavy Ion Collider (RHIC) was designed and built at Brookhaven

National Lab (BNL) to probe QCD in two rich programs:

1. The hot, dense state of matter created in the collisions of heavy ions at energies

reaching 100 GeV/nucleon.

2. The spin structure of the nucleon through the collisions of high-energy polarized

protons.

In this work we are concerned solely with the latter program and will examine data

only from polarized proton collisions at a center-of-mass energy (Vs) of 200 GeV.'

RHIC is the world's only polarized proton collider. RHIC thus provides unique access

to the underlying spin structure of the nucleon. The Solenoidal Tracker at RHIC

(STAR) detector is one of two currently operating experiments at RHIC. We will

focus this chapter on the elements of RHIC and STAR relevant to the spin physics

program.

1The definitions of F and other important kinematic variables can be found in Appendix C.
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Figure 2-1: The RHIC complex at BNL. The salient features for polarized operations
are identified. STAR is located at the "six o'clock" position at RHIC.

2.2 RHIC and Polarized Protons

Figure 2-1 shows the RHIC complex consisting of a polarized proton source, linear ac-

celerator (LINAC), booster accelerator, Alternating Gradient Synchotron (AGS) and

the RHIC accelerator [30]. Polarized protons are created in an optically pumped po-

larized H- source (OPPIS). Hydrogen gas is ionized and the unpolarized H + ions are

extracted. The H + ions then acquire polarized electrons from an optically pumped

rubidium vapor. The polarization of the electron is transferred to the proton. The

atoms then attract a second electron, forming an H- ion. The hydrogen ions, pro-

duced with 80% polarization, are stripped of their electrons then sent through the

LINAC, where they are accelerated to 200 MeV. The proton bunches are injected into

a booster ring where they reach energies of 2 GeV and then into the AGS where they

reach energies of -23 GeV. Finally, they are split and injected into the two RHIC

rings where they are accelerated to their final energies of 100 GeV.

RHIC consists of two storage rings, referred to as the blue and yellow rings. Each

ring has a total of 120 fillable bunches. During Run 6, 111 of these bunches were



filled with protons. Nine consecutive bunches are left empty as an "abort gap" to

allow for clean beam dumping. Bunches from the two different rings can collide at

any of six possible interaction regions at RHIC, although during the portion of Run

6 dedicated to 200 GeV running only two of the interaction regions were used. More

information regarding accelerating and storing polarized protons can be found in [5]

and [31].

2.2.1 Polarization Tools: Siberian Snakes and Polarimeters

Maintaining beam polarization while accelerating proton bunches to 100 GeV is a

nontrivial exercise. We draw particular attention to two integral components that

differentiate "polarized" operations: Siberian snakes and polarimetry.

A Siberian snake is a helical dipole magnet designed to prevent loss of beam

polarization during acceleration and store of proton bunches. A detailed review of

Siberian snakes can be found in [40]. The stable polarization configuration is that

with the spin vector perpendicular (transverse) to the beam direction. Polarization

is lost in depolarizing resonances, when the frequency of the spin procession matches

the frequency of a perturbation of the spin. Such perturbations arise either as a

natural side-effect of acceleration, when the betatron oscillation period matches that

of the spin precession, or out of imperfections in the magnetic field. Snakes protect

against the effects of these depolarizing resonances. They create a magnetic field

that rotates the spin vector 1800 in the polar plane so that it exits the magnet with

its transverse component opposite from the way it entered. Thus any depolarizing

effects felt by a proton during one revolution will be cancelled by the effects felt in

the next. A snake that flips the spin vector the full 180' is called a full snake. Figure

2-2 shows the evolution of the spin vector as it passes through a full snake. Partial

snakes rotate the spin vector in the polar plane by some fraction of 1800. In this

case, the polarization vector is flipped over a number of revolutions. Siberian snakes

are unique components in RHIC; they are not installed in other hadron colliders such

as the Tevatron or LHC. In Run 6, due to space considerations, a 15% snake was

used in the AGS and two full snakes were used in each RHIC ring. Special magnets



Figure 2-2: Precession of the spin vector as it traverses a full Siberian snake. The
blue line indicates the direction of the beam.

called spin rotators rotate the spin vector 90 before entering the IR, and then back

afterward.

We also must be able to accurately measure the polarization of the beams to

interpret our results. RHIC uses two types of polarimeters to measure the abso-

lute polarizations of the beams: a Coulomb-nuclear interference polarimeter and a

hydrogen jet gas polarimeter.

The first polarimeter takes advantage of Coulomb-nuclear interference (CNI) ef-

fects in elastic proton-Carbon (pC) scattering. A schematic of this polarimeter is

shown in Figure 2-3. A thin carbon target is inserted into the beam. Protons scatter

off of carbon atoms, which are collected by six silicon strip detectors surrounding the

beam. A left-right asymmetry, with respect to the beam, in scattered carbon atoms

is sensitive to the polarization of the beam. The main advantage of the measurement

technique is the high event rates observed in the elastic pC scattering. Within -2

minutes of the strip being inserted in the beam, enough statistics are recorded to make

a +1% measurement of the asymmetry. The speed of this measurement allows for

periodic monitoring of the beam polarization. Both the blue and yellow rings, as well

as the AGS, have their own CNI polarimeters. More details about CNI polarimetry
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Figure 2-3: Left: Schematic of the pC CNI polarimeter used in RHIC. The red dot in
the middle represents the beam whose direction is into (or out of) the page. Right:
Schematic of the pp jet polarimeter. The purple cylinder represents the polarized
H--jet target.

can be found in [51].

The CNI polarimeter is calibrated by scattering the beam off of polarized protons

in a hydrogen jet (H-jet) target. Figure 2-3 shows a schematic of this polarimeter.

Silicon strip detectors on either side of the beam capture the scattered protons. As

in CNI polarimeters, the left-right scattering asymmetry with respect to the beam

is sensitive to the beam polarization. This is a standard technique in measuring the

polarization of proton beams. Since the target's polarization is measured with a Breit-

Rabi polarimeter and known in this case, the analyzing power of the interaction can be

measured at the same time as the scattering asymmetry. This allows for an absolute

measurement of the beam polarization to within ±3%. Unfortunately, this apparatus

has a low scattering rate due to the low density of the target gas. This makes the H-

jet polarimeter impractical for fill-by-fill polarization monitoring. Instead, we use the

results from dedicated H-jet runs to calibrate the CNI polarimeters. The two types

of polarimetry, taken together, allow real-time absolute polarization monitoring with

5% precision for the entire RHIC run. More information about the H-Jet polarimeter

at RHIC can be found in [41].



Table 2.1: RHIC Performance in Polarized Operations

RHIC Run £ [pb-'] (P)
2 0.35 15%

3 1.0 30%
4 0.4 40%
5 3.4 46%
6 (long.) 7.5 55%
6 (trans.) 3.2 55%

2.2.2 Performance

Table 2.1 shows the performance of RHIC in polarized mode over its lifetime. The

uncertainty in ALL is
1
SALL (2.1)P2 * f Ldt

Thus, the figure of merit (FOM) for determining the potential sensitivity of a data

set is

FOM = P 4 *JLdt, (2.2)

where P is the average beam polarization and the integral term represents the total

integrated luminosity for the data set. From this equation we can see why the Run

6 data set is so promising for a precise asymmetry measurement. The integrated

luminosity (in longitudinal mode) is more than twice that of Run 5 and the average

polarization is increased from 46% to 55%. Since the average polarization is taken to

the fourth power, even a modest increase in polarization yields a large gain in FOM.

2.3 Solenoidal Tracker At RHIC

The STAR detector is shown in Figure 2-4. It is equipped with various sub-detectors

designed for tracking charged particles, vertexing the event, particle identification,

and calorimetry. A detailed description of STAR and all its components can be

found in [1] and references therein. This section will focus primarily on the sub-

detectors used in identifying mid-rapidity 7ros, most notably the Barrel Electromag-
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Figure 2-4: A cutaway view of the STAR detector.

netic Calorimeter (BEMC) and Barrel Shower Maximum Detector (BSMD), but also

to a lesser degree the Time Projection Chamber (TPC), Beam-Beam Counters (BBC),

and Zero-Degree Calorimeter (ZDC).

2.3.1 Barrel Electromagnetic Calorimeter

The BEMC [8], a lead-scintillator sampling calorimeter, is the most important sub-

detector of STAR used in this analysis. It resembles a large hollow cylinder with an

inner radius of ,225 cm and an outer radius of -265 cm. It sits outside the TPC (de-

scribed in section 2.3.3). The active volume covers an azimuthal angle, 0 < O< 27r,

and pseudorapidity range, -1 < 77 < 1. Figure 2-5 shows a drawing of the BEMC.

The BEMC is a "fast" detector; the energy depositions it measures are digitized faster

than the bunch crossing rate. BEMC-based triggers are the primary triggers used to

E~i~Zr-l



Figure 2-5: BEMC with no other STAR detectors.

tag rare hard-scattering processes in STAR. The triggers used in this analysis will be

discussed in detail in section 3.2.

The BEMC is divided into equal sized halves, each ,300 cm long along the beam

axis. Run 6 is the first RHIC Run in which the entire BEMC was commissioned

for data taking. Each half barrel is made up of 60 identical modules of dimension

Arl x AO = 1.0 x 60. Each module is further divided into 40 towers, each one projecting

towards the center of the STAR detector. A cross section of two towers side by side

can be seen in Figure 2-6. Two halves with 60 modules and 40 towers per module

yields 4800 towers in the whole BEMC. Each tower is broken up into an inner and

outer tower, separated by the BSMD, which will be discussed later. The inner tower

consists of 5 layers of lead and five layers of Kuraray SCSN82 scintillator. The outer

layer consists of 15 layers of lead and 16 layers of scintillator. Each layer is 5 mm

thick, except the first 2 scintillator layers which are 6 mm thick and make up the

pre-shower detector used for e-/, separation. The BEMC sampling fraction fsam,, is

parameterized as [38]
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Figure 2-6: Cross section of two BEMC towers side by side. The alternating grey and
white bands show the layers of lead and scintillator. The SMD is visible in this cross
section, sits 10 layers up from the bottom.

f,-P. = 14.69 - 0.1022 * 7 + 0.7484 * 72. (2.3)

The scintillator layers are read out with an embedded wavelength shifting fiber

which is routed outside the STAR magnet. The light from all 21 layers is gathered and

collected in a single Electron Tube Inc. model 9125B photomultiplier tube (PMT).

The scintillator layers are machined in "megatiles" which are the size of a BEMC

module. A single scintillator layer covers all 40 towers in a module. Optical isolation

between towers is obtained by machining grooves 95% of the way through the scin-

tillator sheet between the individual tiles and filling those grooves with an opaque

epoxy. This ensures that the leakage of scintillator light between tiles in a megatile is

negligible; the level of cross-talk between individual tiles is < 0.5%. Test beam data,

as well as in situ cosmic ray tests have shown the nominal energy resolution of the



BEMC to be [8]
6E 14%E 14% @1.5%. (2.4)
E E [GeV]

The BEMC measures the positions and energies of particles traversing its active

layers, analyzing the electromagnetic showers, or cascades, caused by these particles.

Photons interact with the lead layers through electron-positron pair production. The

resultant electrons and positrons will lose energy via bremsstrahlung and the pho-

tons created therein will also pair-produce. This continues until the energies of the

cascading particles are low enough for atomic absorption at which time the shower

will die out. The cascading particles create scintillation photons which are collected

as described above. Showers extend both longitudinally (in the direction of the in-

cident particle) and transversely. Towers are -21 radiation lengths (Xo) deep and

,9 Moliere radii (RM) wide (in both r7 and ¢ directions).2 For our energy range,

the large size helps prevent showers from leaking into neighboring towers or exiting

the back of a tower. Unfortunately, the large transverse size of the towers limits the

position resolution of the BEMC and prevents the BEMC from resolving two showers

contained in a single tower. This task is handled by the Barrel Shower Max Detector

(BSMD), which is discussed below.

The BEMC is not designed to fully contain hadronic showers. The interaction

length (AI) in Pb is -17 cm, large compared to the active depth of a tower (-10

cm). The amount of material needed to contain a fixed percent of the energy in a

hadronic shower is proportional to the incident energy. In our energy range (0(1 -

10 GeV)), the BEMC would have to be '10x deeper to contain 95% of the energy

in a hadronic shower [52]. Most hadrons will pass through the calorimeter without

showering and will deposit only a minimal amount of energy in the scintillator layers.

These minimum ionizing particles (MIPs) are used to calibrate the BEMC as will be

discussed later.

2
RM for Pb - 1.6 cm.



Table 2.2: BSMD Parameters

Chamber Depth in BEMC ~ 5Xo at rl = 0

Rapidity Coverage (single module) Arl = 1
Azimuthal Coverage (single module) A0 = 60
Occupancy (p+p) , 1%
Chamber Depth 20.6 mm
Wire Diameter 50 /im
Gas Amplification 3000
Signal Length 110 ns
BSMDq Strip Width (Pitch) 1.46 (1.54) cm for Iqj < 0.5

1.88 (1.96) cm for |rl| > 0.5
BSMD0 Strip Width (Pitch) 1.33 (1.49) cm
Strips per Module 300
Modules 120
Total Readout Channels 36000

2.3.2 Barrel Shower-Max Detector

The BSMD [8] is designed to provide fine-grain position resolution for electromag-

netic showers within a single BEMC tower and e-/7 separation. More specifically

for this analysis, it separately identifies two decay photons from a 7ro within a single

tower. It consists of a multi-wire proportional counter with gas amplification and

two-dimensional cathode strip readout. For an electromagnetic shower, the distance

between first interaction and point of maximum transverse extent grows logarithmi-

cally with incident particle energy. The BSMD sits a the nominal point of maximum

transverse extent of an electromagnetic shower ("shower max"). This corresponds to

4.6Xo at 77 = 0 and 7.1Xo at 7 = 1. A (partial) cross section of the BSMD is shown

in Figure 2-7 and some relevant parameters are shown in table 2.2. In total, there

are 36000 readout strips in the BSMD. A 2 x 2 group of towers, covering 0.1 x 0.1 in

r - 0 space contains 15 -strips and 15 r-strips.

The BSMD is filled with a 90/10 mixture of argon and carbon-dioxide gas. Charged

particles leave a trail of ionization electrons as they traverse the detector's cavity. The

ionization electrons then drift towards the high voltage wires. As they approach the

wires, the strength of the electric field induces secondary ionization and an avalanche

of electrons impinging on the wire. This in turn causes an image charge on the read-
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Figure 2-7: Partial cross section of a single BSMD module
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Figure 2-8: Schematic of the BSMD. The position of EM showers can be reconstructed
by matching signals in both BSMD planes as seen here.



out strips closest to the wires. The total ionization on the wires is proportional to

the original number of ionization electrons liberated by the charged particle, as is the

image charge on the cathode strip readouts. The inner strips, closest to the beam

line, run in the q direction and are thus sensitive to r1 position of the shower. The

outer strips run in the q direction and are sensitive to the q position of the shower.

Figure 2-8 shows the BSMD using both planes in concert to reconstruct the transverse

profile of an electromagnetic cascade. The readout strips provide much finer position

resolution than possible with the BEMC alone. In the relevant direction, the strips

are separated by -0.006 rad. Test beam data shows the position resolution, Jx to be

5.6
6x = e 2.4 mm, (2.5)

E [GeV]

for the inner plane and
5.8

6x = 5 3.2 mm, (2.6)
E [GeV]

in the outer plane. The energy resolution of the BSMD has also been measured in a

test beam environment and shown to be

86%
6E/E = 8 12%, (2.7)

E [GeV]

for the inner plane and 3-4% worse for the outer plane [8].

2.3.3 Time Projection Chamber

The large-volume, large-acceptance Time Projection Chamber (TPC) is a gas-filled

cylinder providing charged-particle tracking and momentum determination as well as

particle identification through dE/dx, over A77 = +1.8 and full azimuthal angle. The

technical details and analytical power of the TPC has been written about extensively

in [6] and [44]. This section will provide only a brief overview of the TPC as relevant

to the 7ro analysis. Figure 2-9 shows a drawing of the TPC.

The volume of the cylinder is filled with a 90/10 mixture of argon and methane
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Figure 2-9: STAR TPC [6]

gas. Charged particles traversing the TPC will liberate electrons via ionization. These

electrons drift in the uniform electric field towards readout planes on the endcaps.

Equipotential field cage cylinders maintain a uniform electric field gradient between

the central membrane, which is held at 28 kV, and the TPC endcaps which are held

at ground. The electron drift velocity in the TPC is -5.5 cm/ps, and maximum

drift time from the center to the endcap is 40 ps. Readout pads on the endcaps

provide radial and azimuthal position information for the ionization electrons, and

drift time provides axial position information. The TPC can image and reconstruct

the 3-dimensional trajectories of charged particles produced by pp and heavy-ion

collisions.

The TPC's primary uses in this analysis are for vertex finding and charged particle

vetoing. It reconstructs all of the charged tracks emanating from a collision and

extrapolates the tracks in either direction, locating the event vertex. The uncertainty

on the position of the vertex is less than 1 mm.

The second task of the TPC in this analysis is vetoing charged-particle deposi-



Figure 2-10: STAR BBC. The "B" in the center represents the beam pipe.

tions in the BEMC. While the BEMC/SMD combination provides excellent energy

and position information for incident particles, they yield little particle identification

information. TPC tracks are extrapolated to the BEMC and associated with energy

signatures in the towers. This allows us to discriminate between charged and neutral

energy signatures. Since this analysis is only interested in photon signatures, particles

with charged tracks reconstructed in the TPC are thrown out.

2.3.4 Beam-Beam Counters

The STAR Beam-Beam Counters (BBCs) are not pictured in Fig 2-4 as they sit

surrounding the beam pipe 374 cm on either side of the interaction point [36]. Each

BBC consists of two sets of hexagonal scintillation tiles as shown in Figure 2-10. The

tiles cover the full azimuthal angle and a r7 range of 2.1 < JiJ < 5.0 (the outer tiles

cover 2.1 < rqj < 3.6 and the inner tiles cover 3.4 < I,(q < 5.0) [35]. Like in the

BEMC, wavelength shifting fibers imbedded in the scintillator tiles carry the signal

to PMTs. An inelastic collision in STAR's interaction region will yield fragments

that travel down the beam pipe very slightly perturbed from the original beam path.

These fragments will interact with the tiles of the BBCs on either side of STAR.

Coincident signals in the inner tiles of both BBCs signify a collision and are used as
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Figure 2-11: Location of the STAR ZDC (red) with respect to the nominal interaction
point.

an event trigger. The BBCs also monitor luminosity and beam polarization.

2.3.5 Zero Degree Calorimeters

The Zero Degree Calorimeters (ZDC)) [3] are hadronic calorimeters designed to de-

tect neutral beam remnants and measure their energies. They sit 18 meters up- and

downstream of the interaction point on either side of STAR, beyond the dipole mag-

nets that steer the charged beam back into the pipe. Each ZDC consists of three

identical modules of alternating layers of tungsten-alloy and scintillator, tilted at 450

angle to the beam pipe. The location of the ZDC is shown in Figure 2-11. Most

of the charged remnants are diverted by the beam-line magnets and do not deposit

energy in the ZDCs. The scintillation light from the ZDCs is collected in an array

of PMTs. While they are often used for triggering on collisions, in this analysis the

ZDCs will act as an independent measure of the relative luminosity, providing an

important check on the BBCs.



Chapter 3

Data Acquisition and iro

Reconstruction

This chapter details data collection and analysis. We begin by introducing the ter-

minology surrounding data collection at STAR. We discuss the process of converting

raw detector information into meaningful physics data and then detail the myriad se-

lections and optimizations we apply to enhance data quality and reduce backgrounds.

We then introduce the simulation framework used to validate our understanding of

the STAR detector. We describe the analysis algorithm used to identify ir candidates

in the post-collision environment. Finally, we present a comparison between data and

simulation.

3.1 Run Overview

The 2006 polarized pp run began in February of 2006 and ended in June of 2006. The

data collection was divided into three segments: an initial period of longitudinally-

polarized proton collisions, a middle period of transversely-polarized proton collisions,

and a subsequent second period of longitudinally-polarized proton collisions. All

of the data discussed in these studies were recorded during the second period of

longitudinal running (Long2) which began in May of 2006 and ended at the conclusion

of Run 6.



The Long2 running period is broken down into shorter time periods called fills and

runs. A fill is the lifetime of a single beam fill in RHIC. At the beginning of a fill new

proton bunches are injected into both rings. As the beams collide their intensities

degrade exponentially over time. Normally a fill will last for six hours before the

beam is dumped and refilled. Fills are further segmented into runs, which demarcate

the time periods when subdetectors are live and taking data. They can last anywhere

from 1 minute to 2 hours, but are optimally 30 minutes long. The triggering system,

described in the next section, selects proton-proton collisions of various topologies.

An event consists of all the information that is digitized following a trigger. The data

used in this study are comprised of -2.4M triggered events from 306 runs in 39 fills.

3.2 Triggering System

At RHIC, every 109 ns two bunches containing 0(1011) protons each cross paths

in the interaction region at the center of STAR. The majority of these events are

rejected. For this analysis we are concerned with the production of high-pT 7rOs and

we would like to discard, as early as possible in the data collection stream, any event

that has a low probability of containing one.

STAR employs a set of triggers to filter out unwanted events. These trigger

conditions are based on information gathered in STAR's fast detectors, including

the BEMC and BBCs' [10]. Digitized signals from these detectors are sent through

a decision tree encoded with the logic for all trigger conditions. The decision tree

outputs a 16 bit signal indicating which, if any, trigger conditions are satisfied and

how the rest of the Data Acquisition System (DAQ) should proceed in collecting the

event data.

The entire trigger decision process occurs at a rate faster than the bunch crossing

frequency (-10MHz). In Run 6, the maximum rate that events could be written to

tape was -100Hz, 2 limited by electron drift time in the TPC. Thus, the trigger system

'Also the Endcap Electromagnetic Calorimeter, Central Trigger Barrel, Time-of-flight, and For-

ward Muon Spectrometer, not discussed in this thesis.
2 As of Run 9, upgrades to the DAQ allow for up to 1000Hz.



must reduce the data stream by a factor of 105 so it can be managed. Common triggers

can be "prescaled" such that only one event out of a specified number satisfying

the trigger is written to tape. This prevents common triggers from dominating the

bandwidth and allows rare events to be recorded in full. While STAR uses a number

of different triggering algorithms to select interesting events, two are of particular

interest to this analysis: the minimum bias and level-2 gamma triggers.

3.2.1 Minimum Bias Trigger

The minimum bias (MB) trigger condition is the most inclusive of the triggers em-

ployed in Run 6. It accepts any event that causes BBC signals coincident in time.

After a collision, beam fragments and forward scattered particles travel in the direc-

tion of the beam pipe until impinging on BBC tiles. Coincident signals in both the

east and west BBCs indicates a collision has occurred. The BBC coincident cross

section has been measured by Van der Meer scan [48] to be 26.1 ± 0 .2stat. ± 1.8,4,.
mb. In Run 6 a pre-scale factor was applied to the MB trigger. Only a fraction of

events satisfying MB were written to tape, allowing more bandwidth to be conserved

for rarer triggers.

3.2.2 Level-2 Gamma Trigger

The MB trigger will by design accept the majority of events in which there is a

collision. We need, in addition to MB, a trigger that will select the rare events

containing high-pT 7ros. The level-2 gamma (L2y) trigger was designed to be a high-

PT 7r0 and photon trigger.

For an event to satisfy the L27 trigger condition it must satisfy the MB condition

plus two energy requirements in the BEMC. First, at least one tower in the BEMC

must have an energy deposition greater than a set threshold. Second, the 3x3 tower

patch, centered on the central high tower, must have an energy deposition greater

than a second, larger, threshold. A schematic of the trigger conditions can be seen

in fig 3-1. This trigger is better able to identify events where the energy of the 7ro
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Figure 3-1: 3x3 tower "trigger patch" showing configuration of L2-y trigger condition.

decay photons is spread over more than one tower. Over the first -100 runs of the

Long2 period, the tower and patch thresholds were adjusted to optimize the trigger

rates. Values of 3.8 GeV (tower) and 5.2 GeV (patch) were settled on as the optimum

thresholds.

3.3 The STAR Simulation environment

The STAR collaboration developed a sophisticated Monte Carlo (MC) simulation

suite to determine efficiencies of our detector and reconstruction algorithms. We use

this MC suite to correct our data so our results can be meaningfully compared those

from other RHIC Runs and other experiments.

The cornerstones of the STAR simulation (STARSIM) package are the PYTHIA

event generator [47] and the geometry and tracking software, GEANT [16], both

standard tools in high energy physics. PYTHIA simulates the QCD interactions that

underly the pp collisions in RHIC and the particles produced therein. GEANT simu-

lates the passage of those particles through the STAR detector using a detailed soft-

ware model of STAR. GEANT simulates physical processes such as bremsstrahlung,

Compton scattering, and ionization, and has the ability to accurately reproduce elec-



tromagnetic showers and the passage of charged particles through gaseous detectors.

GEANT tracks and records the energy depositions from simulated QCD events in

all of the various subdetectors within STAR. With these two pieces of highly-tuned

software we are able to accurately simulate the detector response and data collec-

tion process at STAR. Simulated events are subjected to the same reconstruction

algorithm, described in 3.4, as the data.3

This analysis uses a filtering system in PYTHIA designed to more efficiently utilize

STAR's computing resources. Events generated in PYTHIA ("true" events) are sent

through a filter to check for the presence of a high-pT 7ro. Any true event without at

least one ro with pr :> 3 GeV is aborted before being sent to GEANT and our recon-

struction algorithms ("reco" events), which are the most computationally expensive

part of STARSIM. The filter cutoff is set at 3 GeV, well below the trigger threshold,

to avoid turn-on effects that would introduce a bias in the simulation. With this

method, STAR can simulate orders of magnitude more high-pr iros than previously

available, significantly reducing the statistical uncertainty in "reco" MC events.

3.4 Event Reconstruction

Once an event satisfies a trigger condition, the detector information is recorded on

disk. The details of the DAQ are discussed thoroughly in [39]. Analog signals from

the detectors are read out and digitized by the front end electronics. Detector in-

formation such as ionization signals in gaseous detectors or the PMT voltages in

calorimeters is collected and converted to digital form and written to tape. The

STAR reconstruction team then analyzes these raw DAQ files and converts them to

the Micro Data Summary Tape format (MuDST). This file format stores and gives

access to physical event-level quantities such as TPC tracks, interaction vertices, and

calorimeter information. Raw digital spectra (in what are called analog-to-digital

conversions or ADCs) are also saved in the MuDSTs. This information is integral to

3The data itself is also subject to the simulated, or software, trigger algorithm. Hot and cold
towers are masked in the software trigger, removing "false" triggers caused by hardware malfunctions.



offline calibration and detector QA efforts.

3.4.1 BEMC Calibration

The BEMC is the most vital detector for this analysis. We rely on the BEMC to

detect the daughter photons from r 0o decays and accurately reconstruct the energies

and positions of these photons along with any other collision product that interacts

electromagnetically. Before any data from the BEMC can be used for physics, the

detector needs to be properly calibrated. We determine the relationship between ADC

count and deposited energy for each of the 4800 individual towers. This task, which

is done in situ, is made difficult by a number of factors. There is limited test beam

data for the BEMC. The high-voltage settings on the BEMC PMTs were changed

between Runs 5 and 6 to increase the dynamic energy range of the towers. Thus, the

Run 6 calibration procedure was unable to iterate on previous efforts and had to start

from scratch. Finally, the number of calibration "standard candles," such as J/1s,

Ts and Z bosons, in this data set is insufficient for calibration purposes.

The first step in calibrating the BEMC is setting the high-voltage for each of the

tower PMTs. The desired full-scale energy was changed from 30 GeV in run 5 to

60 GeV in Run 6. Each tower's high voltage setting is initially determined using

reference LEDs. The high-voltages are then adjusted in an iterative process designed

to equalize the energy response of all of the towers to the LED pulse. The ADC

spectrum is recorded for each tower and then fit, in a window above the pedestal

peak, to a falling exponential function. The slope of this fit is used to measure

the tower's gain. The high-voltages of the towers are adjusted to equalize slopes.

Finally a factor of , where 0 is the polar angle measured from the beam pipe, is

applied to each tower to obtain a constant transverse energy response (ET) across the

barrel. This procedure is repeated iteratively until the towers converge on uniform

ET response.

Offline, an absolute calibration is performed using physics data [19]. The proce-

dure makes use of two probes, MIPs and electrons, to test and correct the energy

response of the individual towers. MIPs are charged hadrons that do not shower in
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Figure 3-2: Typical pedestal subtracted ADC spectrum for MIPs in a single tower.
The MIP peak is fit to a gaussian+background and the mean is extracted.

the BEMC, but instead passes through it depositing a predictable amount of energy

(250-300 MeV) from ionization loss. The energy signature of a MIP is independent

of the true energy of the particle and has been measured for the BEMC in test beam

experiments. Because they are abundantly produced in pp collisions, MIPs are an

excellent tool for calibrating the BEMC at low energies [20]. MIPs are identified as

isolated tracks in the TPC associated with BEMC energy depositions. Figure 3-2

shows a typical MIP ADC spectrum. The MIP peak is fit to a gaussian plus back-

ground distribution. The MIP spectrum is measured for each tower and the gains are

adjusted to equalize all the towers' energy responses within an eta ring. The MIPs

are only used as a relative calibration tool. Towers within an eta ring are adjusted to

have identical energy responses to MIPs but the absolute scale of the response is set

later.

A second step in the calibration is required to set the absolute scale of the towers'

energy response. This method uses electrons, which are identified by their dE/dx



signature in the TPC. Electrons, which are produced in the semi-leptonic decays of

heavy flavor quarks as well as in photon conversions in the TPC, are less abundant

than MIPs but they shower fully in the BEMC, providing a calibration benchmark in

the 1-10 GeV energy range. In the case of ideal calibration for both the TPC and the

BEMC the ratio of electron energy to its momentum (E/p) would be unity. In this

way, we can use the TPC, previously calibrated, to calibrate the BEMC. There are

a number limits to this approach. First, the number of high-pT electrons produced

is small, not nearly enough for a tower-by-tower calibration. Second, electron show-

ers that begin in a single tower may leak into neighboring towers, which introduces

uncertainty in the energy measurement, especially when the towers are in different

modules. Also, detector material between the event vertex and the BEMC can induce

the creation of secondary electrons. To combat these effects, towers are grouped in

rings of constant r and the leakage is modeled in simulation and corrected for. For

each 7 ring, the E/p distribution is plotted and fit to a gaussian. An example plot

showing E/p for one 77 ring is seen in Figure 3-3. The same correction factor is applied

to all the towers in each eta region. The uncertainty on the gain calibration for the

BEMC is estimated to be -2%. 4

3.4.2 Clustering

Ultimately, 7ros are identified by their decay photons that shower and deposit energy

in the BEMC. These showers usually deposit energy in multiple BSMD strips and

sometimes in multiple towers. Signals from multiple channels and detectors are an-

alyzed and combined to reconstruct incident photons ("clustering"). This clustering

algorithm is also responsible for splitting closely spaced clusters, resolving ambiguities

in detector combinatorics, and identifying multiple photons in a single tower.

Initial clustering takes place in each of the three detectors5 separately. For each

event a list of the energies recorded in each channel (tower or strip) is created. The

algorithm searches for channels, starting with the most energetic, that are above a

4The derivation of this uncertainty is found in Appendix B.
SEach BSMD plane is considered a separate detector for these purposes.
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Figure 3-3: E/p spectrum for electron response in a single eta ring. The spectrum
is fit to a gaussian and the mean is extracted. From this mean a gain correction is
calculated and applied to the towers in that ring.

Table 3.1: Clustering Parameters

Detector E,,eed [GeV EnM [GeV] N,.
Towers 0.4 0.05 4
BSMD7 0.4 0.005 5
BSMDO 0.4 0.005 5

user-defined seed threshold (Eeed). Once a cluster has been identified, the algorithm

searches for any adjacent channels with energies that are above a second, lower,

threshold (Edd). For each BSMD, an adjacent channel is simply the strip directly on

either side of the seed strip. For the two-dimensional tower plane, adjacent channels

are any towers sharing a border with the seed tower. Strips and towers are added

iteratively in this manner until either 1) the adjacent channel energy falls below

Eadd, 2) the adjacent channel energy is greater than it's neighbor's, or 3) the cluster

size reaches its user-defined maximum size, N,. Table 3.1 lists relevant clustering

parameters. The resultant channels make a fully formed cluster, with characteristic

energy and position, and are subsequently removed from the list.

The clustering algorithm is iterated until all clusters are found in all subdetectors

for an event. The next step is to combine clusters from different subdetectors to
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Figure 3-4: Problematic point-making situation. Clearly q1 could be mapped to

either 77 or r7 SMD clusters; and the same for 02. The clustering energy asymmetry

is used to disentangle these states and match proper clusters into points [43].

create single photon candidates we call BEMC points. Points are rejected unless

they contain clusters from the BEMC, BSMD-q, and BSMD-0. For the range of 7ro

momenta we are interested in, the minimum separation between decay photons is

smaller than the size of a tower and both decay photons regularly strike the same

tower. Requiring proper clusters in both BSMD planes allows us to separate and

identify both photons in a single tower.

Combining clusters into points is a nontrivial exercise in the case where one tower

cluster can be mapped to more than one cluster in either (or both) BSMD planes. A

problematic clustering state is illustrated in Figure 3-4. Clearly, the either BSMD-y

cluster could be mapped to either BSMD-4 cluster. The algorithm calculates the

energy asymmetry,
IE - E01

Aenerg E- E (3.1)E, + EO '

for all possible combinations of E, and EO. Since a single photon should deposit

roughly the same energy in both planes, the algorithm form points for the combination

that minimizes this asymmetry.



The algorithm splits the tower cluster energy according to the fractional contri-

bution to the total SMD energy from each point. That is for a single point i,

Ei = Etower * + (3.2)
Z 3 En3 +ZEj E0(

where Etower is the sum of the energies in all of the towers in the tower cluster. The

position of each point in rq(0) is given by the energy weighted average of SMD-77()

strips. For a point with j strips in q and k strips in q the position X = (77, q) is given

by
, E * (3.3)
Ej Ej

and

SE3 * 
(3.4)

Finally, the algorithm must veto events from charged particles that shower in the

BEMC and would otherwise mimic a photon response. This is done by applying a

charged track isolation. Any BEMC point with an associated TPC track is thrown

out as a photon candidate. A TPC track is considered associated to a BEMC point

if

A72 + Aq 2 < .04, (3.5)

where A77 = rtrack - r7 point and AO = )track - point-

3.4.3 7ro Candidates

Lastly, the photons are associated into 7ro candidates. Candidates are formed from all

photon pairs in an event. Many photons are produced in each event, thus 7ros cannot

be directly identified. Instead 7ro are counted statistically using the 7yy invariant mass,

which manifests itself over many runs and fills as a narrow and intense peak above a

wide background. The invariant mass Min, of a pion is calculated from its two decay

photons as

Mi,, = VEE 2 (1 - cos ), (3.6)
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Figure 3-5: Typical two-photon invariant mass spectrum. A tall narrow 7ro mass peak

centered around .135 GeV/c 2 emerges from a broad background distribution. Also
visible is the mass peak for the q meson, centered around .550 GeV/c2.

where E 1,2 are the energies of the two decay photons and 0 is the opening angle

between them. Figure 3-5 shows an example y7y invariant mass spectrum. Background

candidates contribute to a long combinatoric tail as seen in Figure 3-5. Background

subtraction and signal extraction techniques are described in sections 4.2 and 5.4.

The pertinent characteristics of each iro candidate, including kinematic quantities (rl,

0, PT, etc.) and event-level quantities (run number, beam polarizations, spin state,

etc.), are calculated and the information is stored in a custom object class within the

ROOT framework [17] which are in turn written to ROOT trees. These trees provide

an added abstraction layer to the data, enabling rapid analyses.6

3.4.4 Event and Candidate Selection

A certain level of quality assurance (QA) is performed to find and remove unstable

runs or events. Initially, we examine every run in Long2. Runs with known issues are

6For example, the Run 6 MuDSTs require more than 10 TB of space and must be stored on

multiple servers at RCF while the candidate trees require less than 5 GB of storage space.



identified and removed from analysis. Specific metrics such average vertex position,

trigger rate, and 7ro rate, are calculated. Runs with outlying values of these metrics

are also removed. The remaining 306 runs comprise the "golden" run list used in this

thesis.

Further selections are made on the individual 7ro candidates to arrive at a pure

sample. We optimize these selection criteria, or cuts, based on the requirements of

the measured quantity (ALL or cross section).

A fiducial volume cut and an event vertex cut are introduced avoid edge effects in

the detector. A lower bound is set for single photon energy to reduce backgrounds.

Only 7ros with pT above the trigger threshold are selected for. This ensures that

all ro candidates would pass the trigger requirement and avoids trigger bias in the

measurement. A mass window is placed around .135 GeV. Finally we select a range

of energy asymmetries, Z,, defined as

SIEl - E 21
Z^ = E E2(3.7)

El + E2

where E 1,2 are the energies of the daughter photons. A ro is equally likely to decay

with any energy configuration and theoretically the measured Z,, distribution should

be flat between 0 and 1. In our energy range, however, the L2 trigger preferentially

selects events with a large asymmetry, since a higher energy photon has a better

chance of depositing enough energy in the BEMC to satisfy the trigger condition. The

measured Z,, distribution is peaked towards unity. But the background distribution

of uncorrelated photons is even more sharply peaked towards unity. An upper bound

is placed on Z,, to optimize signal over background. This upper bound also acts as

a PT dependent minimum energy selection criterion on individual photons, reducing

the split-cluster background that is discussed in section 3.5.



3.5 Background Sources

In Figure 3-5, above on page 60, we showed a typical measured 77 invariant mass spec-

trum. The 7ro peak is clearly visible and is distributed around the nominal 7ro mass

of 135 MeV/c2 . Also visible is the peak for the r --+ y7 decay at Minv 550 MeV/c 2.

Two separate sources of background combine to form the broad background distribu-

tion: combinatoric background, built from unrelated photon pairs, and the so-called

"low mass" background arising from artificially split clusters in the BSMD. These

background sources must be properly modeled and reproduced so they can be ac-

counted for in the final results.

Since the 7ro finding algorithm by design combines all possible photon pairs in an

event into candidates, many of these candidates will be built from unrelated photons.

These combinatoric candidates take on a range of masses and pTs. Some of them will

pass all of the data cuts and perfectly mimic true 7ros. By correctly modeling the

combinatoric background, this fraction can be calculated and the effect on our final

results can be ascertained.

The combinatoric background is modeled using a mixed-event technique with the

data itself, not simulation. Photons from different events are combined into 7ro can-

didates. We need to be careful; a naive mixed-event algorithm will treat all photons

as if they are completely uncorrelated. In a single event, however, the photons, even

photons from different sources, are highly correlated with the jet-like structure of

the events. Any attempt to accurately model the background must account for this

underlying correlation. We identify the jet axes in the two mixed events and perform

a rotation forcing an alignment of these jet axes. Given two events (El and E2) we

calculate the jet axes ((i 1 , ¢1) and (772, 72)). Every particle i in El is translated as

-i -Oi + AO (3.8)

771 -* ?Ii + Aq7, (3.9)
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Figure 3-6: Illustration of event rotating procedure undertaken in modeling the com-
binatoric background. Different events are rotated by Arn and AO to mimic the
underlying jet structure in a single event [28].

where

AO¢ = 2 - ¢ 1 , (3.10)

and

A = q2 - r1l. (3.11)

Figure 3-6 shows a cartoon of this rotation procedure. To minimize error from detector

effects, only events with similar z vertices and similar jet axes are mixed. The result

is an invariant mass distribution for the background, which can then be normalized to

the high mass tail of the data where we expect only combinatoric events. An example

of the results of the mixing algorithm is shown in Figure 3-7. The model matches

the background shape well in the high mass region and in the region between 7ro and

,q peaks. The procedure for rotating jets in mixed events was devised by Oleksandr

Grebenyuk at NIKEF; more information can be found in [28].

The second background contribution, the "low mass" background, is an artifact

of inefficiencies in the detector and the clustering algorithm. For some small fraction

of photons, the clustering algorithm will fail for one of the BSMD planes, resulting

in an artificially split cluster. The algorithm will subsequently reconstruct two pho-
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Figure 3-7: Mixed event simulation of combinatoric background (in green) compared
to data (in black). The "humped" shape of the mixed mass distribution is the conse-
quence of properly rotating the mixed events to mimic the underlying jet study. The
mixed event sample clearly matches the data in the high mass region and between
the 7ro and ri peaks.
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Figure 3-8: Illustrations of artificial cluster splitting in the SMD. Red and green bars
represent energy responses of neighboring SMD strips. Statistical fluctuations and
missing strips can cause erroneous cluster splitting.
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tons instead of one. These two photons will in turn be reconstructed as a single iro

candidate with an uncharacteristically low mass. The algorithm splits clusters for a

number of reasons. A broken strip in the middle of a cluster will produce a split, as

will a statistical energy fluctuation where a strip's recorded energy is higher than it's

neighbor's and high enough to seed a second cluster. Illustrations of these cases are

shown in Figure 3-8. The low mass peak is modeled using single particle MC, identi-

fying cases where one photon is reconstructed as two. 7r0 candidates built from these

split clusters are run through the same analysis algorithm as the data. The result is

an invariant mass distribution, peaked at low mass, the tail of which falls within the

mass window for true pions. The low mass background template is normalized, along

with the combinatoric background, to the data.

3.6 Comparison Between Data and Simulation

3.6.1 Kinematic Variables

Figures 3-9 through 3-11 show comparisons of data and filtered MC for qj, PT, and

Z,,. The MC distributions have been scaled to reflect the sampled luminosity of the

data distributions. The agreement validates the MC simulation and testifies to our

understanding of the relevant detectors. Of particular importance is Z,, which is

sensitive to both the energy reconstruction in the BEMC towers and the clustering

algorithm in the BSMD. The agreement between data and MC shown in fig 3-11

reinforces the conclusion that the simulations reproduce the experimental conditions

quite well.

3.6.2 pT-Dependent Mass Peak

Figure 3-12 shows the reconstructed mass peak position (taken to be the mean of a

gaussian fit) vs. PT for r0 candidates in the Run 6 cross section analysis. Clearly, there

is a non-random pT-dependence in the reconstructed 7rO mass. The mean mass of a

7ro increases with increasing PT. Naturally, this dependence cannot be a true physical
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Figure 3-9: Data and MC distributions for 7ro pseudorapidity.
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Figure 3-10: Data and MC distributions for 7ro transverse momentum.
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Figure 3-11: Data and MC distributions for iro Z.

phenomenon. rros at high PT should have exactly the same mass as ros at low PT

(~ 135 MeV/c2 ). This effect is a product of detector effects and our reconstruction

algorithm. The invariant mass of a 7r0 is proportional to the energies of the individual

photons as well as the opening angle between them (see Eq. 3.6). Any bias towards

higher values of either of these parameters will artificially increase the reconstructed

mass.

At least three different effects, jet background, wrongly-measured di-photon open-

ing angle, and BEMC energy resolution, combine to cause this pT-dependence. First,

events that produce high-pT particles are from rare hard scatters. The overall ET

content of these events tends to be greater than softer events, and thus more particles

tend to be created adding energetic background. Second, the BSMD strips have a

finite distance between them. Because the clustering algorithm requires two separate

BSMD clusters to reconstruct a ro and those clusters must have at least one strip

between them (or they would be merged) it is biased towards larger-than-average

opening angles. In other words, the angle between two photons will be artificially



0.24
0+ Data

S0.22 - + Monte Carlo
? - - True xo Mass

0.2

0.18

E 0.16

0.12-

6 8 10 12 14 16 18 20
PT [GeV/c]

Figure 3-12: Mean reconstructed ro mass for data (black) and simulation (red) vs.
pT. The PDG mass of the r0o is shown in blue.

increased to the incremental strip size, biasing r reconstruction to larger mass. Fi-

nally, intrinsic fluctuations in the BEMC energy response cause rO candidates to shift

bins. Because of the steeply falling pT spectrum, the net migration will be to higher

PTs. For a fixed opening angle, candidates with higher reconstructed pT will also

have higher reconstructed mass. The net migration towards higher pTs biases irO

reconstruction to larger mass.

The pr-dependent mass peak effect is readily reproduced in the filtered PYTHIA

simulation. Figure 3-12 shows reconstructed mass peak position for data and simu-

lation for a number of bins between 5 and 21 GeV/c. In chapters 4 and 5 we will

describe our techniques for correcting the data to account for any inefficiencies in the

detectors, reconstruction algorithms, etc. for the cross-section measurement. These

corrections are based on this very same full-QCD simulation sample and will account

for any effects this pr-dependent mass will have on our measurement.
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Figure 3-13: Left: Two photon invariant mass distribution for data (black points) and
various simulation components (see legend) illustrating the method of simultaneously
fitting all contributions to the data. Right: Same data distribution compared to
combined simulation (red.)

3.6.3 Invariant Mass Distribution

Since ros are identified by their invariant mass, we must properly understand and

be able to explain all the features of the measured Mi,, distributions. Figure 3-13

shows one such distribution. On the left, the data are plotted along with simulations

of the four different pieces that contribute to the distribution. The backgrounds

contributions are described in section 3.5. The r7 meson peak is measured using single

particle simulation. The pion peak is reconstructed from identified 7ros in the filtered

PYTHIA full event simulation. These four pieces are simultaneously fit to the data.

Figure 3-13 (right) shows the combined MC compared to data. They agree well over

a large range in Mi,,, indicating that the spectrum is well understood in terms of its

constituent parts.
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Chapter 4

Cross Section

The invariant

[45]

differential cross section for inclusive 7ro production in pp collisions is

d3ap+p- ' +X 1 1 1 1 1 Nraw
d 3p 2 7pr PT ApTA Fy/ Ctrig+reco (4.1)

where:

SNa,,, is the background-subtracted raw yield for a particular PT bin,

* pT is the mean pr of all ros in a bin,

* ApT is a correction for the finite width of the bin,

* At is the pseudorapidity coverage (Aqt = 1.4 this measurement),

* Ctrig+reco is a correction for finite triggering and reconstruction efficiency,

* F,,/F = 98.79%, the branching fraction for 7ro -+ -y7y [52],

* L is the sampled luminosity.

In this chapter we will detail how each of these quantities is calculated. Then we

will show results for the cross section using the Run 6 data. We will conclude with a

discussion of systematic uncertainties affecting the cross section measurement.
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Figure 4-1: Average number of good 7r0 candidates per triggered event. The arrows

show the stable run region used in the cross section analysis.

4.1 Data Selection and QA

Previous measurements of inclusive 7ro production at STAR have shown that the

limiting factor in the precision of the measured cross section is systematic uncertainty

[28] [45]. In these analyses, the systematic uncertainty was up to an order of magnitude

greater than the statistical uncertainty. We thus optimize our data selection to control

systematics. As was discussed in Chapter 3, the status of towers and BSMD strips

change over time. In addition, at the beginning of Long2, L2y thresholds and pre-scale

factors were adjusted to optimized trigger rates. We can reduce our systematics by

limiting ourselves to a range of runs corresponding to a stable detector configuration.

The average number of 7ro candidates found per event is a good indicator of stability,

since it is sensitive to both the towers and BSMD strips. Figure 4-1 shows the average

number of candidates per event as a function of run index. During the first - 100

runs, the trigger thresholds and prescales were varied to optimize trigger rates, and

these changes are reflected in the 7ro rate. Changes in tower and BSMD status can be

seen throughout the running period, but are most severe in late running (run indices

250+). This cross section measurement is restricted to 85 runs between 7139017 and

7143025, highlighted in Figure 4-1, that correspond to a stable detector configuration.



4.2 Signal Extraction

For this set of runs, all r0 candidates are identified using the process described in

Chapter 3. They are then subjected to a series of selection criteria designed to increase

the signal to background ratio of the sample. With the exception of a mass window

cut, described later, all selection criteria used for this analysis are listed below:

* Event passes both hardware and software L2 trigger conditions,

* Candidate pT > 5.5 GeV/c,

* Event vertex is found and I Z.tI < 60cm,

* icand. < 0.7,

* Zyy < 0.7, and

* Charged track veto.

The pT cut removes trigger bias by ensuring all 7r0 candidates should fire L2y.

The vertex cut combined with the 7 cut form a de facto fiducial volume cut, remov-

ing the two tower rings at the outermost edges of the BEMC. These tower rings are

difficult to calibrate and are obstructed by more material than the rest of the BEMC.

A straight detector 771 cut is not appropriate for this measurement because the cross

section is defined over a specified range in particle r7. A detector 77 cut would leave

us with a poorly-defined particle 77 range. The Z,, cut serves to reduce backgrounds

which tend to be more peaked towards high Z,. This is shown in Figure 4-2, the

cumulative Z,, distributions for signal (candidates lying within the mass window

cut) and background. The Z, cut also provides an implicit, pT-dependent cut on

minimum photon energy. Ignoring low-energy photons serves two purposes: increas-

ing signal-to-background ratio, as low-energy photons tend to be from noise (e.g.

brehmstrahllung from conversion electrons), and decreasing the BEMC energy-scale

systematic, as the BEMC energy resolution decreases with energy.
1Detector q is the pseudorapidity of a 7r candidate assuming an event vertex at the center of

STAR. Particle ?r is the true pseudorapidity of a 7ro candidate, measured from the reconstructed
event vertex.
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The surviving ro candidates are separated into nine p bins between 5.5 and 21

GeV/c. The bin boundaries and the mean pT for each of the nine bins is listed in

Table 4.1. The yy invariant mass plots for each of the nine bins are seen in Figure

4-3.

Next, we must subtract from the raw yields the backgrounds, which are modeled

as described in Section 3. The background candidates, both for split clusters and com-

binatorics, are also separated into nine P bins. This results in a background "shape"

for each bin, the scale of which is determined by the amount of MC produced. Added

Table 4.1: Cross Section Bins

Bin Number p Range [GeV/c] Mean pT [GeV/c]

1 5.5- 6.0 5.76
2 6.0- 6.75 6.37
3 6.75 - 7.5 7.10
4 7.5- 8.25 7.84
5 8.25- 9.25 8.69
6 9.25 - 11.0 9.96
7 11.0- 13.0 11.8
8 13.0 - 16.0 14.1
9 16.0 - 21.0 17.7
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to these background shapes are invariant mass shapes from MC 7ros and q-mesons.

The MC 7rs are taken from the filtered Pythia sample. The true 7rs are associated

with reconstructed 7ro candidates, where association indicates JAr2 + A :2 _ 0.01

where A77 and AO are the differences in the positions of reconstructed and true rs.

The r mesons are taken from single particle MC. The simulated distributions are

then simultaneously scaled to best fit the data. The resulting simulated invariant

mass distribution describes the data well over a large range in Mi,,.. Finally, the

normalized background distributions are subtracted from the data. What remains is

a mass distribution of pure 7rs, centered approximately around 135 MeV/c2.

To calculate the background-subtracted raw yield, the mass spectrum is fit to

a gaussian function in the region surrounding the peak. We calculate the integral

of the Mi,, spectrum from y - 3a to p + 3a, where p is the mean of the gaussian

fit. Figure 4-4 shows the background subtracted invariant mass spectra. From these

distributions we can extract Nr,, from equation 4.1.

4.3 Luminosity

The luminosity quoted in Table 2.1 is the delivered luminosity, that is, the luminosity

provided by RHIC to the experiments. The L in eq. 4.1 is the sampled luminosity,

that is the integrated luminosity totaling from all events in the used data sample.

The total number of L2y triggered events (Ntrig.) is weighted by the minimum bias

cross section for pp collisions.

L = Ntjg. * Cp. (4.2)
CMB

where Cp,, is the trigger prescale factor and aMB is the minimum bias cross section.

The MB trigger, as described in section 3.2.1, is sensitive to the non-singly diffractive

(NSD) pp cross section. The BBCs capture 87 + 8% of all NSD events. aMB has been

measured to be 26.1 ± .2 mb [2]. The L2-y prescale factor was set to unity for all of

the cross-section data sample.
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Figure 4-5: Generalized correction factor for acceptance, triggering, and reconstruc-

tion efficiencies vs. reconstructed 7 0 PT.

4.4 Efficiency Correction

A correction factor, calculated in simulation, is introduced to account for acceptance,

triggering and reconstruction inefficiencies. This correction is pT-dependent and given

by N 0 (preco)

Ctrig+reco - Nrec°FTe) (4.3)

where Nre (true ) is the number of true 7ros generated in simulation at a specific value

of pT and passing the selection filter. Nrro(pT) is the number of 7ros reconstructed

at a specific PT passing all selection criteria. Candidates are generated from -1.3 <

< 1.3 and 3 GeV/c < PT 35 GeV/c in PYTHIA and reconstructed using GEANT.

The simulated events are processed identically to data, and thus Ctrig+reco will contain

implicit corrections for detector effects such as bin shifting, vertex reconstruction

efficiency, energy resolution, and cluster merging.

Ctrig+reco is calculated using the same binning as the cross section itself, thus the

correction can be applied on a bin-by-bin level to the background subtracted yields.
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Figure 4-6: Simulated pseudo experiment. Reconstructed data sample corrected using
simulation. Note the excellent agreement between "Truth" and "Corrected Data."

Figure 4-5 shows the correction factor Ctrig+reco between 5.5 and 21 GeV/c. Note the

characteristic rise of the trigger "turn on" below - 8 GeV/c followed by a region of

relatively constant efficiency between 8 and 21 GeV/c.

The good agreement between data and simulation, discussed in 3.6, indicates

that our acceptance, triggering, and reconstruction are well-modeled and that we are

justified in using simulation to correct the data. As an additional check, we perform

a pseudo-experiment in which the simulated sample is split into two samples, "data"

and "true." The "data" sample is reconstructed as if it were real data and the "true"

sample is used to calculate an efficiency correction. That correction is then applied to

the reconstructed "data" set. Figure 4-6 shows the results. The fully-corrected "data"

sample matches the "true" sample well over our entire pr range, further justifying

our use of simulation to correct the data.
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4.5 Results

Figure 4-7a shows the fully corrected invariant cross section for inclusive n7r production

in pp collisions at V = 200 GeV, measured at the STAR detector at RHIC. The

errors shown in 4-7b are purely statistical.

4.5.1 Statistical Uncertainty

The statistical uncertainty in the raw r 0o yields is not simply the square-root of the

number of ir0 candidates found because we do not directly measure No but Ncand,

which is the sum of signal and background. The uncertainty on the signal, 6No can

be approximated as

(6N,o) 2 = (Ncand.) 2 + (6Nbg) 2 , (4.4)

where Nbg is the number of background counts found. Assuming that 6 Nbg = Nb9

we reach a final determination of the statistical error on the yield:

6No = N,o + 2Nbg. (4.5)

4.6 Systematic Uncertainties

The overall uncertainty in the cross section is dominated by a few sources: raw yield

extraction, reconstruction efficiency, and BEMC energy scale. The sources of these

uncertainties and their effect on the cross section measurement are discussed below.

4.6.1 Yield Extraction and Reconstruction Efficiency

For each bin, we are attempting to determine p(N), the probability distribution

function for a given cross section value N. But what we measure is p(NZ), the

probability distribution function for Ni given some set of parameters I = (a, 3, 7, C),

defined as

p(NlZ) = Nw(a3, (4.6)
C
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where, the background subtracted yield N raw is calculated as described in Section

4.2, the bin-by-bin efficiency correction C is calculated as described in Section 4.4

and a, 3, and y are fit parameters describing the background distributions. Each

parameter has an associated uncertainty Ja, 60, and 67 determined from the fitting

procedure. C also has an associated uncertainty 6C from finite MC statistics.

The systematic uncertainties for yield extraction and efficiency are incorporated

into the final measurement using Bayesian marginalization [46]. The true distribution

function p(N) can be calculated from p(Nl:f) as

p(N) = Jdp(N )p(£), (4.7)

where p(l) is the probability distribution function for the parameters '. For a single

parameter, this is taken to be a gaussian with mean and width given by the fitting

procedure. For example

1 exp (a~ a)2 (4.8)
p(a) = exp - (4.8)

(6a')V [ 2(6a')



where o' and 6a' are the measured parameter and its uncertainty, respectively. The

integral in Eq. 4.7 is not always analytically possible. We approximate it in monte

carlo as

p(N) - p(N i) (4.9)
i=1

where x'i are sampled from p(Y) and m is some large number (10, 000 in our case).

The resulting distribution p(N) is then fit to a gaussian and the width is extracted.

That width is taken as the one-sigma systematic uncertainty on Ni. The point to

point systematic uncertainty is shown in Figure 4-8. A key point to take away is that

since we integrate over all parameters 4 at the same time, which implicitly accounts

for the correlations between the parameters.

4.6.2 BEMC Energy Scale

As noted in section 3.4.1 the BEMC calibration is accurate to -2%. When coupled

with the steeply-falling r0o cross section, this relatively small uncertainty becomes a

large effect. To estimate the effect this uncertainty has on the cross section measure-

ment the entire cross section analysis is repeated with the BEMC energy scale shifted

by +2%. The data is reproduced with every tower's energy response shifted up or

down by 2%. It is analyzed with all the same cuts and conditions as the true data.

Simulated samples are also reproduced with shifted BEMC gain tables. Correction

factors and efficiencies are recalculated. The gain-shifted cross sections are shown

with the true cross section in Figure 4-9. The ratio of true and shifted results are

plotted in Figure 4-10. For the lower points, where the reconstruction efficiency is

changing rapidly, the maximum difference between the nominal and shifted values is

taken as a conservative estimate for the systematic uncertainty on the cross section.

After the third point, when the efficiencies are constant, these distributions are fit to

linear functions. The values of the fits are taken to be a conservative estimate on the

systematic uncertainty from BEMC energy scale.
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4.6.3 Yield Stability

Throughout the determination of the cross section, we have placed selection criteria

on our data sample. For instance, we place a maximum Z,, cut of 0.7. These cuts

are motivated by our understanding of the detector and the underlying physics of

the measurements, but the specific location of each cut is somewhat arbitrary. The

cuts could move by some small amount and still be well-motivated. We would like

our measurement to be stable with respect to changing analysis cuts. To test this we

take vary our three most important cuts, Z,, Mi, window, and z vertex, in both

directions. We then repeat the analysis from start to finish to discern the effect (if

any) these cut changes have on the final cross section. The Z. and z vertex cuts are

varied by 10% in both directions. The mass window cut is varied by la of a gaussian

fit in both directions. Figure 4-11 shows nine plots, one for each of our pT bins.

The pT range for each plot is shown in the upper right-hand corner. Plotted on each

canvas are the change in cross section after the shift divided by the nominal cross

section value (Aa/a) for each of the six cut variations. Note the solid lines showing

the statistical uncertainty of the nominal cross section measurement in that bin. The

change in cross section values for all cuts in either direction are relatively small (on

order of the statistical uncertainty.) The bin by bin shift in measured cross section

for each cut variation is taken as a systematic uncertainty. All systematic errors are

added in quadrature with the exception of the BEMC energy scale systematic. The

results are shown in Figure 4-12
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Chapter 5

Asymmetry

The longitudinal double spin asymmetry, ALL, is defined as

ALL + +  + -  1 N++ - RN+-

a++ + a+-  PP2N++ + RN + - '

where a ++ ,(+- ) are the helicity-dependent cross sections for like-sign (opposite-sign)
beam configurations, P 1,2 are the polarizations of the two beams, N++,(+-) are the

helicity dependent ro yields, and R is the relative luminosity between like-sign and

opposite-sign helicity states. The remainder of this chapter will be devoted to the

measurement of each of these quantities and the determination of ALL, followed by a

discussion of systematic uncertainties.

5.1 Run Selection

Unlike in the cross section measurement described in the previous chapter, the un-

certainty in ALL is dominated by statistical effects. The dominating sources of un-

certainty in the cross section, including BEMC calibration uncertainty and efficiency

concerns, are negligible in the asymmetry measurement. These systematic uncertain-

ties affect the like- and opposite-sign cross sections identically, and thus cancel out

in the ratio of terms. The systematics that remain are small compared to statistical

error. Whereas maintaing detector stability is of primary concern in the cross section
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measurement, maximizing event count is most important in the asymmetry measure-

ment. Thus every Long2 run that passes initial QA (as described in section 4.1) is

incorporated in measuring ALL. The final run list for this measurement spans 306

runs between 7132005 and 7156028.

5.2 Polarization

The RHIC CNI and H-Jet polarimeters were described in detail in section 2.2.1. The

CNI polarimeters measure the polarization of the RHIC beams at the beginning of

each fill and every -2 hours during a fill.

In addition to overall beam polarization measured by the RHIC CNI and H-

Jet polarimeters, STAR measures the radial and vertical polarization components of

the beam locally using the BBCs. Since the BBCs surround the beam pipe, they

can simultaneously measure left-right and up-down asymmetries with respect to the

beam. The vertical polarization (Pv) can be extracted using

rij -1 _ BBC
EBBC = - 1 ANCc x Pv, (cos€) i,j = Left, Right, (5.2)

rij +1



and the radial polarization (Pr) can be extracted using

EBB i - 1 ABBC X Pr x (sine) i, j = Up, Down, (5.3)
ri + 1

where rij = (NNJ)/(NN)) and are the spin dependent yields on either

side of the beam and q is the azimuthal angle of the scattered partical. ABC has

been measured by comparing to CNI polarization measurements. Local polarimetry

provides an important crosscheck on the RHIC polarimeters as well as gives access

to the radial polarization of the beam which could lead to uncertainty in ALL as will

be discussed in 5.4.3.

5.3 Relative Luminosity

This relative luminosity factor, R, is defined as

R = (5.4)

where L++(+ -) is the measured luminosity for like(opposite)-sign helicity states of

the proton bunches. R is measured using the the STAR BBCs, which record each

collision event. The number of coincident signals in the two BBCs are counted with

the STAR Scaler Boards, a set of 10 MHz, 24-bit VME histogramming boards. The

spin pattern of each bunch crossing is set as the proton bunches are injected into

the accelerator. Four quantities, representing the four possible bunch configurations

configurations (N++, N+- , N - +, and N--) are recorded with the Scaler Boards.

After each fill, the ratio
N + + + N--

R = N+ + N (5.5)
N+- + N-+

is calculated.



5.4 Spin Sorted Yields

Finally, we must count the number of final state ros produced in each collision.

We can separate raw yields by spin configuration. The procedure for counting the

final state 7ros for the asymmetry analysis is similar to that outlined in section 4.2

for the cross-section. However, the two measurements are not identical and it is

worthwhile to describe the relevant differences in the two procedures. r0o candidates

are reconstructed using the same procedure detailed in chapter 3. These candidates

are run through the following selection criteria:

* Event passes both hardware and software L27 trigger conditions,

* Candidate PT > 5.2 GeV/c and PT < 16.0 GeV/c,

* Event vertex found,

* 77detector < .95,

" Z7, 0.8, and

* Charged track veto.

The trigger condition serves to identify events with a high probability of containing a

final state r 0 . The lower momentum cut ensures that each candidate itself could have

fired the trigger, eliminating any trigger bias effects. The upper momentum selection

is dictated by the decrease in statistics above 16 GeV/c. A vertex is required to

accurately reconstruct the invariant mass of the w0. Instead of making a hard vertex

cut as is done in the cross section measurement, timing information from the BBC is

used to ensure that the collision occurs within the detector volume. The ALL analysis

does not require a stringent vertex requirement as long as whatever requirement is

made is applied consistently across helicity configurations. Nor does it require a

strict particle 77 cut. Instead, a detector ?7 cut is made to remove untrusted portions

of the BEMC. Any corrections made to the spin-dependent cross sections would be

independent of the bunch helicity configuration, and thus would cancel out when



taking the ratio of cross sections in calculating ALL. These cuts are more permissive

than the cross section cuts, allowing for increased statistics, which dominates the

overall uncertainty in this measurement. This is true also for the Zy cut, which

increases the statistics at the expense of purity. Backgrounds are not as important

to the asymmetry measurement so sacrificing purity to increase overall statistics is

favorable.

7r candidates are divided into four pT bins, the boundaries of which are shown in

table 5.1. This binning was chosen to optimize statistics. The candidates are then

separated by helicity configuration into four categories, ++, +-, -+, and -- , where

the two symbols indicate the helicity configurations of the bunches in each beam.

As with the cross section measurement ros are identified by their 7y invariant mass

spectrum. Unlike in the cross section measurement, the background sources are not

subtracted from the mass distributions; all candidates within the mass window .08 <

Mi,, < .25 are accepted when determining the raw yields N ++ (+ - ) . Figure 5-2 shows

an invariant mass distribution for one specific pT bin along with the allowed window

for accepting candidates. The method used to account for background contamination

is described in section 5.6.

5.5 Uncertainties and Cross Checks

5.5.1 Statistical Uncertainties

The individual helicity-dependent yields N ++(+ - ) have an associated statistical un-

certainty that will propagate through to the final ALL measurement. The uncertainty

on N is not simply W as we must account for more than one 7rO candidate in a

single event. The number of 7r0 candidates falling into our mass window, Nand is

Ncand= E ki = (k)Nevents, (5.6)
i=events

Where ki is the multiplicity of each event, Nevent is the total number of events

that contribute a iro candidate to a particular bin, and (k) is the average multiplicity
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Figure 5-2: Invariant mass distribution for candidates. The grey portion of the mass
peak is what is accepted for the asymmetry analysis.

of the events. The uncertainty on Nm,1 is given by

(k2)NJVnd (k) . (5.7)

The effect of properly accounting for multi-particle statistics increases the statistical

uncertainty on ALL by 1-3% in each bin.

5.5.2 Relative Luminosity Uncertainty

We estimate the uncertainty due to relative luminosity by measuring R (from eq. 5.2)

using two different methods. The nominal R values are measured using the BBCs as

described in section 5.3. A second, independent measure of the relative luminosities

was made using the ZDCs. The uncertainty on R will be dominated by the statistical

uncertainty in the ZDC which counts at a much lower rate than the BBCs. We then

calculated ALL, on a run-by-run basis, using the two sets of R values. A weighted

average of ALL was taken over all runs for both methods and the difference between



those averages was taken to be the uncertainty JALe.Lum. We assign an uncertainty

of 9.4x10- 4 , which is negligible when compared to the statistical uncertainty in ALL.

For more information on the relative luminosity see [36].

5.5.3 Non Longitudinal Beam Components

We also estimate the effect of non-longitudinal beam components on the ALL mea-

surement. It is possible that the beam will have some net transverse and radial polar-

ization. The uncertainty from non-longitudinal components is determined according

to:

6A n - l g . = tan(y)tan(B)cos y - B) * AI, (5.8)

where 0 and € represent the magnitude of the transverse and radial components of

the beam in the longitudinal data set for the yellow (Y) and blue (B) beams and AE

is the transverse double spin asymmetry. The angles are calculated using left/right

and up/down asymmetries, with respect to the beam, in the BBCs. A conservative

estimate of the angular component of Eq. 6.5 (6A-long. /Ar,) is 0.0102 + 0.0002.

Note that determining AE for inclusive 7ro production is not feasible due to a lack of

statistics. Instead, we make a conservative estimate using A, measured for inclusive

jet production. From these pieces we estimate the systematic uncertainty from non-

longitudinal beam components as JALn -l n g = 1.0x10 - 3 , which is dominated by the

statistical uncertainties on ALL.

5.5.4 Single Spin Asymmetries

We perform an important crosscheck by measuring the single longitudinal spin asym-

metries, AL for each bin. These parity-violating asymmetries are expected to be zero

in QCD reactions. AL can be written as

AY(B) 1 N + - RIN-

PY(B) N+ + R 1N-' (5.9)
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Figure 5-3: Left (Right): single spin asymmetry (AL) for the blue (yellow) beam
per run vs. run index. Points are fit to a constant value, shown upper left, and are
consistent with zero.

where P is the polarization, R 1 is the relative luminosity, N is the helicity-sorted

yield, and the +, - refer to the helicity configuration of the beam in question. The

opposite beam is treated as unpolarized by averaging over its spin states. Figure 5-3

shows the single spin asymmetries, measured on a run-by-run basis, for yellow and

blue beams. The points are plotted against run index and then fit to a flat line. In

both cases the fit is consistent with zero as expected.

5.6 Results

With the polarization, relative luminosity information, and spin sorted yields mea-

sured, we calculate ALL. ALL is calculated as a sum over fills as

ALL (PyPB)(N++ - RN+-)
E(PyPB)2 (N++ + RN+-)' (5.10)

We also account for the presence of background in the helicity-sorted yields. The

two types of backgrounds (combinatoric and "low mass") have been described in

detail in section 3.5. These backgrounds are treated differently in the ALL mea-



Table 5.1: Background Fractions

PT Range [GeV/c 2] fomass fomb
5.2 - 6.75 3.6% 5.8%

6.75 - 8.25 3.9% 5.9%
8.25- 10.5 9.3% 5.3%
10.5- 16.0 8.6% 5.9%

surement than they are in the cross section. For the asymmetry measurement, the

backgrounds dilute ALL. Instead of subtracting the backgrounds, we calculate the

amount of "false positives" that fall into the signal region. From this we can calcu-

late the background fraction in each of the pT bins and the subsequent dilution of

ALL. An illustration of this can be seen in Figure 5-4. The portion of the combina-

toric background falling in the allowed mass region is highlighted. Once we have the

background fraction, we calculate an ALL for each background type. For the combi-

natoric background this means calculating ALL in the high-mass region (1.2 GeV/c 2

< Min _< 2.0 GeV/c 2 .) For the split-cluster background this means calculating ALL
in the low-mass region (0 GeV/c 2  Min, < 0.7 GeV/c 2.) The measured ALL values,

integrated from 5.2 < pT 5 16.0 GeV/c for the background sources are

Aobinatoric = -0.0084 ± 0.014, (5.11)

and

A'm " a8s = -0.020 ± 0.020. (5.12)

Because both background sources are algorithmic in nature, any asymmetry should

not be pT-dependent. It is thus appropriate to integrate over all measured values of

PT.

With both Abg, and background fraction, we proceed to correct A7L to account

for each background source. We calculate Ameasured, the true values of ALL according

to the formula

Ameasured (1 - fbS - f) * AL + f + fb * A + f (5.13)
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Figure 5-4: Invariant mass distribution with mixed event background shown (in red.)
The "contamination," or portion of the background that falls within the mass window
is shown filled in.

Table 5.2: ALL Numerical Results

pT Range [GeV/c] ALL (10-2) Stat. Uncert. (10-2) Syst. Uncert. (10-2)
5.2 - 6.75 0.85 1.1 0.13

6.75- 8.25 0.22 1.38 0.13
8.25 - 10.5 2.85 1.91 0.13
10.5- 16.0 -0.50 3.13 0.13

Here f ) is the background fraction for low mass (combinatoric) background and

Abg"(c) is the measured ALL for low mass (combinatoric) background. The background

fractions for both types of background for all bins are given in table 5.2.

Figure 5-5 shows the At" result for inclusive 7r production for 5.2 GeV/c < p <

16.0 GeV/c during Run 6. The point are located at the center of each bin and the

vertical error bars are statistical only. The numerical results are given in table 5.1.

Discussion of the ALL results and comparison to theory will be covered in the following

chapter.
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Figure 5-5: ALL for inclusive irO production between 5.2 and 16.0 GeV/c in pT. Statis-
tical uncertainties are plotted as error bars on the points. The systematic uncertain-
ties are represented by the shaded band beneath the points. An 8.3% normalization
uncertainty from polarization values is not included.
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Chapter 6

Results and Discussion

We have presented a measurements of Ed(pp -- O + X), the cross section for inclu-dp3 -X, thcr section for incl-

sive 7ro production in proton-proton collisions at = 200 GeV, and a measurement

of ALL +x, the double longitudinal spin asymmetry for inclusive 7ro production in

polarized pp collisions. We have described the equipment used to collect the data as

well as the techniques used to analyze the data, to separate signal from background,

and minimize uncertainty. We have performed crosschecks and QA on the data and

compared measured data to simulation in an attempt to demonstrate our understand-

ing of the experimental environment and to assure the validity of our results. These

measurements enable us to better understand the fundamental nature of QCD in the

nucleon. This chapter is dedicated to comparing our results to theoretical predictions

and showing where our measurements fit in the larger picture of QCD spin physics.

6.1 Cross Section Results

AG can only be extracted from ALL within the pQCD framework. Comparing the

measured unpolarized cross section to pQCD predictions at =- = 200 validates the

use of pQCD in the energy regime of our asymmetry measurement.

Figure 6-la shows the invariant cross section for inclusive 7ro production as a

function of pT as described in Chapter 4. Two theoretical calculations are plotted

with the measurement. The two NLO pQCD predictions have been calculated using
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Figure 6-1: Cross section for inclusive 7ro production. a) The unpolarized cross section
vs. pT. The cross section points are plotted along with pQCD predictions made using

DSS and KKP fragmentation functions. b) Statistical and systematic uncertainties
for the cross section measurement. c) Comparison of measured values to theoretical
predictions. Predictions are shown for three different fragmentation scales to give an
idea of theoretical uncertainties.
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E d3a/dp
[mb GeV - 2 c3]

1.13x10 - 5

4.21x10 - 6

1.57x10 - 6

7.12x10 - 7

3.18x10 - 7

1.29x10-7
3.41x10-8
6.28x10 - 9

8.58x10 - 10

Table 6.1:

Statistical

Uncert.
2.8x10 - 7

8.5x10 - 8

3.3x10 -8

1.9x10-8
1.0x10 - 8

4.3x10 - 9

2.0x10 - 9

6.4x10 - 10

1.7x10 -10

Cross Section Results

Point-to-Point

Syst. upper/lower (%) Syst
15.4/15.3
10.4/9.9

10.6/11.0
10.8/13.8
14.1/14.2
14.9/16.1
14.9/19.2
18.1/22.0
35.0/36.5

Energy Scale

upper/lower (%)
28.0/16.7
17.6/19.9
20.4/8.1
20.5/8.9
20.5/9.9

20.5/11.3
20.5/13.4
20.5/16.0
20.5/20.1

fragmentation functions from DSS [22] and KKP [37]. Panel 6-1b shows the statistical

and systematic uncertainties of the measurement. Comparison between measured

values and theory can be seen in panel 6-1c where the relative difference between

data and theory is plotted for both predictions. Also shown in 6-1c is the fractional

difference between data and DSS predictions at two different factorization scales,

p = 2 pT and pu = pT/2, indicated by the dashed and dash-dotted lines, respectively.

These different scales represent an estimate of the theoretical uncertainty for the cross

section measurement. The numeric results are shown in table 6.1.

The data match theory quite well for both sets of FFs. This agreement indicates

that indeed pQCD is a viable framework in which to interpret our ALL results. We

can use measured ALL to extract AG and increase our understanding of nucleon spin.

Previous measurements of this same cross section performed both at STAR [45] and

PHENIX [4] show similar results.

6.2 Asymmetry Results

Now that we have verified that theoretical predictions from pQCD describe the data

well, we can proceed to compare our measured ALL results to theoretical predictions.

Figure 6-2 shows ALL vs pT between 5.2 and 16.0 GeV/c. The numerical results are

given in Table 6.2. Figures 6-3 and 6-4 show a comparison of A+P'O+x as presented
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[GeV]
5.76
6.37
7.10
7.84
8.69
9.96
11.8
14.1
17.7
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Figure 6-2: The double longitudinal spin asymmetry, ALL VS PT for inclusive 7r0

production. The error bars are purely statistical. The systematic uncertainty is
represented by the shaded band beneath the points. The measurement is compared
to a number of pQCD predictions for different input value of AG. See the text for
further explanation.

Table 6.2: ALL Results

Stat. Error

(10-2)
1.1

1.38
1.91
3.13

Syst. Error

(10- 2 )
0.13
0.13
0.13
0.13
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pT Range
[GeV]

5.2- 6.75
6.75 - 8.25

8.25- 10.5
10.5- 16.0

ALL

(10-2)
0.85
0.22
2.85

-0.50
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Figure 6-3: The
[13]. Note that
comparable.

current ALL measurements from STAR (black) and PHENIX (green)
in the measured range, the precision of the two measurements are

4i -- 0 + X,%. . 200 GeV, -.95 < .95

PT [GOeV/c]

Figure 6-4: The STAR run 6 A' measurement (black) and the STAR run 5 A0
measurement (blue) [45]. The Run 6 measurement represents a large increase in
precision as well pr range.
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Figure 6-5: NLO calculations for xAG(x) at a Q' of 4 GeV2 by Gehrmann and Stirling.
Of particular interest is the "C" parameterization, as it affords a large integral value
of AG while still have a small integral value in STAR's measurable x region (shown
shaded.)

in this thesis with measurements from PHENIX in Run 6 [13] and STAR in Run 5

[45], respectively.

6.2.1 Interpretation

In Figure 6-2 the measured ALL values are plotted along side various predictions for

different models of AG. Two curves to note in particular are the black curve (DSSV)

and the grey curve (GRSV Standard). GRSV Standard shows the prediction for ALL,

within the GRSV framework, based on the best global fit to polarized DIS results.

As discussed in Chapter 1, these experiments yield a best fit with large uncertainty

on Ag(x). DSSV shows the prediction for ALL based on the best global fit to not just

pDIS data, but also two recent RHIC results as well.' The red, green, and blue curves

show predictions within in the GRSV framework for maximum, maximum negative,

and null values of AG respectively. The pink curve (GS-C) is of particular interest

because it illustrates a known shortcoming of this analysis, namely that it only probes
1Data from this thesis are not included.

106



S 0.'
,4

+ -0 no + X,\s = 200 GeV, -. 95 1 < .95

pT[GeV/c]

Figure 6-6: Measured ALL with a number of theory curves based on a variety of
predictions for AG.

a limited range in gl~,,. The GS-C prediction for xAg(x) can be seen in Figure 6-5.

The x j,, range of this measurement is also shown. GS-C predicts a large integral

value of AG. Because of the node in Ag(x), however, the predicted value in the

measured x-range (and consequently, the predicted value of ALL) is small. Thus, a

large integral value of AG is still possible with a small ALL.

We use our measurement of ALL to constrain AG. To this end, a series of fits in

the GRSV framework were performed by Marco Stratmann and Werner Vogelsang

[50]. For each fit a specific integral value of AG was chosen at the input scale and a

new set of polarized parton PDFs were calculated. For each of these calculations a

corresponding prediction for AP Z O + x (pT) was also made. Figure 6-6 shows fifteen

of these ALL predictions along with the measured values of ALL from this thesis. For

each prediction we calculate the X2 for the measured data using only the statistical

uncertainties on the data points. From the X2 and number of degrees-of-freedom we

can calculate, for each value of AG, the "Confidence Level," (CL) defined as

CL= 1 -f f(x, k)dx, (6.1)
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Figure 6-7: "Confidence Level" vs AG at Q2 = 1 GeV2 . This plot exhibits a peak

at GRSV-Std (AG = .42.) Large positive values of AG are clearly excluded, while

small positive and negative values are still consistent with the data. The dotted lines

show the uncertainty stemming from the 9.4% polarization uncertainty.

where f(x, k), defined as

f (, k)= 1 x(k/ 2)-le-x/ 2 , (6.2)
2k/2F(k/2)

is the X2 probability density function for k degrees of freedom. The CL represents

the probability that an observed X2 will, by chance, exceed 22. The resulting CL

profile, as a function of AG, is shown in Figure 6-7. Larger CL values indicate a

higher degree of consistency between data and prediction. From the Run 6 A oLL

we constrain AG, calculated in the GRSV framework, to be

AGGRSV(Q 2 = 1 GeV2) = 0.42 +0.085 (6.3)

based on a deviation of AXi2 + 1.

One definitive conclusion we can take from this measurement is that the gluons

are not maximally polarized. The maximum AG scenario, codified in the GRSV-

Max prediction is excluded at the 99.5% level based on these results. In this respect,
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this measurement reinforces previous STAR and PHENIX measurements that have

excluded the maximum scenario. At the current level of precision the data disfavor

large positive values of AG. The data are consistent with small positive or negative

values of AG. But we can find assurance in that this measurement is currently

limited only by statistical uncertainty. The methods we have developed in making

this measurement are applicable to future runs. At this point, making precision

measurements of AG becomes a matter of running the experiment for long enough.

Gains in luminosity, average beam polarization, and stable running at f = 500 will

lead to large increases in figure of merit and shrink the error bars to the point where

we can better distinguish between theoretical predictions.

6.3 Global Analysis Including RHIC Data

For the sake of completeness we finish by offering a snapshot of the current under-

standing of the proton's spin structure. A recent global analysis carried out by De

Florian, Sassot, Stratmann, and Vogelsang (DSSV) included for the first time ALL

results from the inclusive jet and r0o measurements by STAR and PHENIX respec-

tively. This analysis examined polarized pp scattering results along with those from

DIS and SIDIS. This global analysis indicated that ALL results from RHIC can and

indeed do constrain polarized PDFs [23].

Figure 6-8 shows the DSSV best fit for xAg(x) as a function of x. The result is

plotted at Q2 = 10 GeV. The uncertainty from the fit, shown as AX2 = 1 (the green

band) represents the one-sigma uncertainty on the measurement. The yellow band

represents AX2/X 2 = 2%. Unlike the previous global analysis by GRSV, this new fit

exhibits a node at x - 0.1. This node is a direct reflection of the small ALL results

coming from RHIC. If we compare this plot with its corresponding plot in Figure 1-4

we see that the uncertainty on the gluon PDF has shrunk significantly. We do not

yet have the precision in polarized PDFs for gluons that we do for the valence quarks,

but alea iacta est. The DSSV global analysis shows that AG can be constrained

using results from polarized pp collisions. Significant progress can be made at RHIC
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Figure 6-8: Polarized gluon PDF from DSSV fit. The best fit to RHIC, DIS, and
SIDIS data is the solid line. Error bands for AX2 = 1 (green) and Ax 2/X 2 = 2%
(yellow) are shown [23]. Data from this thesis are not included in the DSSV fit.
Results from previous fits are also shown.

by expanding the x-range. In RHIC Run 9, the polarized pp program will expand

to center of mass energy to 500 GeV, lowering the x range accessed. In addition,

correlation measurements (di-jet and photon-jet) are being explored as a way to map

the x-dependency of Ag. These techniques, along with future experimental facilities

like the Electron-Ion Collider (EIC), will give us the opportunity to make precision

measurements of the gluon polarization and the nucleon's spin structure.
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Appendix A

Previous ALL Measurements

A.1 Inclusive Jet Production at STAR

STAR has also measured ALL for inclusive jet production in both Runs 5 and 6.

The measured values of ALL are shown in the figures below along with a number

of theoretical predictions. For Run 5, STAR calculated the Confidence Level for a

number of AG values within the GRSV framework. These Confidence Levels are

plotted as a function of AG in Fig A-3.
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Figure A-1: ALL for inclusive jet production at STAR for Run 5. The error bars
indicate statistical uncertainties and the grey bands indicate systematic uncertainties.
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Figure A-2: ALL for inclusive jet production at STAR for Run 6. The error bars
indicate statistical uncertainties and the grey bands indicate systematic uncertainties.
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Figure A-3: Confidence levels for different integral values of AG based on the Run 5
inclusive jet production data. The yellow band represents the uncertainty from the
absolute polarization measurement.
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Appendix B

BEMC Energy Scale Uncertainty

Previous measurements of 7ro production at star have shown that the cross section

is sensitive to the energy calibration in the BEMC. A 5% uncertainty in energy

determination can lead to as high as -30% uncertainty in the cross section. Thus,

it behooves us to accurately determine the uncertainty in the BEMC energy scale.

Broadly speaking, there are two sources of uncertainty in the BEMC energy scale.

The first is an uncertainty in the tower gain calibration, which is common to all

analyses using the BEMC. The second is the uncertainty in the energy of tower

clusters (described in Section 3.4.2). This is unique to the 7ro analysis. Our estimate

is that both sources combine to yield a 2% uncertainty in the BEMC energy scale.

The procedure for obtaining that estimate is detailed below.

B.1 Tower Calibration Uncertainty

The energy from a tower is calculated to be

E = G* (ADC) (B.1)

where ADC is a number representing the digitized charge output from the PMT and

G is a proportionality constant called gain. Calibrating the BEMC amounts to setting

the correct value of G. Recall (Section 3.4.1) that the gains are set by identifying
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electrons by their dE/dx signature in the TPC and setting setting the value of electron

E/p to unity. To maximize statistics, this procedure uses every electron found during

the entirety of Run 6. This calibration procedure has a number of potential sources

of bias. For example, we know that the high tower triggers preferentially bias the

sample towards high values of E/p near threshold. This bias could potentially skew

our determination of E/p and thus bias G.

To estimate the uncertainty in G, we recalibrate the BEMC using a minimally

biased subset of electrons. We identify the primary sources of bias in the electron

sample and make a series of stringent cuts on the data to remove these biases. The

primary effects studies were:

* Energy leakage between towers. Electrons striking a tower near its border will

deposit energy in neighboring towers. This leakage is modeled in simulation and

corrected for. To remove any bias that may be introduced in this simulation

a fiducial volume is placed on each individual tower. Electrons not striking

the tower center (V/AT + A4 < 0.04) are rejected. This ensures that all of the

electron's energy is deposited in a single tower. Electron E/p is constant within

the chosen radius (see Figure X).

* Trigger bias. Near threshold, high-tower triggers preferentially pick out elec-

trons with high E/p (by ignoring events with energies just under threshold).

To minimize this bias, we removed high-tower trigger events from our sample.

This left only events with jet-patch triggers.

* Hadronic background. Long lived charged hadrons can mimic electrons. They

will manifest themselves in our E/p distribution as a peak at low E/p with a

long tail that fall under the electron peak, biasing it toward lower values. This

background shape was parameterized in background rich sample and incorpo-

rated in the recalibration electron sample.

Because of the strict cuts placed on recalibration sample, the whole barrel was

calibrated at once (in contrast to the original calibration, which was performed within
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Figure B-1: Comparison of true and reconstructed 7r0 energies. Reconstructed ener-
gies are biased 0.8% low.

eta rings). The deviation between E/p calculated using the pure electron sample and

the nominal calibration sample is 1.6%, which is taken to be the uncertainty in G.

Details can be found in [9].

B.2 Clustering

The first source of uncertainty accounts for accurately measuring the energy deposited

in a tower. But we must also worry that our energy determination at the BEMC point

level (see Section 3.4.2) does not reflect nature. It is possible for energy to be lost. for

example, in gaps between modules. This effect is highly dependent on the clustering

algorithm and is analysis specific.

To estimate this uncertainty we look to simulation. We demonstrate throughout

this thesis (see e.g. Sections 3.6 and 4.4) that the reconstructed simulation events

match the data. The question then becomes whether the reconstructed simulation

matches "truth" for the energies of BEMC points. Unfortunately we are unable per-

fectly associate PYTHIA-level 7ro candidates with GEANT-level reconstructed pions

candidates. Instead we perform a pseudo-association by requiring the reconstructed

r 0 has the same location (vAr + A¢ < 0.001) as the "true" 7rO. With this cut

we arrive at a pure sample of 7ros for which we know their true characteristics. We
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then compare the energy of the reconstructed 7ro with the true 7r0. Figure B-1 shows

(Er eco - Etrue)/Etrue for this limited sample. The resulting distribution is fit to a

gaussian. The mean of this gaussian deviates from zero by - 0.8%, which we take as

an estimate of the uncertainty in the BEMC point energy reconstruction.

To arrive at a conservative estimate, we treat the clustering and gain uncertainties

as completely independent. Adding the effects together in quadrature we arrive at

1.8% uncertainty. Thus we can confidently use 2% as an estimate of the uncertainty

in the BEMC energy scale.
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Appendix C

STAR Coordinates and Kinematic

Variables

Table C.1: Coordinates and Kinematic Variables

Symbol Definition
z Position along the beam pipe where z = 0 is in the center of

STAR. See Figure C-1
Azimuthal angle around the beam pipe where q = 0 points towards
the center of RHIC. See Figure C-2

0 Polar angle as measured from the beam pipe. See Figure C-1

PT Component of the momentum transverse to the beam pipe.
PT = p * sin(O) where p is the particle's momentum.

7 Pseudorapidity. 7 = - ln[tan(2)]
NFS center of mass energy. Since both beams have the same

energy at RHIC Vs = Ebeami + Ebeam2
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Figure C-1: Left: Schematic of STAR, viewed from the side, with coordinates marked.
Right: Schematic of STAR, viewed from the end, with coordinates marked.
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Appendix D

Summary of Cross Section

Systematic Errors

Table D.1: Summary of Systematic Errors

BEMC Energy Scale

(+2%/-2%)
28.1/16.7%
17.6/19.9%
20.4/8.1%
20.5/8.9%
20.5/9.9%
20.5/11.3%
20.5/13.4%
20.5/16.0%
20.5/20.1%

Efficiency

C
14.7%
8.2%
10.2%
9.6%
12.3%
11.6%
12.0%
13.2%
25.0%

z-rY Min, Window

+10%/-10%) (4a/2a)
3.1/1.2% 2.4/1.4%
4.8/3.8% 1.6/0.5%
1.3/0.5% 3.3/1.7%
1.3/2.4% 6.2/3.0%
4.2/2.7% 5.6/4.5%
6.8/1.5% 10.6/4.8%
4.0/9.2% 10.3/5.3%
8.0/2.0% 13.5/2.3%

15.2/14.5% 10.1/0.62%

Z Vertex

(+10%/-10%)
2.1/2.0%
3.9/3.2%
0.3/1.6%
2.9/5.3%

0.46/2.3%
2.6/0.4%
1.7/2.0%
0.8/5.9%
0.01/4.9%
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PT

[GeV]
5.76
6.37
7.10
7.84
8.69
9.96
11.8
14.1
17.7
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