We turn to modal auxiliaries and related constructions. The main difference from attitude constructions is that their semantics is more context-dependent. Otherwise, we are still quantifying over possible worlds.
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3.1 The Quantificational Theory of Modality

We will now be looking at modal auxiliaries like *may*, *must*, *can*, *have to*, etc. Most of what we say here should carry over straightforwardly to modal adverbs like *maybe*, *possibly*, *certainly*, etc. We will make certain syntactic assumptions, which make our work easier but which leave aside many questions that at some point deserve to be addressed.
3.1.1 Syntactic Assumptions

We will assume, at least for the time being, that a modal like *may* is a raising predicate (rather than a control predicate), i.e., its subject is not its own argument, but has been moved from the subject-position of its infinitival complement. So, we are dealing with the following kind of structure:

\[
\begin{aligned}
\text{a. Ann may be smart.} \\
\text{b. [ Ann [ λt [ may [ t be smart ]]]]} \\
\end{aligned}
\]

Actually, we will be working here with the even simpler structure below, in which the subject has been reconstructed to its lowest trace position. (E.g., these could be generated by deleting all but the lowest copy in the movement chain.) We will be able to prove that movement of a name or pronoun never affects truth-conditions, so at any rate the interpretation of the structure in (38b) would be the same as of (39). As a matter of convenience, then, we will take the reconstructed structures, which allow us to abstract away from the (here irrelevant) mechanics of variable binding.

\[
\begin{aligned}
\text{39. may [ Ann be smart ]} \\
\end{aligned}
\]

So, for now at least, we are assuming that modals are expressions that take a full sentence as their semantic argument. Now then, what do modals mean?

3.1.2 Quantification over Possible Worlds

The basic idea of the possible worlds semantics for modal expressions is that they are quantifiers over possible worlds. Toy lexical entries for *must* and *may*, for example, would look like this:

\[
\begin{aligned}
\text{38.} & \quad \text{[must]}^w.g = \lambda p_{(s,t)}. \forall w' : p(w') = 1. \\
\text{39.} & \quad \text{[may]}^w.g = \lambda p_{(s,t)}. \exists w' : p(w') = 1. \\
\end{aligned}
\]

This analysis is too crude (in particular, notice that it would make modal sentences non-contingent – there is no occurrence of the evaluation world on the right hand side!). But it does already have some desirable consequences that we will seek to preserve through all subsequent refinements. It correctly predicts a number of intuitive judgments about the logical relations between *must* and

---

1. The issue of raising vs. control will be taken up later. If you are eager to get started on it, read Sabine’s handout.

2. We will talk about reconstruction in more detail later.

3. We will assume that even though *Ann be smart* is a non-finite sentence, this will not have any effect on its semantic type, which is that of a sentence, which in turn means that its semantic value is a truth-value. This is hopefully independent of the (interesting) fact that *Ann be smart* on its own cannot be used to make a truth-evaluable assertion.
may and among various combinations of these items and negations. To start with some elementary facts, we feel that must φ entails may φ, but not vice versa:

(42) You must stay.
Therefore, you may stay. VALID

(43) You may stay.
Therefore, you must stay. INVALID

(44) a. You may stay, but it is not the case that you must stay.4
b. You may stay, but you don’t have to stay.
CONSISTENT

We judge must φ incompatible with its “inner negation” must [not φ ], but find may φ and may [not φ ] entirely compatible:

(45) You must stay, and/but also, you must leave. (leave = not stay).
CONTRADICTORY

(46) You may stay, but also, you may leave.
CONSISTENT

We also judge that in each pair below, the (a)-sentence and the (b)-sentences say the same thing.

(47) a. You must stay.
    b. It is not the case that you may leave.
        You aren’t allowed to leave.
        (You may not leave.)5
        (You can’t leave.)

(48) a. You may stay.
    b. It is not the case that you must leave.
        You don’t have to leave.

4 The somewhat stilted it is not the case-construction is used in to make certain that negation takes scope over must. When modal auxiliaries and negation are together in the auxiliary complex of the same clause, their relative scope seems not to be transparently encoded in the surface order; specifically, the scope order is not reliably negation ≿ modal. (Think about examples with mustn’t, can’t, shouldn’t, may not etc. What’s going on here? This is an interesting topic which we must set aside for now. See the references at the end of the chapter for relevant work.) With modal main verbs (such as have to), this complication doesn’t arise; they are consistently inside the scope of clause-mate auxiliary negation. Therefore we can use (b) to (unambiguously) express the same scope order as (a), without having to resort to a biclausal structure.

5 The parenthesized variants of the (b)-sentences are pertinent here only to the extent that we can be certain that negation scopes over the modal. In these examples, apparently it does, but as we remarked above, this cannot be taken for granted in all structures of this form.
You don’t need to leave.
(You needn’t leave.)

Given that *stay* and *leave* are each other’s negations (i.e. \([\text{leave}]^w.\varphi = [\text{not stay}]^w.\varphi\), and \([\text{stay}]^w.\varphi = [\text{not leave}]^w.\varphi\), the LF-structures of these equivalent pairs of sentences can be seen to instantiate the following schemata:⁶

\[
\begin{align*}
\text{(49)} & \quad \text{a. } & \text{must } \phi & \equiv \text{not } [\text{may } [\text{not } \phi]] \\
& & \text{b. } & \text{must } [\text{not } \psi] & \equiv \text{not } [\text{may } \psi] \\
\text{(50)} & \quad \text{a. } & \text{may } \phi & \equiv \text{not } [\text{must } [\text{not } \phi]] \\
& & \text{b. } & \text{may } [\text{not } \psi] & \equiv \text{not } [\text{must } \psi]
\end{align*}
\]

Our present analysis of *must*, *have-to*, … as universal quantifiers and of *may*, *can*, … as existential quantifiers straightforwardly predicts all of the above judgments, as you can easily prove.

\[
\begin{align*}
\text{(51)} & \quad \text{a. } & \forall x \phi & \equiv \forall \neg \neg x \phi \\
& & \text{b. } & \forall \neg x \phi & \equiv \exists x \phi \\
\text{(52)} & \quad \text{a. } & \exists x \phi & \equiv \neg \forall x \neg \phi \\
& & \text{b. } & \exists x \neg \phi & \equiv \forall x \phi
\end{align*}
\]

### 3.2 Flavors of Modality

#### 3.2.1 Contingency

We already said that the semantics we started with is too simple-minded. In particular, we have no dependency on the evaluation world, which would make modal statements non-contingent. This is not correct.

If one says *it may be snowing in Cambridge*, that may well be part of useful, practical advice about what to wear on your upcoming trip to Cambridge. It may be true or it may be false. The sentence seems true if said in the dead of winter when we have already heard about a Nor’Easter that is sweeping across New England. The sentence seems false if said by a clueless Australian acquaintance of ours in July.

The contingency of modal claims is not captured by our current semantics. All the *may*-sentence would claim under that semantics is that there is some possible world where it is snowing in Cambridge. And surely, once you have read Lewis’ quote in Chapter 1, where he asserts the existence of possible worlds with different physical constants than we enjoy here, you must admit that there have to be such worlds even if it is July. The problem is that in our semantics, repeated here

---

⁶ In logicians’ jargon, *must* and *may* behave as *duals* of each other. For definitions of “dual”, see ? :197] or Gamut [7:vol.2,238]
\[(53) \quad \text{[may]}^w = \lambda p_{(s,t)}. \exists w' : p(w') = 1.\]

there is no occurrence of \( w \) on the right hand side. This means that the truth-conditions for \textit{may}-sentences are world-independent. In other words, they make non-contingent claims that are either true whatever or false whatever, and because of the plenitude of possible worlds they are more likely to be true than false. This needs to be fixed. But how?

Well, what makes \textit{it may be snowing in Cambridge} seem true when we know about a Nor’Easter over New England? What makes it seem false when we know that it is summer in New England? The idea is that we only consider possible worlds compatible with the evidence available to us. And since what evidence is available to us differs from world to world, so will the truth of a \textit{may}-statement.

\[(54) \quad \text{[may]}^w = \lambda p. \exists w' \text{ compatible with the evidence in } w: p(w') = 1.\]
\[(55) \quad \text{[must]}^w = \lambda p. \forall w' \text{ compatible with the evidence in } w: p(w') = 1.\]

Let us consider a different example:

\[(56) \quad \text{You have to be quiet.}\]

Imagine this sentence being said based on the house rules of the particular dormitory you live in. Again, this is a sentence that could be true or could be false. Why do we feel that this is a contingent assertion? Well, the house rules can be different from one world to the next, and so we might be unsure or mistaken about what they are. In one possible world, they say that all noise must stop at 11pm, in another world they say that all noise must stop at 10pm. Suppose we know that it is 10:30 now, and that the dorm we are in has either one or the other of these two rules, but we have forgotten which. Then, for all we know, \textit{you have to be quiet} may be true or it may be false. This suggests a lexical entry along these lines:

\[(57) \quad \text{[have-to]}^w = \lambda p. \forall w' \text{ compatible with the rules in } w: p(w') = 1.\]

Again, we are tying the modal statement about other worlds down to certain worlds that stand in a certain relation to actual world: those worlds where the rules as they are here are obeyed.

A note of caution: it is very important to realize that the worlds compatible with the rules as they are in \( w \) are those worlds where nothing happens that violates any of the \( w \)-rules. This is not at all the same as saying that the worlds compatible with the rules in \( w \) are those worlds where the same rules are in force. Usually, the rules do not care what the rules are, unless the rules contain

---

7 From now on, we will leave off type-specifications such as that \( p \) has to be of type \( \langle s, t \rangle \), whenever it is obvious what they should be and when saving space is aesthetically called for.
some kind of meta-statement to the effect that the rules have to be the way they are, i.e. that the rules cannot be changed. So, in fact, a world \( w' \) in which nothing happens that violates the rules as they are in \( w \) but where the rules are quite different and in fact what happens violates the rules as they are in \( w' \) is nevertheless a world compatible with the rules in \( w \). For example, imagine that the only relevant rule in \( w \) is that students go to bed before midnight. Take a world \( w' \) where a particular student goes to bed at 11:30 pm but where the rules are different and say that students have to go to bed before 11 pm. Such a world \( w' \) is compatible with the rules in \( w \) (but of course not with the rules in \( w' \)).

Apparently, there are different flavors of modality, varying in what kind of facts in the evaluation world they are sensitive to. The semantics we gave for \textit{must} and \textit{may} above makes them talk about evidence, while the semantics we gave for \textit{have-to} made it talk about rules. But that was just because the examples were hand-picked. In fact, in the dorm scenario we could just as well have said \textit{You must be quiet}. And, vice versa, there is nothing wrong with using \textit{it has to be snowing in Cambridge} based on the evidence we have. In fact, many modal expressions seem to be multiply ambiguous.

Traditional descriptions of modals often distinguish a number of “readings”: \textit{epistemic}, \textit{deontic}, \textit{ability}, \textit{circumstantial}, \textit{dynamic}, \ldots. (Beyond “epistemic” and “deontic,” there is a great deal of terminological variety. Sometimes all non-epistemic readings are grouped together under the term \textit{root}. ) Here are some initial illustrations.

\begin{enumerate}
\item \textbf{Epistemic Modality}
   \begin{enumerate}
   \item A: Where is John?
   \item B: I don't know. He \textit{may} be at home.
   \end{enumerate}
\item \textbf{Deontic Modality}
   \begin{enumerate}
   \item A: Am I allowed to stay over at Janet's house?
   \item B: No, but you \textit{may} bring her here for dinner.
   \end{enumerate}
\item \textbf{Circumstantial/Dynamic Modality}
   \begin{enumerate}
   \item A: I will plant the rhododendron here.
   \item B: That's not a good idea. It \textit{can grow very tall}.
   \end{enumerate}
\end{enumerate}

How are \textit{may} and \textit{can} interpreted in each of these examples? What do the interpretations have in common, and where do they differ?

In all three examples, the modal makes an existentially quantified claim about possible worlds. This is usually called the \textit{modal force} of the claim. What differs is what worlds are quantified over. In \textit{epistemic} modal sentences, we quantify over worlds compatible with the evidence we have. In \textit{deontic} modal sentences, we quantify over worlds compatible with the rules and/or regulations. And in the \textit{circumstantial} modal sentence, we quantify over the set
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of worlds which conform to the laws of nature (in particular, plant biology). What speaker B in (6c) is saying, then, is that there are some worlds conforming to the laws of nature in which this rhododendron grows very tall. (Or is this another instance of an epistemic reading? See below for discussion of the distinction between circumstantial readings and epistemic ones.)

How can we account for this variety of readings? One way would be to write a host of lexical entries, basically treating this as a kind of (more or less principled) ambiguity. Another way, which is preferred by many people, is to treat this as a case of context-dependency, as argued in seminal work by Kratzer [17, 18? ?].

According to Kratzer, what a modal brings with it intrinsically is just a modal force, that is, whether it is an existential (possibility) modal or a universal (necessity) modal. What worlds it quantifies over is determined by context. In essence, the context has to supply a restriction to the quantifier. How can we implement this idea?

We encountered context-dependency before when we talked about pronouns and their referential (and E-Type) readings (H&C K, chapters 9–11). We treated referential pronouns as free variables, appealing to a general principle that free variables in an LF need to be supplied with values from the utterance context. If we want to describe the context-dependency of modals in a technically analogous fashion, we can think of their LF-representations as incorporating or subcategorizing for a kind of invisible pronoun, a free variable that stands for a set of possible worlds. So we posit LF-structures like this:

(61) \[ I' \quad [I \text{ must } p_{(s,t)}] \quad [vP \text{ you quiet}] \]

\(p_{(s,t)}\) here is a variable over (characteristic functions of) sets of worlds, which – like all free variables – needs to receive a value from the utterance context. Possible values include: the set of worlds compatible with the speaker’s current knowledge; the set of worlds in which everyone obeys all the house rules of a certain dormitory; and many others. The denotation of the modal itself now has to be of type \(\langle st, \langle st, t \rangle \rangle\) rather than \(\langle st, t \rangle\), thus it will be more like a quantificational determiner rather than a complete generalized quantifier. Only after the modal has been combined with its covert restrictor do we obtain a value of type \(\langle st, t \rangle\).

(62) a. \[ \text{must}^{w,g} = \text{[have-to]}^{w,g} = \text{[need-to]}^{w,g} = \ldots = \lambda p \in D_{(s,t)} \cdot \lambda q \in D_{(s,t)} \cdot \forall w \in W \quad [p(w) = 1 \rightarrow q(w) = 1] \]  (in set talk: \(p \subseteq q\)).

b. \[ \text{may}^{w,g} = \text{[can]}^{w,g} = \text{[be-allowed-to]}^{w,g} = \ldots = \lambda p \in D_{(s,t)} \cdot \lambda q \in D_{(s,t)} \cdot \exists w \in W \quad [p(w) = 1 \& q(w) = 1] \]  (in set talk: \(p \cap q \neq \emptyset\)).

On this approach, the epistemic, deontic, etc. “readings” of individual occurr-
rences of modal verbs come about by a combination of two separate things. The lexical semantics of the modal itself encodes just a quantificational force, a relation between sets of worlds. This is either the subset-relation (universal quantification; necessity) or the relation of non-disjointness (existential quantification; possibility). The covert variable next to the modal picks up a contextually salient set of worlds, and this functions as the quantifier’s restrictor. The labels “epistemic”, “deontic”, “circumstantial” etc. group together certain conceptually natural classes of possible values for this covert restrictor.

Notice that, strictly speaking, there is not just one deontic reading (for example), but many. A speaker who utters

(63) You have to be quiet.

might mean: ‘I want you to be quiet,’ (i.e., you are quiet in all those worlds that conform to my preferences). Or she might mean: ‘unless you are quiet, you won’t succeed in what you are trying to do,’ (i.e., you are quiet in all those worlds in which you succeed at your current task). Or she might mean: ‘the house rules of this dormitory here demand that you be quiet,’ (i.e., you are quiet in all those worlds in which the house rules aren’t violated). And so on. So the label “deontic” appears to cover a whole open-ended set of imaginable “readings”, and which one is intended and understood on a particular utterance occasion may depend on all sorts of things in the interlocutors’ previous conversation and tacit shared assumptions. (And the same goes for the other traditional labels.)

3.2.2 Epistemic vs. Circumstantial Modality

Is it all context-dependency? Or do flavors of modality correspond to all sorts of signals in the structure of sentences? Read the following famous passage from Kratzer and think about how the two sentences with their very different modal meanings differ in structure:

Consider sentences (64) and (65):

(64) Hydrangeas can grow here.

(65) There might be hydrangeas growing here.

The two sentences differ in meaning in a way which is illustrated by the following scenario.

“Hydrangeas”

Suppose I acquire a piece of land in a far away country and discover that soil and climate are very much like at home, where hydrangeas prosper everywhere. Since hydrangeas are my favorite plants, I wonder whether they would grow in this place and inquire about it.
The answer is (64). In such a situation, the proposition expressed by (64) is true. It is true regardless of whether it is or isn’t likely that there are already hydrangeas in the country we are considering. All that matters is climate, soil, the special properties of hydrangeas, and the like. Suppose now that the country we are in has never had any contacts whatsoever with Asia or America, and the vegetation is altogether different from ours. Given this evidence, my utterance of (65) would express a false proposition. What counts here is the complete evidence available. And this evidence is not compatible with the existence of hydrangeas.

(64) together with our scenario illustrates the pure circumstantial reading of the modal can. [...] (65) together with our scenario illustrates the epistemic reading of modals. [...] circumstantial and epistemic conversational backgrounds involve different kinds of facts. In using an epistemic modal, we are interested in what else may or must be the case in our world given all the evidence available. Using a circumstantial modal, we are interested in the necessities implied by or the possibilities opened up by certain sorts of facts. Epistemic modality is the modality of curious people like historians, detectives, and futurologists. Circumstantial modality is the modality of rational agents like gardeners, architects, and engineers. A historian asks what might have been the case, given all the available facts. An engineer asks what can be done given certain relevant facts.

Consider also the very different prominent meanings of the following two sentences, taken from Kratzer as well:

(66) a. Cathy can make a pound of cheese out of this can of milk.
    b. Cathy might make a pound of cheese out of this can of milk.

Exercise 3.1: Come up with examples of epistemic, deontic, and circumstantial uses of the necessity verb have to. Describe the set of worlds that constitutes the understood restrictor in each of your examples. □

3.2.3 Contingency Again

We messed up. If you inspect the context-dependent meanings we have on the table now for our modals, you will see that the right hand sides again do not mention the evaluation world w. Therefore, we will again have the problem of not making contingent claims, indirectly about the actual world. This needs to be fixed. We need a semantics that is both context-dependent and contingent.

The problem, it turns out, is with the idea that the utterance context supplies a determinate set of worlds as the restrictor. When I understand that you
meant your use of must, in you must be quiet, to quantify over the set of worlds in which the house rules of our dorm are obeyed, this does not imply that you and I have to know or agree on which set exactly this is. That depends on what the house rules in our world actually happen to say, and this may be an open question at the current stage of our conversation. What we do agree on, if I have understood your use of must in the way that you intended it, is just that it quantifies over whatever set of worlds it may be that the house rules pick out.

The technical implementation of this insight requires that we think of the context’s contribution not as a set of worlds, but rather as a function which for each world it applies to picks out such a set. For example, it may be the function which, for any world \( w \), yields the set \{\( w' \): the house rules that are in force in \( w \) are obeyed in \( w' \)\}. If we apply this function to a world \( w_1 \), in which the house rules read “no noise after 10 pm”, it will yield a set of worlds in which nobody makes noise after 10 pm. If we apply the same function to a world \( w_2 \), in which the house rules read “no noise after 11 pm”, it will yield a set of worlds in which nobody makes noise after 11 pm.

Suppose, then, that the covert restrictor of a modal predicate denotes such a function, i.e., its value is of type \( \langle s, st \rangle \).

(67) \([i' \; [\lambda w \in W] \; [\bigvee w \; (\bigwedge q \; (\lambda w \; [\lambda q \; (R(w)' = 1 \rightarrow q(w') = 1)]))])\)

And the new lexical entries for must and may that will fit this new structure are these:

(68) \(\begin{align*}
\text{For any } w & \in W: \\
\text{a. } [\text{must}]^{w, q} & = [\text{have-to}]^{w, g} = [\text{need-to}]^{w, g} = \ldots = \\
& = \lambda w \in D_{\langle s, st \rangle} \cdot \lambda q \in D_{\langle s, t \rangle} \cdot \forall w' \in W \; [R(w)(w') = 1 \rightarrow q(w') = 1] \\
& \quad \text{(in set talk: } (R(w) \subseteq q)) \\
\text{b. } [\text{may}]^{w, g} & = [\text{can}]^{w, g} = [\text{be-allowed-to}]^{w, g} = \ldots = \\
& = \lambda w \in D_{\langle s, st \rangle} \cdot \lambda q \in D_{\langle s, t \rangle} \cdot \exists w' \in W \; [R(w)(w') = 1 \& q(w') = 1] \\
& \quad \text{(in set talk: } (R(w) \cap q \neq \emptyset)) \\
\end{align*}\)

Let us see now how this solves the contingency problem.

(69) \(\begin{align*}
\text{Let } w & \text{ be a world, and assume that the context supplies an assignment } g \text{ such that } g(R) = \lambda w \cdot \lambda w' \cdot \text{ the house rules in force in } w \text{ are obeyed in } w' \\
& \text{[must } R \text{ you quiet]}^{w, q} = \\
& \quad \text{(IFA)} \\
& \text{[must } R\]^{w, g} (\lambda w' \; [\text{you quiet}])^{w'} = \\
& \quad \text{(FA)} \\
& \text{[must]^{w, g} (\bigvee w' \; [\bigwedge q \; (\lambda w' \; [\text{you quiet}])^{w'}]) = \\
& \quad \text{(lex. entries you, quiet)} \\
& \text{[must]^{w, g} (\bigvee w' \; [\bigwedge q \; (\text{you quiet})^{w'}]) = \\
& \quad \text{(lex. entry must)} \\
& \forall w' \in W : \; [\bigvee w' \; [R(w)']^{w'}(w') = 1 \rightarrow \text{you are quiet in } w'] = \\
& \forall w' \in W : \; g(R(w)'(w') = 1 \rightarrow \text{you are quiet in } w' = \\
& \quad \text{(def. of } g) \\
\end{align*}\)
\[ \forall w' \in W [\text{the house rules in force in } w \text{ are obeyed in } w' \implies \text{you are quiet in } w'] \]

As we see in the last line of (69), the truth-value of (67) depends on the evaluation world \( w \).

**Exercise 3.2:** Describe two worlds \( w_1 \) and \( w_2 \) so that 
\[ [\text{must } R \text{ you quiet}]^{w_1} = 1 \text{ and } [\text{must } R \text{ you quiet}]^{w_2} = 0. \]

**Exercise 3.3:** In analogy to the deontic relation \( g(R) \) defined in (69), define an appropriate relation that yields an epistemic reading for a sentence like \( \text{You may be quiet.} \) □

### 3.2.4 Contingency and Iteration

Consider the following example:

(70) You might have to leave.

What does this mean? Under one natural interpretation, we learn that the speaker considers it possible that the addressee is under the obligation to leave. This seems to involve one modal embedded under a higher modal. It appears that this sentence should be true in a world \( w \) iff some world \( w' \) compatible with what the speaker knows in \( w \) is such that every world \( w'' \) in which the rules as they are in \( w' \) are followed is such that you leave in \( w'' \).

Assume the following LF:

(71) \[ [I' \ [ \text{might } R_1] \ [VP \ [ \text{have-to } R_2] \ [IP \text{ you leave}]]] \]

Suppose \( w \) is the world for which we calculate the truth-value of the whole sentence, and the context maps \( R_1 \) to the function which maps \( w \) to the set of all those worlds compatible with what is known in \( w \). \( \text{might} \) says that some of those worlds are worlds \( w' \) that make the tree below \( \text{might} \) true. Now assume further that the context maps \( R_2 \) to the function which assigns to any such world \( w' \) the set of all those worlds in which the rules as they are in \( w' \) are followed. \( \text{have to} \) says that all of those worlds are worlds \( w'' \) in which you leave.

In other words, while it is not known to be the case that you have to leave, for all the speaker knows it might be the case.

**Exercise 3.4:** Describe values for the covert \( (s, st) \)-variable that are intuitively suitable for the interpretation of the modals in the following sentences:

(72) As far as John’s preferences are concerned, you \( \text{may} \) stay with us.

(73) According to the guidelines of the graduate school, every PhD candidate \( \text{must} \) take 9 credit hours outside his/her department.
(74)  John can run a mile in 5 minutes.
(75)  This has to be the White House.
(76)  This elevator can carry up to 3000 pounds.

For some of the sentences, different interpretations are conceivable depending on the circumstances in which they are uttered. You may therefore have to sketch the utterance context you have in mind before describing the accessibility relation.

Exercise 3.5: Collect two naturally occurring examples of modalized sentences (e.g., sentences that you overhear in conversation, or read in a newspaper or novel – not ones that are being used as examples in a linguistics or philosophy paper!), and give definitions of values for the covert \(\langle s, st\rangle\)-variable which account for the way in which you actually understood these sentences when you encountered them. (If the appropriate interpretation is not salient for the sentence out of context, include information about the relevant preceding text or non-linguistic background.) □

3.2.5  A technical variant of the analysis

In our account of the contingency of modalized sentences, we adopted lexical entries for the modals that gave them world-dependent extensions of type \(\langle\langle s, st\rangle, \langle st, t\rangle\rangle\):

(77)  (repeated from earlier):
For any \(w \in W\): \([\text{must}]^{w,g}\)
\[\lambda R \in D_{\langle s, st\rangle}, \lambda q \in D_{\langle st, t\rangle}, \forall w' \in W \ [R(w)(w') = 1 \rightarrow q(w') = 1]\]
(in set talk: \(\lambda R_{\langle s, st\rangle}, \lambda q_{\langle st, t\rangle}, (R(w) \subseteq q))\).

Unfortunately, this treatment somewhat obscures the parallel between the modals and the quantificational determiners, which have world-independent extensions of type \(\langle et, \langle et, t\rangle\rangle\).

Let’s explore an alternative solution to the contingency problem, which will allow us to stick with the world-independent type-\(\langle st, \langle st, t\rangle\rangle\)-extensions that we assumed for the modals at first:

(78)  (repeated from even earlier):
\([\text{must}]^{w,g} = \lambda p \in D_{\langle s, t\rangle}, \lambda q \in D_{\langle s, t\rangle}, \forall w \in W \ [p(w) = 1 \rightarrow q(w) = 1]\]
(in set talk: \(\lambda p \in D_{\langle s, t\rangle}, \lambda q \in D_{\langle s, t\rangle}, p \subseteq q\)).

We posit the following LF-representation:

(79)  \([I' [I \text{ must } [R_{\langle 4, (s, st)\rangle}(w^*)] [\text{VP you quiet}]]\)
What is new here is that the covert restrictor is complex. The first part, \( R_{(s,s,t)} \), is (as before) a free variable of type \((s,s,t)\), which gets assigned an accessibility relation by the context of utterance. The second part is a special terminal symbol which is interpreted as picking out the evaluation world:

\[ (80) \quad \text{For any } w \in W : \left[ w^* \right]^{w,g} = w. \]

When \( R_{(s,s,t)} \) and \( w^* \) combine (by Functional Application), we obtain a constituent whose extension is of type \((s,t)\) (a proposition or set of worlds). This is the same type as the extension of the free variable \( p \) in the previous proposal, hence suitable to combine with the old entry for \textit{must} (by FA). However, while the extension of \( p \) was completely fixed by the variable assignment, and did not vary with the evaluation world, the new complex constituent’s extension depends on both the assignment and the world:

\[ (81) \quad \text{For any } w \in W \text{ and any assignment } g:\]
\[ \left[ R_{(s,s,t)} (w^*) \right]^{w,g} = g(4, (s,s,t))(w). \]

As a consequence of this, the extensions of the higher nodes I and I’ will also vary with the evaluation world, and this is how we capture the fact that (79) is contingent.

Maybe this variant is more appealing. But for the rest of this chapter, we continue to assume the original analysis as presented earlier. In the next chapter on conditionals, we will however make crucial use of this way of doing the semantics for modals. So, make sure you understand what we just proposed.

### 3.3 Kratzer’s Conversational Backgrounds

Angelika Kratzer has some interesting ideas on how accessibility relations are supplied by the context. She argues that what is really floating around in a discourse is a conversational background. Accessibility relations can be computed from conversational backgrounds (as we shall do here), or one can state the semantics of modals directly in terms of conversational backgrounds (as Kratzer does).

A conversational background is the sort of thing that is identified by phrases like \textit{what the law provides}, \textit{what we know}, etc. Take the phrase \textit{what the law provides}. What the law provides is different from one possible world to another. And what the law provides in a particular world is a \textit{set of propositions}. Likewise, what we know differs from world to world. And what we know in a particular world is a set of propositions. The intension of \textit{what the law provides} is then that function which assigns to every possible world the set of propositions \( p \)

---

\( \text{Fig. } \) introduced an analogous symbol to pick out the evaluation \textit{time}. We have chosen the star-notation to allude to this precedent.
such that the law provides in that world that \( p \). Of course, that doesn’t mean that \( p \) holds in that world itself: the law can be broken. And the intension of what we know will be that function which assigns to every possible world the set of propositions we know in that world. Quite generally, conversational backgrounds are functions of type \( \langle s, \langle st, t \rangle \rangle \), functions from worlds to (characteristic functions of) sets of propositions.

Now, consider:

(82) \( \) (In view of what we know,) Brown must have murdered Smith.

The in view of-phrase may explicitly signal the intended conversational background. Or, if the phrase is omitted, we can just infer from other clues in the discourse that such an epistemic conversational background is intended. We will focus on the case of pure context-dependency.

How do we get from a conversational background to an accessibility relation? Take the conversational background at work in (82). It will be the following:

(83) \( \lambda w. \lambda p. p \) is one of the propositions that we know in \( w \).

This conversational background will assign to any world \( w \) the set of propositions \( p \) that in \( w \) are known by us. So we have a set of propositions. From that we can get the set of worlds in which all of the propositions in this set are true. These are the worlds that are compatible with everything we know. So, this is how we get an accessibility relation:

(84) \( \) For any conversational background \( f \) of type \( \langle s, \langle st, t \rangle \rangle \), we define the corresponding accessibility relation \( R_f \) of type \( \langle s, st \rangle \) as follows:

\[
R_f := \lambda w. \lambda w'. \forall p \left[ f(w)(p) = 1 \rightarrow p(w') = 1 \right].
\]

In words, \( w' \) is \( f \)-accessible from \( w \) iff all propositions \( p \) that are assigned by \( f \) to \( w \) are true in \( w' \).

Kratzer calls those conversational backgrounds that determine the set of accessible worlds modal bases. We can be sloppy and use this term for a number of interrelated concepts:

(i) the conversational background (type \( \langle s, \langle st, t \rangle \rangle \)),
(ii) the set of propositions assigned by the conversational background to a particular world (type \( \langle st, t \rangle \)),
(iii) the accessibility relation (type \( \langle s, st \rangle \)) determined by (i),
(iv) the set of worlds accessible from a particular world (type \( \langle s, t \rangle \)).

Kratzer calls a conversational background (modal base) realistic iff it assigns to any world a set of propositions that are all true in that world. The modal base what we know is realistic, the modal bases what we believe and what we want are not.
§3.3] Kratzer’s Conversational Backgrounds

What follows are some (increasingly technical exercises) on conversational backgrounds.

Exercise 3.6: Show that a conversational background \( f \) is realistic iff the corresponding accessibility relation \( R_f \) (defined as in (84)) is reflexive. \( \square \)

Exercise 3.7: Let us call an accessibility relation \( \text{TRIVIAL} \) if it makes every world accessible from every world. \( R \) is \( \text{TRIVIAL} \) iff \( \forall w \exists w': w' \in R(w) \). What would the conversational background \( f \) have to be like for the accessibility relation \( R_f \) to be trivial in this sense? \( \square \)

Exercise 3.8: The definition in (84) specifies, in effect, a function from \( D_{\langle s, (st, t) \rangle} \) to \( D_{\langle s, st \rangle} \). It maps each function \( f \) of type \( \langle s, \langle st, t \rangle \rangle \) to a unique function \( R_f \) of type \( \langle s, st \rangle \). This mapping is not one-to-one, however. Different elements of \( D_{\langle s, (st, t) \rangle} \) may be mapped to the same value in \( D_{\langle s, st \rangle} \).\(^9\)

- Prove this claim. i.e., give an example of two functions \( f \) and \( f' \) in \( D_{\langle s, (st, t) \rangle} \) for which (84) determines \( R_f = R_{f'} \).
- As you have just proved, if every function of type \( \langle s, \langle st, t \rangle \rangle \) qualifies as a ‘conversational background’, then two different conversational backgrounds can collapse into the same accessibility relation. Conceivably, however, if we imposed further restrictions on conversational backgrounds (i.e., conditions by which only a proper subset of the functions in \( D_{\langle s, (st, t) \rangle} \) would qualify as conversational backgrounds), then the mapping between conversational backgrounds and accessibility relations might become one-to-one after all. In this light, consider the following potential restriction:

\[(85) \quad \text{Every conversational background } f \text{ must be “closed under entailment”; i.e., it must meet this condition:} \]
\[\forall w. \forall p \ [\forall f(w) \subseteq p \rightarrow p \in f(w)].\]

\(^9\) In this exercise, we systematically substitute sets for their characteristic functions. i.e., we pretend that \( D_{\langle s, t \rangle} \) is the power set of \( W \) (i.e., elements of \( D_{\langle s, t \rangle} \) are sets of worlds), and \( D_{\langle st, t \rangle} \) is the power set of \( D_{\langle s, t \rangle} \) (i.e., elements of \( D_{\langle st, t \rangle} \) are sets of sets of worlds). On these assumptions, the definition in (84) can take the following form:

\[(i) \quad \text{For any conversational background } f \text{ of type } \langle s, \langle st, t \rangle \rangle,\]
\[\text{we define the corresponding accessibility relation } R_f \text{ of type } \langle s, st \rangle \text{ as follows:} \]
\[R_f := \lambda w. \{ w' : \forall p : [p \in f(w) \rightarrow w' \in p]\}. \]

The last line of this can be further abbreviated to:

\[(ii) \quad R_f := \lambda w. \cap f(w) \]

This formulation exploits a set-theoretic notation which we have also used in condition (85) of the second part of the exercise. It is defined as follows:

\[(iii) \quad \text{If } S \text{ is a set of sets, then } \cap S := \{ x : \forall Y : [Y \in S \rightarrow x \in Y]\}. \]
(In words: if the propositions in \( f(w) \) taken together entail \( p \), then \( p \) must itself be in \( f(w) \).) Show that this restriction would ensure that the mapping defined in (84) will be one-to-one. □

**Supplementary Readings**

The most important background readings for this chapter are the following two papers by Kratzer:


On the syntax of modals, there are only a few papers of uneven quality. Some of the more recent work is listed here. Follow up on older references from the bibliographies in these papers.


The following paper explore some issues in the LF-syntax of epistemic modals: