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Abstract

The objective of this thesis was to evaluate the environmental trade-offs inherent in multi-criteria
objectives of an integrated environmental policy. A probabilistic multi-attribute impact pathway analysis
(MAIPA) was formulated to assess the environmental damages of US commercial aircraft operations from
1991-2003. The initial contribution of this work was demonstrating the feasibility of,, and identifying
requirements for, the FAA Aviation-environmental Portfolio Management Tool (APMT), an integrated
assessment capability for US regulatory decision-making.

Non-aircraft sources have been found to dictate marginal emissions costs. The implication is that aviation
emissions reductions influence neither the magnitudes nor trends in per-unit marginal damages. In
contrast, noise mitigation is the dominant influence on the value of per-unit marginal damages. Trends in
sum damages were found to depend on the growth rates of air transport relative to other source emissions.
Growth in air transport emissions outpaced non-aircraft sources from 1991-2003. Because growth in
marginal costs is nonlinear over this period, aviation emissions damages grow faster than inventories.
Applying methods similar to MAIPA to estimate damages for future scenarios suggests that stemming
climate impacts is fast becoming the priority.

A reassessment of the environmental benefits derived from mandated phase-outs of noisy aircraft during
the 1990’s has been carried out. Previous studies estimated a ~80% reduction in population exposure. In
contrast, the reassessment estimates a ~2% reduction, providing benefits 17-20 times lower than
published estimates of abatement costs. The primary environmental benefit of the noise phase-outs was
found to be related to reductions in particulate matter inventories. One way to avoid trade-off
inefficiencies is to identify options that bundle benefits. This action provides such an example, where the
phase-outs led to reductions in both noise and air quality emissions.

Other contributions in the thesis include the following: a treatment of air transport particulate matter
emissions, environmental fate, and health impacts of particulate matter; identification that the major
source of reducible uncertainty in emissions damages stems from the assumed extent of ozone and
particulate matter production in the engine exhaust plume; and quantification of the environmental trade-
offs in decisions specifying aircraft performance for the technology in the US commercial fleet from
1991-2003.

Thesis Supervisor: Professor lan A. Waitz
Title: Jerome C. Hunsaker Professor of Aeronautics and Astronautics and Department Head
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Preface

Environmental impact assessments are contentious and this dissertation is not immune to the push and
pull of critiques that frame the process— precautionary principle versus economic efficiency in decision-
making, moral versus negotiated guidance of environmental goals, individual versus societal rights in
policy design, or the overarching philosophical question of whether our technological constructions are
part of the natural world. This thesis does not argue the correctness of any of these perspectives. It
concerns the comparative benefits of pursuing mitigation of one agent of environmental impact versus
another; it is an assessment of benefits, not a benefit-cost analysis. The assessment approach described in
the following chapters is scientific, but its economic interpretation for decision-makers carries values to a

larger extent. For some, the implied values are anathema to fair environmental policy.

This preface is here to recognize the importance of these discussions and to highlight the urgent need to
communicate the science of environmental change, its uncertainties, and a measure of societal preferences
for reducing impacts among the many vectors that stem from air transport. The only agenda in this
research is to encourage a well-informed environmental practice, expanding opportunities to find
solutions that help sustain air transport as a positive part the social fabric. Industry works to provide well-
being to society (most directly to its customers and shareholders) primarily through an economic
construct, so this effort interprets the social consequences of environmental change with preferences
gleaned from observations of economic activity. This is an imperfect but rich medium through which to
enhance the use of scientific understanding to set environmental goals in the context of the technological
capabilities.! The discussions that follow adhere to the theoretical foundation of this approach, giving
attention to both the advantages and limitations in the scientific understanding and economic

interpretation of environmental change.

Over the final months of this thesis effort, the United States economy entered a recession amidst a series

of global economic disruptions, prompting an intense and public reconsideration of our energy,

I Crucially, this integration connects the objectively incommensurate metrics currently used to determine benefits,
e.g. reducing noise footprints or emissions per-unit of fuel used, to the mainstream language of environmental
impact assessment, establishing a heretofore absent medium for communicating environmental objectives across
society. This facility places aviation environmental impacts and those of other anthropogenic activities in the same
contextual reference; it also provides an improved capacity to incorporate social health and well-being as factors
similarly innate to design and operational decisions as safety and security.
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environmental, and infrastructure priorities. The actions taken to mitigate the downturh entail a profound
repositioning of both public and private investments likely to reach all sectors of the economy. Therein
lies a hazard and an opportunity; it is essential that we ameliorate our ability to thoughtfully evaluate
investments in the air transport system for their efficacy and resilience to uncertainty. This thesis applies a
pragmatic and theoretically supportable technique to identify the uncertain environmental import of our

options and better inform decision-making.

Yet, there is no intention to be dogmatic. Economic assessments are incomplete reflections of how
societies make decisions about what is right or fair for two reasons. First, the welfare lens perceives these
values through the way people and organizations participate in economies and second, our ability to
interpret values from economic decisions is uncertain. Taking from an example described in the
introduction, the economic perspective suggests that deciding to reduce an aircraft noise si gnamre relieves
an environmental burden from airport-locél comm‘unitiesy, but adds a burden on other communities in
exacerbating air quality and climate impacts, with the effect of reducing their wealth. These distributional
observations are valuable to decision-makers, but there is no intrinsic cultural or hi'storical context in
these observations that allows us to decide Whether such effect is socially acceptable.2 In short, wealth is

an insufficient gauge of societal concerns.

In this sense, relying exclusively on an economic interpretation of environmental risks to the exclusion
of other approaches, such as those rooted in jtistice or moral concerns, limits opportunities to reduce
environmental stress. This thesis cannot attain the scope needed to address other lenses and it is particular
to air transport in the United States. This does not imply lesser importance of these alternative
perspectives, rather that the methods developed here offer a clear and immediately practicable means to
make a much needed connection to the extensive and salient knowledge base of environmental science. At
the same time, it is important not to interpret the findings discussed presently as the outline for a

comprehensive resolution the attendant environmental impacts of air transport. The hazard in presenting

2 Environmental damages are an inescapable consequence of providing mobility through air transport and are borne
jointly by local airport communities, airlines, manufacturers, the flying public, and taxpayers, as well as global
populations far away from airports or flight corridors. Committing to particular technological or operational changes
requires some assurance of their effectiveness as remedies. Misguidance wastes valuable resources.
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metrics in units germane to aircraft performance, as in this document, is the potential for a narrower

discussion, perhaps one that is exclusively technical but presumptively comprehensive of the issues.

With these notes in mind, the thesis follows in seven chapters and seventeen (14) technical appendices.
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Notation

Intervals, sets, and logic

[x,y] interval between x and y including x and y
1yl interval between x and y not including x and y
{X1, .. , X0} set of values x; to xn

3 there exists

v for all

€ element of

U union

A logical‘ AND

\% logical OR

Change, difference, and ratio

Ox marginal change in a physical parameter x

usage: marginal economic parameters are denoted differently, see Parameters

Ax change (non-marginal) in a physical or economic parameter x

Ax(ref)

difference in parameter x against benchmark computations or data ref with the
intent to demonstrate (or refute) consistency with the estimate of x where:
ref = see abbreviations near the end of this chapter for ref identifications

e (ref) erTor in parameter x in comparison to data or computations ref with the intent
to demonstrate accuracy

@ (x1 ,xz) ratio of parameter x; to parameter x
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Functions

P(type; x1 ... xn) probability function for variable x

F(type; x1 ... xn) distribution function for variable x
where:
type is the form of the distribution
xI ... xn are the parameters characterizing the distribution

define: using P but specification is equivalent for F
P(norm; p, 0) normal with mean p and standard deviation o
P(logn; p, 0) lognormal with geometric mean p and standard deviation ¢

P(gmm; pl, ol, p2, 02)
Gaussian Mixed Model composed of normal distributions defined by the
parameters pl, ol and p2, 02

P(expr; source)  experimental function using data from source
P(unif; x1, x2) uniform with limits x1 and x2

P(trig; X1, Xm X2) triangular with limits x1 and x2, and central value at xm

g(x) impulse response or Green’s function of parameter x
fx) forcing function on the parameter x
PV(x) present value
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Statistics
x

O(x.w)
u(x)
o(x)

parameter estimator, denoted by a caret

an averaged statistic 0 of x using the weighting variable w
mean of x

standard deviation of x

coefficient of variation of x = o(x)/u(x)

median of x, denoted by the tilde

pct-R (y :[)cI Xy ]) range of y from percentile x1 to x2 where x1 is the lower limit

IQR(y)

(e.g.0.40 =40%) and x2 the upper limit (e.g. 0.60 = 60%)

interquartile range = R-pct (y :[0.25,0.75 ])

CV(x) - 1QR(x)/ i (x)

var(y| %)
Au{yl)
POl
SE

SE-r

ca

the coefficient of variation defined relative to the median
variance contribution of xi to p_arameter y

mean-shift of y with change in variable x

correlation of y with Xi

standard error of the mean

relative standard error of the mean = SE/CV

confidence interval, presented as in (95% CT)
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Parameters

Ny

number of a given quantity x

where x= {ops, seats, psgr, }

define: ops = operations or flights (i.e. one landing + one takeoff)
seats = seats

psgr = passengers

species index where n; = 8

where: i={CO,,H,0,NO,,SO,,PM
define:

CO; = carbon dioxide

H,0 = water

PM, , HC, CO}

nv’?

NO, = nitrogen oxides = NO + NO; (nitric oxide + nitrogen dioxide)

SOy = sulfur oxides = SO, + SO3 + H2SO4 (sulfur dioxide + sulfur trioxide + sulfuric acid)
usage note: parameters that reference sulfur emissions are typically computed in reference
to S (sulfur) to emphasize their fuel origin

PM,v = nonvolatile particulate matter

PM, = volatile particulate matter

HC = hydrocarbons

usage note: HC transformed in the atmosphere subsequent to emission is referred to as
VOC or volatile organic compounds; reactive organic gases or ROG refer to all reactive
hydrocarbons in the atmosphere (e.g. VOC + biogenic organics + etc.)

CO = carbon monoxide

representative aircraft type
where: nj=19

define: designations are given in table 3.1

flight profile segment index where ny =9

where: k= {it, to, cl, ci, ca, cr, da, di, ap}

define: it = idle/taxi to take-off da = decent from flight altitude
to = roll and takeoff di = decent from intermediate alt
ci = climb to intermediate altitude  ap = approach and landing
ca = climb to flight altitude il = idle/taxi from landing
cr = cruise at flight altitude

see below for altitude definitions at hY
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hy

Ty

airport index or index of an airport-resident U.S. county
where: m; =96

define: see section 3.3 and appendix 4 for discussion of airport specifications

time
T[t1 ,tz] period of the interval from time #; to 12

otherwise T = temperature as contextually appropriate, see below at T
distance, always flight distance unless otherwise specified
radius (otherwise economiic rates of change as defined below at r et seq.)
altitude of reference height y
where: y = {mx,tr, in, ﬂ}
define: mx = mixing height, the edge of the atmospheric boundary layer

tr transition altitude, the point of takeoff power cutback for transition into the flight
performance specifications of the first climb mode (i.e. k = to — ci) and similarly for
descent (k = di — ap)

in intermediate altitude, the point of performance transition from the first to the

second climb mode (i.e. k = ca — ci) and similarly for the descent (k = da — di)
fl flight altitude

temperature at condition x at the reference location y

where: x= {k, t,f}
y= {a, h,s, 3, 4}

define: k and 4 are as defined above
t = a thermodynamic reference state, the total or stagnation condition
f=athermodynamic reference state, the adiabatic flame temperature
a = ambient, usually specifically located by A, or k as defined above
s = surface, always the surface of the Earth
3 = denotes an engine gas path location, the inlet of the combustor

4 = denotes an engine gas path location, the exit of the combustor
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P> pressure at condition x at the reference location y

where: x and y are specified as for 7, above

p.  density at condition x at the reference location y

where: x and y are specified as for T, above

F  thrust
W weight
u  speed

g’  per-unit quantity production (or destruction) of parameter x, sometimes further
specified with location, time, or activity reference y

usage: the per-unit specification for g is per-flight unless otherwise specified
g’ rate of quantity production (or destruction) indicated by over-dot

Q) inventory of parameter x , sometimes further specified with location, time, or activity
reference y
define: for {q,Q}: X = {f,i,n} as indicated above at cx

y={>h,.<h,.k}
where:  >hn. = the free troposphere
>hmyx = the lower troposphere
k as defined above at k

n  efficiency

Eli (y) emissions index of species i with reference to y
where: y can be a location or time
y can be an activity

y can be a sourced reference
e  environmental quality
p  environmental pollution (p = -e)
DNL day-night noise level

LAmax is the maximum sound level over the duration of the noise event LA(t)
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RF radiative forcing

RFi instantaneous forcings

X;  concentration of species i

o' population density of airport-resident county /
w  welfare

I,  incidence of condition x

¢x  marginal damage cost of parameter x
where: X = {f,i,n}
define: f= fuel consumption
i =species as described above at i
n = noise
usage: ‘marginal damage cost’ sometimes abbreviated ‘marginal damage’
or referred to as ‘marginal willingness-to-pay’ or MWTP

Ca marginal abatement cost
Cs marginal social cost related to the sum of private and external costs
C total damage cost

usage: ‘total damage cost’ sometimes abbreviated ‘damage’ or referred to as in
‘willingness-to-pay’ or WTP)

r discount rate or the real rate of capital return

rg rate of consumption growth
It time discount rate
0 marginal utility of consumption

r, (x,[t1 A ]) compound annual growth rate or CAGR of parameter x over period 7= [t1 ,tz]

where: T is as defined above
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1. Introduction

Air transport development relies on the effectiveness of technology investments to stem the
environmental impacts of aircraft operations (NSTC 1995; DfT 1998; EC 1999; NSTC 1999, EC 2001;
DT 2003; FAA 2004d, 2004e; ICAO 2004; JPDO 2004; PARTNER 2004; SASC 2005). Progress in
understanding these impacts suggests a number of potentially important environmental objectives.
However, their prioritization is uncertain and current resources do not offer a way to make the necessary

comparisons.

1.1. Motivation

The potential risks for environmental investments is significant, particularly because the scale of
technological change required to reduce impacts may encompass the entire air transportation system.
Uncertainty in prioritization is one component of these risks. For decision-makers, this means not
knowing the environmental consequences of choosing one mitigation option over another, or how to
determine which among several performance specifications provides the most desirable reduction in
impacts. The goal of this thesis is to establish assessment capabilities that direct decision-makers toward

positive outcomes.

1.2. Objective

Specifically, we want to define the metrics and a means for their evaluation to quantify the environmental

trade-offs inherent in design and policy choices.

The objectives of this thesis are to evaluate: (1) metrics to compare the influence of aircraft
performance characteristics on environmental change; and (2) methods to incorporate integrated

analysis in regulatory assessment tools.

1.3. Approach

To accomplish these objectives, this work uses the environmental costs, or damages, of emissions and
noise to compare impacts of changes in climate, air quality, and community noise. To estimate damages,

we develop a probabilistic multi-attribute impact pathway analysis (MAIPA) to model the environmental
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costs of emissions and noise due to changes in climate, air quality, and community noise. These costs
represent the economic choices people may make to avoid risks to their health and well-being from
environmental change. This approach is methodologically consistent with regulatory norms established in

the United States, Canada, and Europe.

1.3.1. Retrospective assessment of US commercial aircraft operations from 1991-2003

MATIPA is used to provide an historical assessment of the environmental impacts of commercial aircraft
operations in the United States between 1991-2003.1 These impacts are characterized by inventory,
environmehtal , 1isk, and economic metrics, and, ultimately, estimates of environmental damages in terms
of aircraft performance parameters. The resolufion of results is national and yearly, with the exception of

inventories, where results are quarterly.

1.4. Context

Two recent examples illustrate how environmental choices arise in aircraft design and operation and how

the results of MAIPA-type assessments clarify decision consequences. -

1.4.1. Airline orders reduction in aircraft noise at expense of fuel efficiency

The first Airbus A380, a new very-large commercial transport aircraft with primary application to long,
heavily-traveled routes, entered service early in 2007. From the start, environmental performance was a
key criterion for the new design, but one of several including operability, safety, security, efficiency, and
market applicability. The launch customer, Singapore Airlines (SA) in this case, had an important role in -

setting requirements.

For SA, operation through London’s Heathrow Airport was vital to the success of the A380 in their
markets. Heathrow is one of several airports around the world that restrict aircraft operations based on
their noise characteristics. These noise rules are in place to minimize impacts on communities close to the
airport. SA requested that the A380 design meet restrictions typically applicable to any large commercial

aircraft currently in-service, such as the A340 or Boeing B777.

! Other aviation environmental impacts exist: production and disposal of aircraft, flight services (food provision,
etc.), and infrastructure (such as airside operations). Production impacts are expected to be small ref RCEP, but the
author is not aware of any examination concerning disposal issues. Airside operations not associated with flight
operations (e.g. fueling, baggage delivery, etc.) and ground-side activities have been assessed elsewhere.
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When this request was made, the design process had progressed to a point where Airbus had limited
options to respond. Its best option, given resource constraints, was to trade a 1-2% decrease in fuel
economy to achieve a 1-2 dB noise reduction and thus a comfortable margin of compliance.? An SA

A380, the second placed in service, made its first landing at Heathrow on March 18th of 2007.

1.4.2. Increased noise exposure halts airline tests of fuel reduction procedures

The A380 design choice reflects a competition among environmental goals that is replicated in operational
choices. Pressure from local communities to mitigate airport impacts, particularly noise, has been an
historically significant influence on operations. This is most directly felt by airlines, but as they respond to
regional- and global-scale environmental issues, operational decisions that favor reductions in fuel and

emissions will be increasingly commonplace.

Consider this recent news thread reported by the Cairns Post. Qantas is an Australian airline that serves
domestic and global destinations. In a trial flight path adjustment to lower fuel consumption for southerly
arrivals and departures, aircraft were diverted over the city of Cairns in Queensland, increasing noise for
residents of the Esplanade district and the Mulgrave River Valley to the southeast (Irby 2007a, 2007b;
Koch 2007; Murtagh 2007).

Local protest ended the experiment, returning the status quo. Is the status quo a more favorable balance
among noise and emissions impacts? The Cairn’s community is trading the hidden costs of noise for those
of air quality. The results reported in chapters 5 and 6 of this thesis suggest that their position makes sense
from a household perspective. For people exposed to aircraft noise, noise impacts from commercial
aircraft operations in the United States between 1991-2003 is estimated to be ~80 times higher than costs

resulting from their exposure to emissions impacts.

From a societal perspective, including all regional and global emissions impacts, this equation changes.
Again based on results shown later in this thesis, the median annual noise cost for the United States
between 1991-2003 accounts for ~1/8th of the estimated sum environmental costs of commercial aircraft
operations. In the absence of a way to communicate a comprehensive account of health and welfare risks,

there is no voice for the populace outside the region.

2 Personal communication. 2004. A. Joselzon. Head of Engineering Environmental Strategy, Acoustics and
Environment Department. Airbus France SAS.
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1.5. Contributions

There are six primary contributions from this work. These contributions fall into three categories:
expanding the capabilities and scope of air transport environmental impact assessment, understanding
how environmental impacts are related physically and technologically, and identifying potential
mitigation approaches. Additional contributions are stated in the introductions to chapters 2—6. The

conclusion chapter 7 reviews these contributions with further discussion of implications.

1.5.1. Integrated apprbach to air transport environmental impact assessment

Conducted pathfinding research for development of the FAA Aviation-environmental Portfolio
Management Tool (APMT). '

An important contribution of this work was in demonstrating the feasibility of, and identifying
requirements for, the Aviation-environmental Portfolio Management Tool (APMT). APMT is currently

under development for application to regulatory decision-making in the United States.

1.5.2. Particulate matter impacts of aircraft emissions

Introduced a treatment of air transport particulate matter emissions, environmental fate, and
health impacts of particulate matter.

This thesis extends the scope of impact assessment with a comprehensive freatment of particulate matter
emissions. Estimated particulate emissions indices were applied to evaluaté the first mass-based PM
inventories specific to the operational performance of US commercial aircraft. Through these models, this
work identifies precursor emissions as primary sources of environmental damages. Treatment of PM was

a necessary basis for the contributions stated in sections 1.5.3,1.5.5,and 1.5.6 below. v

1.5.3. Uncertainties in impact assessments

Identified that the major source of reducible uncertainty in emissions damages stems from the
assumed extent of ozone and particulate matter production in the engine exhaust plume.

This thesis evaluates the comparative importance of parametric, structural, and scenario uncertainties in
estimated damages. Of these uncertainties, the role of the engine exhaust plume chemistry and
microphysics is a primary uncertainty in estimating the change in ambient ozone and particulate matter

concentrations due to aircraft operations. With the assumptions made in this thesis, estimated air quality
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damages are approximately 60% higher than when using the assumptions of large-scale complex air

quality models such as EPA CMAQ.

1.5.4. Environmental damages

Identified that the most important factor determining changes in damages over time is the
dependence of emissions damages on the background environmental sensitivity.

Emissions impacts of US commercial aircraft are dictated by the progress in controlling emissions from
other sources. The attribution of trends to parametric inputs shows that air transport emissions impacts are
predominantly determined by the background environmental sensitivity, indicating that the growth of air

transport emissions relative to other sources is the key factor that determines damage costs.

1.5.5. Integrated approach to impact mitigation

Reassessed the environmental benefits of the aircraft retirements mandated by the 1990 Aircraft
Noise and Capacity Act.

From December 31, 1994 through December 31, 1999, FAA mandated a scheduled phase-out of portions
of the commercial fleet identified by their failure to meet a limit on noise levels (14CFR91.801-877
Subpart I: Operating noise limits). Analysis of noise trends during these phase-outs finds reductions in
noise exposure provided benefits approximately 10 times lower than estimates of the associated phase-out
costs published during and after the final compliance date. Combining results from emissions and noise, it
is further shown that, by a 2:1 margin, more of the benefit from the Stage 2 noise phase-out rule came

through reductions in VOC and PMnv emissions than from noise reduction.

1.5.6. Environmental trade-offs in aircraft technology

Quantified the environmental trade-offs in decisions specifying aircraft performance for the
technology in the US commercial fleet from 1991-2003.

The traditional objectives of design toward regulatory standards or the market are marked by minimum
NOx, minimum fuel consumption or minimum noise. A more comprehensive perspective recognizes that
different sets of environmental performance characteristics can provide equivalent levels of welfare.
Trade-offs are estimated using environmental damages and presented as elasticities of performance, or
percent change in one performance parameter equivalent to a percent change in another. A damage

function describes the sensitivities to performance changes in the US commercial fleet from 1991-2003.
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1.6. Chapters

The contents of chapters 2—7 are summarized below. Each incorporates uncertainty analyses into the
discussion. Relevant appendices are referenced in each chapter where they appear as background to the

material.
»  Chapter 2 formulates the multi-attribute impact pathway analysis or MAIPA.

»  Chapter 3 evaluates the historical environmental performance of the US commercial aircraft fleet,
specifying the fuel, emissions, and noise inventory inputs for the 1991-2003 retrospective

assessment.

*  Chapter 4 formulates methodology to estimate impacts on the global climate that distinguishes the
value of reducing CO2 emissions versus non-CO2 emissions, and estimates marginal and sum climate

damages.

* Chapter 5 formulates a methodology to estimate impacts on air quality that distinguishes the value of
reducing NOx, SOx, HC, PMnv, and CO emissions that accounts for the formation of ozone and
particulate matter. Estimates of marginal and sum air quality damages are reported. In addition, an

analysis of marginal emissions costs, including fuel consumption, is presented.

»  Chapter 6 formulates a model to estimate trends in noise exposure as a function of a cumulative noise
metric. Correlations among trends in air transport noise and emissions damages are discussed and a
reassessment of the noise phase-outs mandated by the 1990 Airport Noise and Control Act is
presented. In addition, chapter 6 provides a comparative analysis of sum climate, air quality, and

noise damages.

e Chapter 7 summarizes the primary contributions of this thesis, including estimates for the
environmental trade-offs in policy or design decisions made to specify aircraft performance for the
technology in the US commercial fleet from 1991-2003. Chapter 7 also discusses implications and

suggests next steps.
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2. Integrated air transport environmental impact assessment

The first objective of this thesis is to develop metrics and a means for their evaluation to assess the
comparative influence of aircraft performance characteristics on environmental change. This chapter
formulates a probabilistic multi-attribute impact pathway analysis (MAIPA) for this purpose. Its goal is to
improve the quality and content of decision information available through assessment tools and in doing
so, to promote better decision-making for effective mitigation policy.

Contribution 2.1. Conducted pathfinding research for development of the FAA Aviation-
environmental Portfolio Management Tool (APMT)

MAIPA is unique as an integrated approach to air transport environmental impact assessment.! An
important contribution of this work was in demonstrating the feasibility of, and identifying requirements
for the Aviation-environmental Portfolio Management Tool (APMT). APMT is currently under

development for application to regulatory decision-making in the United States.

APMT represents a fundamental change in aviation-environmental assessment, moving from air transport
environmental impact assessment based on quantity-based impact metrics, effect-by-effect analyses, and
cost effectiveness decision-making, to one based on a comparative evaluation of multiple impacts—more
directly responsive to risks to health and well-being, mindful of uncertainties, inclusive of a broader
scientific knowledge base, and prepared to evaluate the synergies or incompatibilities among regulatory

options.2

1 These systems are inherently complex. Commercial air transport consists of interdependent systems driven historically by safety
and security requirements as well as economic motivation. The enormous intellectual and capital resources invested to establish
this system compose a large technological inertia; change requires a similarly large impulse, carrying an expense and persistence
that necessitates careful consideration of investment objectives. In turn, the environmental processes perturbed by air transport
weave sources, transformations, and impacts into a latticework of physical and social change that resists decomposition. The
geographic scales and persistence of these changes alter the livelihoods of individual communities through accumulative and
acute impacts that last hours or days, as well as generations living centuries hence that will experience the lagging consequences
of industrial activity today.

2The resolution of trade-off issues lies arguably within the scope of national or international policy; local situations are
informative, but not a surrogate for decisions directing investment towards system-wide change. In the air transport context,
formulating policies with this broad intent suffers from a limited and uncoordinated flow of scientific information useful for
assessment, a situation which places local conflicts at the fore of decision-making. This thesis speaks to this broad perspective by
clarifying the relationship between air transportation and the desires of society for environmental health as a part of their well-
being. What is needed is a productive means to communicate a rich understanding of the scientific and technical knowledge that
defines environmental in a form assimilable into present-day decision mechanisms.
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Sections 2.1-2.4 describe MAIPA procedure, with supplemental discussion in Appendix A1. Section 2.5
describes the evaluation of trade-offs using information contained in the damage function. Appendix A2

supplements section 2.5.

2.1. Multi-attribute impact pathway analysis

The evaluation of an impact vector is commonly called an impact pathway analysis; this document uses
MAIPA or multi-attribute impact pathway analysis to refer to the unified assessment of many impact
vectors. MATPA mechanistically traces multiple impact vectors that result in climate, air quality, and noise
impacts. This is a bottom-up approach, following a chain of environmental effects initiated by the
introduction of emissions and noise to their ultimate impact on people. Figure 2.1 sketches a simplified
representation of MAIPA. The pathways are grouped by broad categories of impact with vectors pointing

left to right.
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Figure 2.1. Schematic of the multi-attribute impact pathway analysis
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The viability of an assessment is both a technical problem and an issue of public accessibility.? The
common approach to impact pathway analysis is to treat each chain separately; this picture of
environmental impacts, which follows the historically step-by-step discovery of their mechanisms, is the
primary reason why regulatory structures are similarly divided in the United States. These are false

boundaries, physically and socially; the integrated analysis here examines how impact vectors interact.

2.1.1. Developmental requirements

Assessment metrics need to directly tie actionable technological characteristics with socioeconomic
characten’ stics. Requiring connectable metrics limits the assessment to-a subset of theoretical effects and,
further, those where the literature on these effects is sufﬁciént to support their inclusion in policy
analyses. For example, we use pecuniary environmental metrics, where an intermediary, such as property
(e.g. noise) or health (e.g. air quality), as proxies to describe social preferences for environmental quality.
A complete impact pathway model can thus be constructed only forvcertain risks as limited by our ability
to evaluate effects in a manner germane to aircraft operations and specify uncertainties (cf. next section
2.2). Early economic assessments of aviation environmental impacts typically applied assessments of

other sources to estimate the damages due to air transport.4

3 Note on metric characteristics: There is no reference approach to this task; in lieu, a set of guidelines were developed as part of
the thesis effort. The guidelines identify desirable assessment metrics as those that are ordinal, quantitative, connectable, and
- transparent; these characteristics are common-sensical, but often ignored in making analyses accessible to decision-making.

(1) Ordinal: Metrics and related estimation methods are capable of ordering and specifying preferences for environmental quality
as the basis for integrative decision-making. With technical metrics, such as total carbon emissions, this characteristic is typically
innate, but not necessarily for socioeconomic metrics where their definition often includes assumptions about what is a preferable
social order. Ordinality allows prioritization of environmental objectives and explicates mechanisms through which trade-offs
among objectives are made.

(2) Quantitative: Uses cardinal metrics and methods where magnitude is meaningful, but not necessarily exclusionary; that is we
expect uncertainty. Ordinality does not state the extent to which one objective is preferred to another. For this, we need an
account of magnitude. Thus, we employ when possible cardinal metrics and methods where magnitude is comparatively
meaningful. There exists a set of mitigation options X = {x1, ..., xn} where we can define a probability function where the set
contains AC specified for each option x; ACX is the difference between a reference or baseline condition and one perturbed by
implemented mitigations. This study uses a social welfare metric for comparative purposes to meet this guideline, but does not
mean an assessment metric should be monetary.

(3) Connectable (and calculable): Methods and outcome metrics directly tie actionable technological characteristics with
socioeconomic characteristics.

(4) Transparent: To the extent practicable, methods and outcome metrics are publicly accessible.

4 Aircraft are mobile, but their origination from airports leads to point source impacts. Most aircraft emissions uniquely occur
above the atmospheric boundary layer, and these emissions can be transported back into the surface mixing layer leading to
distributed air quality impacts that are atypical of point or mobile sources. Emissions into the upper atmosphere lead to a host of
short-lived radiative effects which add to the commonly appreciated effects of carbon dioxide. Noise is higher and not as
localized as other mobile sources.
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These methods balance the need to minimize the loss of decision-relevant information and maximize its
quality. Computations are fully probabilistic, accounting endogenously for uncertainty and variability in
input parameters. The first of these implies minimum complexity to the models in order to represent the
path from source to damage and still provide useful assessment information. Effects are excluded most
often by the availability of observational support, often due to immature measurement capabilities. For
this analysis we need technological, operational,, environmental , and socioeconomic data to specify
required metrics. Admitting methods into assessment approach considers the availability of validation

data and the potential for demonstration exercises.

Methods were required to maintain internal consistency in fidelity among the steps in the impact pathway
analysis. Each impact pathway evaluated has a resolution-limiting input. Noise valuations, for example,
involve meta-analyses that aggregate results from airports spanning the United States, Canada, Europe,
and other regions to identify demographic dependencies. Valuing disease incidence is similarly conducted
using nationally-averaged heath care costs. For climate, regionalized impact assessments are emerging,
but underdeveloped for the assessment practice pursued by this thesis; globally-averaged metrics are the

best understood gauges of impacts.

This analysis is specific to environmental impacts directly resulting from flight operations in the United
States.5 Impact assessments are resolved only to the national scale and, where uncertainty allows, the
finest time scale is yearly (the exceptions are inventory estimates where the resolution is quarterly). Since
metrics are estimated using a retrospective analysis of activity occurring from 1991-2003. Thus, results
are intended describe comparative environmental impacts as they exist today, focusing on understanding

key uncertainties and identifying relationships that suggest mitigation opportunities.

2.1.2. Scope and resolution limitations

It is critically important to consider the validity of applying the results of the analysis or extrapolations
thereof for prospective assessments in the context of the uncertainties and limitations described above.
There are limitations on the scope and resolution of MAIPA as applied in this thesis: (1) results are

specific to environmental impacts directly resulting from flight operations in the United States; (2) results

5 Aviation regulatory and design schedules suggest that exploration of decision spaces should be conductible within 3-6 months
of initiation in order to allow detailed evaluations of identified options.

37



are based on a retrospective analysis of activity occurring from 1991-2003; (3) impact assessments are
resolved only to the national scale and, where uncertainty allows, the finest time scale is yearly (the
exceptions are inventory estimates where the resolution is quarterly); and, (4) include those modes of

environmental change calculable along the entire impact pathway.

2.1.3. End-user considerations

An assessment metric needs context. A metric of risk or loss is a poor intermediary if its measure is
opaque; this makes it difficult for people to express these preferences, and for decision-makers to obtain
useful assessments. For example, the estimation of welfare metrics is theoretically complex, but their
monetary expression is comprehensible. But it is helpful if the estimation method is as transparent as
poséible; methods are preferred that speak directly to stakeholder application (e.g. connecting aircraft
performance parameters to risks) and rely upon public information to make transparent the interpretation

of results.

Because the state of understanding of particular societal needs will continually change, metrics and
methods are further useful if they are amenable to eifolving interpretations of causes and effects. In this
sense, metrics with-invariant interpretations over geographic aﬁd ‘historical scales best support the long-
term viability of the analysis approach. For impact assessment technique in specific, assessments address
air quality impacts at the scale of aggregate industries, particularly powér generation and road transport
(Small and Kazimi 1995; Mayeres et al. 1996; Levy et al. 1999; McCubbin and Delucchi 1999; Banfi et
al. 2000; Matthews and Lave 2000), and assess the national impacts of specific emissions species and
noise (Nelson 1978; Oates et al. 1989; Cifuentes and Lave 1993; Delucchi et al. 2002), often for the
regulatory assessment of air quality programs (EPA 1997b, 1999c¢; EC 2003; Nash 2003; Zhang et al.
2004). MAIPA departs from this experience by integrating assessments of emissions and noise impact
vectors, using a probabilistic formulation, and developing an assessment practice applicable to air

transport.6

6 Other aviation environmental impacts exist: production and disposal of aircraft, flight services (food provision, etc.), and
infrastructure (such as airside operations). Production impacts are expected to be small ref RCEP, but the author is not aware of
any examination concerning disposal issues. Airside operations not associated with flight operations (e.g. fueling, baggage
delivery, etc.) and ground-side activities have been assessed elsewhere.
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2.1.4. Procedure and component models

The impact pathway analysis focuses on common stages of transformation: (1) defining sources and their
activity to characterize pollutant inputs; (2) estimating affected changes in environmental quality; and
then (3) estimating the decrease in social welfare expected in the presence of these risks. This perspective
helps retain focus on consistency in inputs, model fidelity, analysis scope, and geographic and temporal

resolution.

Reduced-order source characterization and environmental models were developed for MAIPA (cf. next
section at 2.3 and chapter 4), capable of explicating first-order influences, but at a scope and resolution
lower than current assessment tools used by FAA and others. Computational burden was also considered;
estimation methods are practicable only if they can evaluate statistically significant results in the time
frame of an assessment.” Constituent models address aircraft performance, emissions chemistry and
microphysics, atmospheric chemistry, transport, and radiative processes, disease incidence and mortality,
and resource system stresses. Models use common operational data, technological parameterizations, and
environmental and socioeconomic conditions. Chapters 3-6 describe the evaluation process in more

detail.

Estimation of the pollution input to the environment as emissions and noise through a comprehensive
source characterization of the aircraft fleet. Impacts on environmental quality are defined by three metrics:
(1) changes in the global climate using surface temperature as the metric of environmental change; (2)
changes in air quality measured by changes in atmospheric pollutant concentrations; and (3) changes in
environmental noise measured by frequency-weighted sound exposure levels. Only in for air quality
analysis are risks to the well-being of exposed populations explicitly determined, measured collectively
by the incidence of disease, mortality, and other changes in livelihood. Comparative societal preferences
for improvements in environmental quality use observations of societal economic behaviors expressed

using the currency metrics conventional to economic analysis.

7 Previous studies often apply marginal valuations of impact (e.g. cost per unit emission or noise) estimated for other economic
activities (e.g. automotive transport, electricity production, etc.) and assume they are applicable to aviation. However, the spatial
distribution of aircraft effects (vertical as well as horizontal), and unique character of impacts (e.g. cloud interactions at altitude)
make this benefit transfer practice questionable. This is a common practice, however, and marks most efforts to evaluate the
environmental costs. Initial efforts undertaken by the ICAO CAEP to employ cost-benefit analysis in evaluating new proposals
have used benefit transfers across industries. To reduce the social and economic distances made in executing such transfers,
valuations of change in environmental variables in MAIPA are reserved until after assessing the impacts of commercial aviation.
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2.1.5. Evaluation for air transport environmental impact'assess‘ment

Subsequent to a comprehensive review under the auspices of the Transportation Research Board (TRB) of
the U.S. National Academies of Science and Engineering, the outcome of this three-year process was the
definition of requirements, architecture, and a prototype work plan for development of the Aviation-
environmental Portfolio Management Tool (Waitz et al. 2006b, 2006c¢); the initial MAIPA formulation
served as the APMT template for these definitions. The decision-making utility of APMT was formally
recognized internationally at the 7th Meeting of the Committee on Aviétion Environmental Protection

(CAEP) of the International Civil Aviation Organization (ICAO) in 2007.

APMT represents a significant and timely change, led by the U.S. Federal Aviation Administration Office
of Energy and Environment, in the way national air transport decision-makers approach aviation-
environmental issues. The incorporation of the necessary assessment capabilities for economic analysis
within APMT has facilitated FAA engagement in shaping global air transport environmental policy. The
repertoire of mitigation options that can be addressed using current air transport EIA practice has
exfended to include market-based approaches and the necessary assessment capabilities have also been
built into APMT. These developments are crucially important toward addressing the significant challenge

of reducing climate change 8

2.2. MAIPA application toward improvement of APMT capabilities

Initially MAIPA was a vehicle to demonstrate the feasibility of benefit estimation in the context of
existing practices. MAIPA has also been valuable to investigate potential improvements in the methods

and knowledge content of assessment practice, particularly as they inhabit APMT.

MAIPA and APMT today address the benefit estimation problem with different but complementary
emphases; table 2.1 compares the methodological approaches and scope in their their current

formulations. MAIPA, like APMT, is generally consistent with regulatory guidelines and benefit

8 APMT is one element in the first complete air transport EIA cost-benefit analysis (CBA) capability for use in national and
international decision-making. APMT has been exercised to evaluate tightening NOx engine emissions limits and the benefits of
converting to low sulfur.aviation fuels. Currently, APMT assessments include the climate benefits of infrastructure improvements
and the value of CO2 engine emissions controls. APMT development continues to.expand assessment capabilities. It is important
to stress that couching a capability like APMT within the confines of standard-setting for noise and emissions, the historical
norm, underestimates the transformative solutions that will be sought through its application. However, the need to pursue
alternative sources of energy to power the future aircraft fleet and stem global change does not lessen the consequences of air
quality and noise effects.
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assessment practices in the United States, Canada, and Europe. Where MAIPA and APMT differ is

primarily in resolution and scope; MAIPA trades scope and resolution in order to evaluate methodological

choices and trade-offs, and to provide tentative benchmarks for APMT results, while reducing

computational requirements.

Table 2.1. MAIPA and APMT approaches to air transport benefit analysis

representative aircraft types to
construct fleet inventories

. integrated, activity base
consistent across impacts
: assessed

quarterly for inventories; yearly for
. impacts

historical for developmental
assessment

uncertainty; scenario analyses to
assess impact of physical model
- construction and economic

. assumptions

linearized measurement-based

2.2.1. Probabilistic formulation

INM

global

specific aircraft models to
construct location specific or
fleet inventories

integrated, activity base
consistent across impacts

assessed

flight-by-flight for inventories;
hourly-daily depending upon

impact time-scale

prospective for regulatory
assessments

- probabilistic at computational

level to assess parametric
uncertainty; scenario analyses to
assess impact of physical model
construction and economic

assumptions

- 3-D chemistry transport (CMAQ)

impulse-response

route (Europe)
specific to aircraft type

not integrated; impacts
assessed separately with

different activity inputs

yearly

prospective for policy
development but often for

indeterminate point in time

deterministic; no probabilistic
computation; individual
application specific scenarios

use physical benefit transfers

The importance of communicating uncertainty in environmental analyses is extensively recognized (Iman

and Helton 1988; Morgan and Herion 1990), particularly in application to climate change (Manne and

Richels 1995; Morgan and Keith 1995; Allen et al. 2000; Webster et al. 2003). We are ultimately

41



interested in a probabilistic approach because the end-use problem is one of managing decision risk.?
Three aspects of fidelity require attention in the MAIPA: representing uncertainty in model form
(structural), considering fidelity in the representation of actual processes; scenario uncertainty, referring to

inestimable effect contributions; and specifying uncertainty or variability in input variables (parametric).

The analysis of results focuses on parametric and structural uncertainties. Since this thesis bases damage
estimation on a retrospective analysis, scenario uncertainties are assessed only in cases where the
lifetimes of physical effects or economic development persist beyond the study time period (i.e. climate
change). In the face of uncertainty about the future, it can be attractive to use intermediate metrics, such
as inventories, as surrogates for environmental quality. However, intermediate metrics often do not

correlate with empirical societal risks (cf. chapters 3-4).

2.2.2, Specification of parametric uncertainties and computation

Practically, the propagation of parametric uncertainties places stricter limits on the resolution of trends

and the spatial heterogeneity of impacts. -

See Appendix A1 for additional discussibn

* ‘Appendix Al (Computation and analysis conventions) details the approach to specifying parametric,
scenario, and structural uncertainties, the computational implementation of uncertainty propagation,

and the approach taken to validate results where measurements may or may not be available.

2.2.3. Identification of structural uncertainties

Structural issues are examined through comparison of model outputs with data and outputs from other
models with similar functionality. Only certain elements of the impact pathway can be assessed directly
using exogenous data sets (i.e. fuel use and particulate matter emissions measurements). A judicious use
(i.e. evaluated against the fidelity guidelines) of measurement data is preferred over employing models to

achieve the same output. This limits the extent to which structural issues affect error by confining such

9 Most people and organizations are risk averse, and there is often the opportunity to combine uncertain assets in such a manner
as to-maximize a risk-weighted expected return. Nonlinear models generally result in output distributions that are skewed,
suggesting that risk may be differentially weighted above or below the mean. Even if outputs are not skewed, costs related to
various outcomes may be uneven across the output distribution. Given uncertainty in cost estimates (as in a cost-benefit
framework), the expected value of the net surplus may be assumed a measure of welfare (Freeman 1991). Risk preferences are
not addressed by the analysis, but there is value in reducing uncertainty for a risk averse populace. In economic terms, for the
distribution of environmental costs in particular, certainty equivalents for the benefit stream would be smaller than expected
value.
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considerations to questions of theoretical plausibility or, more commonly, temporal and geographic

resolution.

The latter situation occurs in the context of estimating changes in environmental quality. Chapter 4
introduces these models and reviews the improvements in comparison to APMT results. Consistency
between MAIPA outputs and modeling results from equivalent literature studies supplements for the lack
of empirical data for comparison. For fuel use and emissions estimates, these comparisons only serve to
define the extent to which structural uncertainties may affect output metrics. However, for other
situations, comparisons identify structural uncertainties potentially important to the focus of policy
efforts, such as the change in air quality impacts stemming from the effect of plume processing on ozone

and secondary PM formation (cf. chapter 5).

In contrast, several results from later stages of MAIPA have no equivalents (economic outcomes in
particular) and applied methods do not give us the benefit of experimental verification. These results stand
on the merits of metric and method choice (thus the need for the guidelines above), specifically the
robustness of the underlying theory and community experience with their practice. There are no empirical
examples of policy application that might be used to confirm that the fidelity of this analysis is suitable
for designing specific decision options, particularly those that are market-based, but this is not a unique
problem among environmental assessments. The United States Environmental Protection Agency (EPA)
has examined the national experience with economic incentives for other purposes (EPA 2001c), but there
is no follow-up work to identify whether the underlying analyses enabled good policy design. Validity
(which includes accuracy assessment) is ultimately judged by the success of policies ex post. This thesis
does evaluate one previous regulatory effort, the mandated phase-out of noisy aircraft, to establish the
beginnings of the type of evaluation that seeks to understand how policy design conforms with its intent

(cf. chapters 3 and 6).

2.2.4. Methodological limitations under an economic framework

The economic framework through which trade-offs are identified is perhaps the most restrictive of the
assessment steps. The damage function is a means to compare ways of addressing aviation environmental
issues and in this sense, monetization bundles different goods so they may be juxtaposed against other

bundles. The use of an economic framework is by definition limited to those impacts which can be
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inferred through observations of transactions é)r which can be related to a reference transaction such that a
given environmental impact has an economic correlate.!? Valuation methods are categorized broadly by
the manner in which they seek to detemline‘preferences for environmental amenities in the absence of a
market. They are also differentiated in their ability to evaluate use-related and non-use impacts resulting
from a change in environmental quality, and are often limited to evaluations of willingness-to-pay at the
margin due to the restrictions of metrics for amenities such as clean air and quiet (i.e. a complete marginal
damage curve is difficult to obtain). There are difficulties separating these non-market goods from

bundling with other private and public goods.

This analysis relies primarily on the extensive basis of theoretical develbpr’nent and application
experience with valuation techniques that use statistical inference or cost data directly to infer preferences
for environmental quality. This restricts the detailed valuation of environmental impacts to using costs
(i.e. physical damages and their resultant impacts) where surrogates for environmental effects are
measured through changes in markets. Alternative methods are available for some impact endpoints to
assess the valuation of non-use attributes, a particularly contentious issue in the case of climate change.
Regardless, this is a situation where the economic lens may simply be at the limit of its field-of-view;

other avenues of decision advice may be better options.

Tables 2.2 and 2.3 overview impacts that are and are not evaluated through MAIPA with an estimated
magnitude of effect and quality of research available for decision making noted where possible. The
absence of impact vectors biases marginal costs downward with the largest factor likely to be the
multiplier effects of environmental damages. Unanticipated swings in future results ére an unavoidable
consequence of continued research in the relatively young endeavor to quantify the impacts of aviation on

the environment.

10 Most people and organizations are risk averse, and there is often the opportunity to combine uncertain assets in such a manner
as to maximize a risk-weighted expected return. Nonlinear models generally result in output distributions that are skewed,
suggesting that risk may be differentially weighted above or below the mean. Even if outputs are not skewed, costs related to
various outcomes may be uneven across the output distribution. Given uncertainty in cost estimates (as in a cost-benefit
framework), the expected value of the net surplus may be assumed a measure of welfare (Freeman 1991). Risk preferences are
not addressed by the analysis, but there is value in reducing uncertainty for a risk averse populace. In economic terms, for the
distribution of environmental costs in particular, certainty equivalents for the benefit stream would be smaller than expected
value.
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Table 2.2. Evaluated impact vectors

restricts the detailed valuation of environmental impacts touse costs (i.e. physical damages and their
resultant impacts) where surrogates for environmental effects are measured through changes in markets
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Table 2.3. Impact vectors not considered in MAIPA applications
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2.3. Evaluation of the damage function

The quantitative results of this analysis provide a comparative analysis of performance factors that effect
changes in environmental impact. Given the relatively high cost of any technological or operational
change in the air transportation system, this is essential to identifying investments that have the highest
potential for environmental benefits. This section outlines the computational problem associated with

estimating ¢(w) and the damage function.

2.3.1. MAIPA calculation of damage estimates

Referring back to figure 2.1, environmental costs depend upon environmental quality impacts (p) as a
function of emissions and noise, p(gi,gn). Emissions and noise, in turn, are functions of geography and
time, gi(x,t) and gn(x,?), as dictated by operational activity and technology. For a design change,
consequent changes in qi and gn are not necessarily independent; g and g, are realized in discrete pairs
related to the performance of an aircraft type. New aircraft types will offer a different balance of
emissions and noise performance than those currently in the fleet. The functions p related to emissions (pi)
and noise (pn) are typically non-linear and cannot necessarily be assumed independent for a given policy
option intended to reduce impacts. As gi and gn exhibit dependency through technology, pi and p, exhibit

dependency through operations.

Equation 2.1 shows a generalized damage function without income effects for a location X (e.g.
communities around an airport). The equation integrates marginal damages (c) for a change in emissions
and noise occurring over time following implementation of policy k at time ¢ = 0. The result is the change
in damage cost (C) associated with the policy k. The integration is made for the change in emissions i,
AQ;, and noise, AQh, against a background from all other sources, Qr. To this is added an error, ¢,
resulting from sources not quantified or unknown. Here the time horizon is infinite, but with a given
discount rate, r, only a portion of this timeline will be of practical consequence and the stream of future

changes is uncertain.

o o7
(2.1 ACt=|[ [ c(Q)edQ dt|+e
0 (o)
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To estimate total damage costs due to aircraft operatioﬂs, MAIPA estimates c(Q) as the difference
between two states: (1) a baseline where air traffic effects are as they stand presently; and (2) the state
where these effects are hypothetically removed (so that AQ; and AQh are equal to all emissions and noise
from air transport). As a result, equation 2.1 can be recast approximately as shown in equation 2.2, where

it is assumed that individual effects are additive and thus separable.

i o
(22) CEE f f e dQ, dt |+ f f e dQ, dt|+e
i=1 "'+AQ o +AQ
emissions contnbutlon noise contnbution

In equation 2.2, we assume parameters reference air transport. The equation does not contain the
feedbacks that would occur if policies implementing technology or operational change were carried out
over a time scale similar to the fleet replacement cycle. For sequential policies, it may be necessary to
revise the damage function to account for changes in the states of air transport, background sources, and

environmental quality.!!

A simplified summary of inventory calculations is shown with equatibns 2.3, for an emitted species, i, at a
particular location, X, for the time period, 7. A similar formulation is used for noise. Inventories, O, are
the product of fleet operations, , and the rate of emissions production, ¢, ,integrated over time. The

index, j, refers to a particular aircraft type and ¢; is dependent on technological characteristics.

()

23) 0 (xT)=0"+3n| [ gy at| - 0@M=0
X

J t(thy)

Typically, inventories are calculated as the sum of regional inventories over airports X, as written in
equation 2.3. MAIPA inventories are calculated directly from U.S. national activity statistics, essentially
treating the United States as a single airport (cf. chapter 4). We book-keep two inventories, one including

only portions of the flight below the atmospheric boundary layer, < i (equation 2.4), assumed to impact

11 In cases where a technological system such as the aircraft is being designed, such interdependencies arise explicitly and a
model is required to relate gi and qn directly. This case is not considered in this thesis but the framework is amenable to its
inclusion. For example, an exogenous aircraft design model could be specified for this purpose.
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air quality, and the other including all flight segments, impacting the entire atmosphere and leading to

climate effects.

t{thy) Pt g
24) o (T)=3n'- [alwad o+ RAQK:

J 1=0 '(U'b/)

. . \—\/'—J N——
emissions during take-off  emissions during landing
up to the mixing height 4, under the mixing height #,,

The emissions rate for species i and aircraft type j is the product of the fuel consumption rate (¢, ) and the

emissions index (EI), a metric of technological emissions performance as in equation 2.5.
25) G/ (1)=4;(t) EF (1)

MALIPA calculates valuations of environmental quality C for discrete changes in environmental quality
over a given time period (e.g. a quarter or year). For air quality, this is done assuming marginal costs
equal average costs ¢ =c ,implying that a linear change in total damages over Ap is locally a good
approximation of p(Q). In this case, we use Q; from equation 2.5 to obtain an estimate for ¢ as in the
equation 2.6. Where C(p) is nonlinear, as in the cases of noise and climate change, ¢ = ¢ and we instead

use an approximation to the derivative as in equation 2.7.

(2.6) c=c=AC/AQ  forlinear C=Bp+5,
27 c=dC/dQ for nonlinear C = f(p(Q))

With equations 2.6 and 2.7, equation 2.2 simplifies as in equation 2.8; the summation over aircraft types J
is added because this is the base unit of technology constructed for MAIPA. The linear form implies
separability of effects in estimating marginal damage costs; the roles of bundling and indivisibility are not

investigated in this thesis.

J 1
(2.8) AC=n, [E cAg; + anqn} +e
i

j=1 i=l
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This leads us to the form of the damage function estimated in this study shown in equation 2.9, where the
summation over J in equation 2.8 for emission i has been pulled into the calculation of AQ; and noise
marginal damages are given on a per operation basis such that Ag, in equation 2.7 is included in the

calculation of c;.

2.3.2. Form of damage function

The coefficients (¢ ) are vectors of estimators of marginal damage costs, denoted in this document by the
use of carets. These estimators are assumed unbiased (in the statistical sense, not in reference to error),
and are uncertain, given as distributions of possible values (cf. next section 2.4). Practically, policies built
around technology standards (as is the case in aircraft environmental regulation) should be congruent with
aircraft performance. MAIPA accommodates this in selecting the parameter references for marginal
damage costs. These are fuel composition (carbon, hydrogen, and sulfur); emission indices for nitrogen
oxides (NOx as NOz), carbon monoxide (CO), hydrocarbons (HC as VOC), and non-volatile particulate
matter (PMay, i.e. soot); and sound exposure level (dB SEL). Since the SEL is a time-integrated
parameter, it makes sense to use a per-operation normalization as is done in equation 2.9. Fuel marginal

damages are estimated from the El-weighted summation of marginal damages for the constituent species.

The form of the damage function is most relevant to supply-side decision-making. It can be alternatively
specified to stress consumption-oriented options, such as the evaluation of market-based abatement
strategies, but the marginal damage units would more conveniently be presented using mass units (e.g.
$/t, cf. section 4 for tabulation of marginal damages in mass units). Assuming a linear form for the
damage function implies separability, i.e. the marginal impacts of one species do not depend on another.
This is a physical simplification appropriate to small perturbations in environmental quality Equation 2.9
does not tell us directly how much environmental quality we will get from an expenditure; for this, we

need the marginal abatement cost estimator.

See Appendix A2 for additional discussion

* A comprehensive cost-benefit analysis (CBA) capability is envisioned as the next step air transport
environmental impact assessment. Appendix A2 (Benefit assessment in cost-benefit analysis) looks at

the application of benefit assessment to CBA in the context of the discussion in this chapter.
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Equation 2.9. Form of the estimated damage function

AC= o-é&, + B¢, + AEL-¢ + An-¢ + £ = damage function
) [ —) S . .
(1) fuel (2) fuel (3) emissions (4) noise mestlmggrl:a/glérslknown
consumption composition Via combustion
units [C(S) G (SN) é.. (MEI) &(SIEL) ¢, (Slop) El{g/ke-fuel)
C et climate damage| [air quality damage
¢, =[ AQ,., MO ] . |=| costoffuel |+ cost of fuel
el consumption consumption
where (1) Q. = fuel inventory
Qj::;’ = fuel inventory below mixing height
define

C}, = marginal damage cost of fuel

A<hy,

Cr = marginal damge cost of fuel for flight segments <h,,

K iCpic
A . P _ | damage cost damage cost damage cost
B c“’"’i’—[ AEIC 1 AEIS ] BENES '[of fuel carbon] [of fuel hydrogen] [of fuel sulfur
Cias

¢ = marginal damage cost of fuel carbon

iy = marginal damage cost of fuel hydrogen

where (2) Cyys = marginal damage cost of fuel sulfur

K, =(I+yY,A)= factor change in carbon damage cost with composition change
define

K, = %—(l - A)= factor change in hydrogen damage cost with composition change
0

Y = (H/C) = fuel hydrogen-carbon ratio
specify |A =Y/Y, = ratio of fuel H/C new to old fuel composition

y=¢ . /Cac = factor change in EIH due to contrail abatement ¢

A<hy
CEpM,,

A<ty

Craphns ¢
where (3) |AEI -&, =[ AEIPM,, AEINO, || “*™ FINO,

A<hy
CEico

]+[ AEIPMZ¥  AEINOY* AEICO™  AEIVOC™ ]

Cemox

climate damage cost of emissions ~<hy,

CEnc

air quality damage cost of emissions

J = index of representative aircraft type (REPACT) : J =20

where (4) A0’ & =[n'..n/ ") & | define e
n = number of operations (flights)

AJ=20
C

noise damage cost

NOy and PM,, marginal damages are further resolved into components relevant to climate and air quality
impact vectors, the latter indicated by superscript <Ay indicating that only the portion of a flight within

the atmospheric boundary layer is accounted. For this study, all cloud-related climate effects (including
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contrails) are attributed to hydrogen emissions since the thermodynamic and microphysical interactions of
water vapor emissions are the mechanism for their creation. The parameter (¢) in equation 2.9 represents
the reduction in cloud formation potential that may be achieved by, for example, route alterations to avoid
humid air masses, a function of mesoscale and synoptic meteorology. In this study, ¢ = 1 without
specifying its dependence on these conditions. The damage function accommodates specifications of
alternative fuel compositions via the parameters x, and x, , the latter of which is zero in the absence of

cloud impacts (¢ =0).

52



3. Characterization of commercial aircraft sources

This chapter evaluates the historical environmental performance of the US commercial aircraft fleet,
specifying the fuel, emissions, and noise inventory inputs to MAIPA. This work, along with early versions
of the environmental models discussed in Chapters 4-6, was the basis for defining requirements and a
prototype for APMT. The goal of source characterization was to establish a standard description of the
technological and operational features of the historical US commercial fleet. In particular, the objectives
were: (1) to develop a probabilistic computation through the estimation of fuel, emissions, and noise
inventories; (2) to demonstrate an accuracy in the estimated fuel consumption inventories comparable to
higher-resolution modeling capabilities accepted by the assessment community as benchmark methods.;

and, (3) to construct a mass-based particulate matter inventory.

Contribution 3.1. Treatment of particulate matter emissions

This thesis extends the scope of impact assessment with a comprehensive treatment of particulate matter
emissions. Estimated particulate emissions indices were applied to evaluate the first mass-based PM
inventories specific to the operational performance of US commercial aircraft. The analysis of PM trends
made possible with these inventories reveals a decline in PM emissions from 1991-2003. These results are
discussed subsequently in this chapter as well as in chapters 5 and 7.

Contribution 3.2. Historical and probabilistic emissions and noise inventories for US commercial
operations 1991-2003

This thesis presents the first detailed historical emissions and noise inventories for US commercial aircraft
operations. Quarterly estimates are provided for 10 inventories: fuel consumption; CO2, H>O, SOx, PM
(nonvolatile and volatile), NOx, HC (as VOC), and CO emissions; and noise (as SEL dBA). These
inventories are based on performance characterizations of aircraft technology in historical fleet between
1991-2003 using parametric inputs defined by open-source data; a total of 19 representative aircraft types

are specified.

Result 3.1. MAIPA estimated fuel consumption metrics compared to benchmark DOT data

The source characterization methods reproduce the historical fuel consumption trends described by

airline-reported data compiled by the US Department of Transportation (DOT) for US commercial
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operations. The following results summarize comparisons evaluated for per-flight and inventory fuel
consumption metrics:

¢ Mean errors in estimated per-flight fuel consumption are in the range -27% to 19% across the set of

all 19 representative aircraft types.

»  Operations-weighted mean error over all quarterly estimates of fleet fuel consumption from
1991-2003 is -1.6% + 0.12%.

Result 3.2. MAIPA estimated fuel consumption and emissions metrics compared to benchmark
inventory evaluation tools

Estimates of annual national fuel consumption and emissions inventories have accuracy and precision
comparable to current higher-fidelity inventory evaluation tools. Comparative per-flight and inventory
metrics were obtained from: (1) the NASA/Boeing 1991 inventory developed for the IPCC Special
Report on Aviation and the Atmosphere, and (2) inventories estimated for 2000-2002 using the System for
Assessing Global Emissions, the tool currently employed to provide inputs for APMT. Comparisons of

MAIPA and benchmark fuel consumption inventories show the following results:

S —

| SAGE

| MAIPA |
madel 00g3 | Oct00
1.4% | -4.4%
error +-0.1% | +/- 0.9%
basis DOT : airline
reports | data

Comparisons of estimated EINOy, EIHC, and EICO with Els estimated using SAGE and NB in suggest
consistency among methods for aircraft with a long history of operation. With the exception of aircraft
types introduced towards the end of the MAIPA analysis period, SAGE and NB estimates are within a

standard deviation of the equivalent MAIPA result.

Result 3.3. Impact of fidelity controls on analysis scope and resolution

The developmental guidelines discussed in chapter 2 were established in part to maintain consistency
among data and procedures. These requirements provide for mutually-consistent emissions and noise

inventories. Along with an historical focus, this thesis provides statistically-discernible trends in the
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aviation-environmental impacts of US commercial operations. Exercising fidelity controls congruent with
the methodological guidelines outlined in chapter 2 presented a challenging restriction on analysis
resolution (i.e. time, geography, technology), reducing the informational content of the assessment. The
extent of these restrictions evidenced by inventory results further recommended development of reduced-
order correlates to the complex environmental models included in mainline assessment tools. As later
chapters demonstrate, assessment results contain useful information for decision-making despite these

resolution limitations.

Resulit 3.4. Challenges to future emissions mitigation efforts

Fuel consumption by regional operations is ~12% of total fuel consumption between 1991-2003; this is
smaller than the short-haul component (~80%), but is higher than the long-haul component (~8%). While
regional aircraft consume less fuel per flight, their operational frequency is higher than in the long-haul
fleet, thus the larger fuel consumption. Only a few of the largest regional aircraft are subject to current

technology standards.

Over all representative aircraft types, for NOx, HC, PMyy, and CO, the ratios of the emissions index
averaged over the entire flight to the emissions index averaged only over the portion of the flight within
the atmospheric boundary layer are generally less than one. With the influence of free tropospheric
emissions on air quality noted by Barrett et al. (2009), results indicate that:

+ Emissions controls that attend only to the landing-takeoff cycle, as current regulations are setup to

accomplish, have lower efficacy by as much as 85% for CO and HC, and 50% for NOx than assumed

in the current framework.

* Correlations among trends in emissions between 1991-2003 suggest that technology standards have
been more successful in limiting emissions within the atmospheric boundary layer than overall
emissions, which has been their intention. They also reinforce the limited efficacy of EI controls in

stemming emissions growth.

The nonvolatile PM emissions index declines at a rate of -1.56% between 1991-2003. These trends are
strong enough to offset increases in fuel use. PM,y emissions are nominally controlled by smoke

regulations; however, these regulations were not changed between 1991-2003. Instead:
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» Reductions in EIPMyy stem from the retirement of aircraft through the phaseout of Stage 2 aircraft
mandated by ANCA. This also underlies a negative correlation between fuel consumption and HC
emissions trends. Noise trends suggest that as the oldest aircraft are retired, additional reductions in

both noise as well as PMyy and HC emissions may be realized.

Result 3.5. Resolving structural issues in evaluation of risk-based assessment metrics versus
refinement of traditional quantity-based metrics

The current assessment analysis suggests damage estimates are influenced mofe by the structural
uncertainties in assessment modeling than the errors in existing source characterization capabilities. For
example, in source characterization, the importance of establishing a capability that allows particulate
matter to be included in an assessment analysis has more influence on damage estimates than reducing

errors in inventory estimates.

Section 3.2 provides a brief overview of the derivation and application of fuel consumption, emissions,
and noise metrics in MAIPA. This section is supported with an extensive methodological discussion
contained in appendices A1-A9. Section 3.3 reports the evaluation of error, uncertainty, and inter-model
‘consistency of fuel consumption and emissions metrics. The discussion in this section focuses on method
evaluation. Section 3.4 reports the an analysis of correlations among trends in fuel consumption,

emissions, and noise metrics, highlighting insights made available by énabling comparative analyses

3.1. Evaluation of pollutant metrics

Aircraft technology in-service between 1991-2003 is described by aggregating aircraft models into 19
representative aircraft types. A set of probability functions for 11 estimators characterizes the

environmental performance of a representative aircraft type.
3.1 environmental performance = f (tx, qs, EI, ...1=38, q,,)

In equation 3.1, qfis the fuel consumption rate, z, is the time-in-mode, and EI; is the emissions index of
species i, and g» is a metric of per-flight noise production. These estimators derive from operations,
emissions, noise, and fuel consumption data extended to cover all flight conditions of a nominal flight

discretized with a 9-segment performance schedule using physics-based models. This section provides a
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brief overview of the derivation and application of these metrics in MAIPA. Much of the detail is

contained in appendices as referenced in the discussion.

3.1.1. National operations data

For MAIPA, two parameters obtained from airline-reported operations data—revenue aircraft-kilometers
flown and revenue aircraft departures performed —describe the input historical US air transport activity.
These data are collected by the US Department of Transportation (DOT) under Parts 241 and 298 of Title
14 (Aeronautics and Space) of the US Code of Federal Regulations (14 CFR 241 and 14 CFR 298),
commonly known as Form 41 (F41) and Form 298C (F98) data respectively. Data availability limited the

analysis period to 1991-2003.

The unit of activity for inventory calculations is a nominal aircraft flight; the unit of technology for
inventory calculations is a representative aircraft type. A representative aircraft type consists of the
aggregated technological and operational characteristics of several specific aircraft models to summarize
the performance of a portion of the historical aircraft fleet. Nineteen (19) representative aircraft types
form the constituent technological components of the fuel, emissions, and noise inventories presented

later in this section.

Probability functions for flight distance for all representative aircraft types are specified by quarterly
F41T2 statistics from 1991-2003. Deriving the flight distance probability function from longitudinal data
in this way implicitly assumes that market applications of an aircraft type are temporally consistent (e.g.

the distribution as applied does not change over the period of the analysis).

See Appendix A3 for additional discussion:

* Appendix A3 (Low complexity models of environmental performance) looks at the application of low
complexity parametric models of flight performance in the context of assessment practice. A
performance model based on the Breguet equation highlights the importance of flight distance

specification to model error.

! Air transport activity is a service supplying mobility. In the market, mobility supply decisions are based on forecasts of future
demand for air transportation and are ultimately communicated as service schedules (e.g. Official Airline Guide) and equipment
choice for city-pair markets. Since these decisions determine departures and kilometers-traveled, they are the primary economic
input.
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3.1.2. Representative aircraft types

Flight distance is the largest parametric influence on error and variance in estimates for per-flight fuel
consumption and emissions; similar market application among representative aircraft types tends to
minimize this influence; section 3.4 shows how flight distance factors into inventory error. Representative

aircraft types were selected using similarity in nominal flight distance calculated from F41 data.

Like the distribution for flight distance, representative aircraft type performance specifications are also
static. These performance specifications detefmine operations over a canonical flight profile scaled to fita
given flight distance (cf. next section 3.3). Analysis of errors and variance contributions in fuel
consumption results suggests that a more-narrowly defined representative aircraft fype tends to improve
the accuracy of inventory estimates. To minimize spread in technology performance for a given
representative aircraft type, further divisions within the candidate aircraft model groupings (initially made
based on flight distance) were made to increase resolution of technology performance within the
constraints of model fidelity (i.e. the scope and resolution of inputs and computation). Table 3.1

summarizes the set of 19 representative aircraft type aggregates identified using this process.

58



Table 3.1. Representative aircraft type assignments for DOT aircraft model identifiers

« Assignments categorized into long-haul, short-haul, and regional fleet segments.

« Aircraft models are listed by their DOT Form 41 identifiers.

« Gray-shaded entries indicate out-of -production models.

819 B747-400
820 B747f

626 B767-300/300er
625 B767-200/200er
624 B767-400

627 B777

b747
b747

b767
b767
b767

622 B757-200
623 B757-300

694 A320-100/200
698 A318
699 A321

614 B737-800
615 B737-700/700Ir
634 B737-900

675 B717-200

a320
a320

b737n
b737n
b737n

b717
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3.1.3. Airport-specific operational data

MAIPA was designed for a national scale. To represent geographic variability in the assessment analysis
of local and regional effects, airport-specific operational and demographic data are aggregated as
probability functions.? To do this, DOT operations were first attributed to major airports using data
assembled for use in the FAA Model for Assessing Global Exposure to the Noise of Transport Aircraft or

MAGENTA (CAEP 2001b,2001a).3

The MAGENTA database contains operational frequencies categorized by aircraft model and noise
exposure metrics for 96 airports in the US (out of 1724 civil airports worldwide); these airports were
selected based on availability of detailed operational and route data. To construct distributions for
demographic and environmental metrics, MAGENTA aircraft models were first matched to representative
airbraft types using the list of assignments in appendix table A4.7. These assignments apportion

operations reported via F41T2 and FO8A 1 to the 96 MAGENTA airports.

MAGENTA airports are anonymous by government agreement, designated by index; county-specific
demographic and environmental data could not be explicitly associated with a MAGENTA airports. A
likelihood indicator— the root mean square of population density and number of operations—was used to
attach an index to an airport name, and thus county demographics and environmental data. Likely
matches were identified by comparing indicator values calculated using MAGENTA operations and
population density data with indicator values calculated using equivalent data for airport-counties
obtained from the US Census (population density) and the FAA Terminal Area Forecast (operations).
County environmental and demographic data for the top three matches to a MAGENTA airport were
averaged to specify the distributions of housing statistics (house price, number of units), ambient air
quality statistics, population, and non-aviation emissions inventories that are input to the air quality and

noise models presented later in chapters 5 and 6.

2 While not a topic in this thesis, variance and mean-shift associated with this uncertainty are tied to the necessity for policy
regionalization in efforts to improve economic efficiency.

3 At the time of this analysis, a unified source of airport-specific operations data does not exist for the US that differentiates by
aircraft. These data are necessary for the consistent evaluation of local effects, both air quality and noise-related. Total historical
airport operations since 1976 are available from issues of the FAA Terminal Area Forecast (TAF), but not at the aircraft type
resolution. Since then, a database has been constructed that expands the MAGENTA data and ties it to ETMS.
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See Appendix A4 for additional discussion:

» Appendix A4 (Historical operations data and representative aircraft types) describes the activity data
available through DOT Form 41 and Form 298C and its use as a source characterization input to the
MAIPA. It also details the approach to aggregating certificated aircraft types into representative

aircraft type groupings to characterize fleet technology operating in the historical aircraft fleet.

3.1.4. Emissions metrics

MAIPA pollutant inputs consist of emissions inventories estimated for eight (8) species: carbon dioxide
(COy), water vapor (H20), sulfur oxides (SOx as SO»); nitrogen oxides (NOx as NOz); hydrocarbons (HC
as VOC); carbon monoxide (CO); and 2 categories of particulate matter (PM), volatile particulate matter
(PMy) composed of precipitate or volatile mass formed through oxidation of SOx, NOx, and VOCs, and
nonvolatile particulate matter (PMxv) composed of carbonaceous mass (i.e. soot).# These inventories are
estimated using methods consistent with current practice and guidance from the US EPA and FAA (EPA
1985, 1992) (FAA 1997, 1998; EPA 2001a, 2003c) > and the European Union (EC-ECAC 1998; IPCC
1999; Carlier and Smith 2004; Jalinek et al. 2004).

Emissions inventories (Q;) are the sum over all representative aircraft types (J=19) of MAIPA per-flight
emissions estimates for species i multiplied by DOT-reported number of operations (njps) (equation 3.2).

Historical inventories are computed for each quarter from 1991-2003.

(32) 0, =Y nial
J

Probability distributions for representative aircraft type per-flight emissions (g;) are estimated using a 9-

segment performance schedule as the discrete sum of products in equation 3.3. Each segment (x) is

4The step of transforming emitted hydrocarbons to an equivalent amount of VOCs establishes consistency with current inventory
metrics used for other industries. Organic chemicals emitted into the atmosphere are typically described as VOCs (or
'hydrocarbons', (¢ f. Code of Federal Regulations, Title 40 part 5/Section 100 for complete definition). HC emissions as measured
do not compositionally correspond exactly to the volatile organic compound (VOC) definition used for air quality assessments.
EPA (1992) suggests a conversion from HC to VOC for commercial aircraft by multiplying HC by a factor of 1.0947.

5 MAIPA inventory evaluations are consistent with the methods incorporated within the FAA Emissions Dispersion Modeling
System (EDMS), a legacy estimation tool for emissions inventories within the atmospheric boundary layer that has been
incorporated into SAGE. EDMS remains the inventory evaluation model required by EPA regulations for inventory development
toward reporting and air quality compliance demonstrations.
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specified using a set of | robability functions for 10 estimators {¢_, 4., EI, ...I =8} where ¢, is the fuel
pe g p x f i f

consumption rate, #, is the time-in-mode, and El; is the emissions index of species i.
n . L7 . X
(3.3) foﬂ qi(t)dt=f0ﬁ g EL(1) di =Yg, “EIf -1,
X

3.1.5. Fuel consumption metrics

Parsing equation 3.3, the discrete summation of the products g, -, gives an estimate of per-flight fuel

consumption specific to each representative aircraft type (equation 3 .4).

ta

(34) | g = [, dr=Ygq, 1,
=0 X
The fuel consumption inventory (Qy) is the sum over all representative aircraft types (/=19) of per-flight

fuel consumption multiplied by the DOT-reported number of operations ( ngps) (equation 3.5).

(3.3) Q; =Y nia,

J

3.1.6. Flight performance

A set of operational rules was developed to provide a common specification of flight procedures and
operational conventions for all representative aircraft types. Flight traffic and safety regulations specify
one set of rules which restrict aircraft performance; within these restrictions an optimization objecti\}e
determines the schedule aircraft inputs for the desired operational point. This flight management problem
underlies the standard flight performance models applied in MAIPA to specify times-in-mode. Additional
measurement data obtained at engine certification specify fuel consumption rates as a function of the
engine thrust. Together, time-in-mode and fuel consumption rate provide the parametric description of

flight performance.

The Society of Automotive Engineers (SAE) Aerospace Information Report 1845 (AIR, see SAE 1986)
specifies flight performance during departure takeoff and climb, and approach descent and landing, from

ground to an intermediate altitude where operational rules become less restrictive. MAIPA employs the
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SAE-1845 flight parameterizations specific to individual aircraft models developed for use with the FAA
Integrated Noise Model (INM, see Bishop and Mills 1992; FAA 1999). En route profile and performance

follow Eurocontrol Base of Aircraft Data (BADA) performance schedules (cf. Eurocontrol 2003).

Estimators of times-in-mode inherit the performance variability among the aircraft models within a
representative aircraft type, parametric uncertainties associated with input parameters, and operational
variances in specifications based on aircraft condition (e.g. weight) and pilot discretion. The most
important of these inputs is the flight distance distribution; differences in flight distance and, to a lesser
extent, cruise altitude largely determine representative aircraft type TIM estimates. Section 3.6 examines

these influences quantitatively.

See appendices A5 and A6 for additional discussion:

e Appendix A5 (Flight performance model) elaborates the methods used to specify representative
aircraft type flight performance, including the parametric implementation of activity data, standard
flight procedures, and aircraft performance models to define representative aircraft type flight

operations and times-in-modes estimators.

* Appendix A6 (Estimation of fuel consumption rate) details the application of engine measurement

data to estimate fuel consumption rates based on representative aircraft type performance parameters.

3.1.7. Gaseous emissions indices

For species emitted in a simple ratio to fuel flow —carbon dioxide (COz>), water vapor (H20), and sulfur
oxides (SOx)— Els were specified using fuel composition standards with corrections for engine
performance, accounting for uncertainties in fuel specifications. EICO; and EIH2O derive from typical
fuel hydrogen/carbon (H/C) ratios with adjustments for combustion inefficiencies. Estimates of total

sulfur emissions, EISOx as SO», are determined from typical fuel sulfur levels.

For the regulated gaseous emissions —nitrogen oxides (NOx), unburned hydrocarbons (HC), and carbon
monoxide (CO)—EIs are estimated from public certification data reported as a function of engine ground
power setting. Engine models are assigned to representative aircraft types based on certification data.
Boeing Method 2 (BM2), introduced in appendix 7, corrects these data to altitude conditions. Emissions

data are specific to an engine model randomly selected for each simulation iteration. The estimation of



Els accounts for certification measurement uncertainty and uncertainties in interpolating and extrapolating

data to flight conditions different from the original emissions measurements.

See Appendix A7 for additional discussion:

e Appendix A7 (Estimation of gaseous emissions indices) reviews the MAIPA specification of gaseous

emissions indices (EI) as a function of flight performance.

3.1.8. Particulate matter emissions indices

The results of this thesis indicate significant environmental damages from aircraft particulate matter due
to air quality effects and resultant mortality risks. As reported in chapter 5, MAIPA estimates show

secondary PM sourced to aircraft exhaust emissions is the largest component of annual damages.

To credibly estimate emissions impacts, it was crucial to address the absence data or methods to construct
PM inventories in mass units, the basis for epidemiological correlationé with disease and mortality
incidence as well as climate model estimates of radiative forcing; To fill this gap, a comprehensive,
probabilistic treatment of the initial quantities and subsequent atmospheric evolution of PM emissions
was built to enable mass-based inventory estimates, the first pﬁ‘rticulate emissions inventories relevant to

commercial aircraft.

Four types of particulate matter result from aircraft emissions—nonvolatile carbonaceous, and volatile
particulate matter components, sulfate, nitrates, and organics. Non-volatile particulate matter (PM,v) and
sulfate volatile particulate matter (PMy) are detectable within the exhaust plume near the engine exit.¢
Aircraft PM,y is established over millisecond time-scales within the combustor (Dakhel et al. 2007),
while sulfates are formed in the near-field plume (< 1s downstream of the engine exit ). These are referred

to as primary PM in this thesis (cf. Lukachko et al. 2008).

Secondary PM refers to the sum of volatile PM produced in the atmospheric oxidation of gaseous NOx to
nitrate and related ammonium salts, continuing oxidation of SOx td sulfate and related ammonium salts,
and oxidation of HC to volatile organics. Current sampling programs are now examining volatile organic
particulates in the exhaust plume. Measurements indicating their presence were reported several years ago

(Yu et al. 1999, Schumann et al. 2002). Recent ground measurements confirm that condensible organics

6 PM, composed solely of black carbon soot and volatile organics estimated using methane (CH4) as the EI mass basis
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are present in aircraft engine exhaust and that a portion of PM, is attributable to organics (Wey et al.
2006; Knighton et al. 2007; Lobo et al. 2007; Yelvington et al. 2007). Given the emerging nature of
measurements that resolve organic speciation in the gaseous and condensed phases, empirical data does

not currently provide a basis to define a parametric specification for organic PM. emissions.

See Appendix A8 for additional discussion:

* Appendix A8 (Estimation of particulate matter emissions indices) describes the algorithmic
development and assessment of representative aircraft type EI estimators for nonvolatile and volatile

particulate matter.

3.1.9. Noise metrics

It is impractical to propose a simplified representation of noise generation and subsequent transmission
through the atmosphere for MAIPA; this would require attention to flight-scale operational characteristics
and a focus on individual airport circumstances, a resolution incompatible with the fidelity of the
underlying temporal and geographic data. Consistency with the use of DNL in regulatory procedure and
economic analyses recommends the use of A-weighted event metrics; MAIPA uses the sound exposure

level (SEL) in dBA units to define representative aircraft type contributions to DNL exposure.”

Per-flight noise characteristics are based on INM version 6.0c noise-power-distance (NPD) curves. NPD
curves present SEL for an overflight at prescribed minimum slant distances.® To specify a per-flight noise
metric, two values for SEL are selected from the INM NPD specification, one using the power setting
closest to the time-weighted thrust over the LTO departure take-off and climb segments, and the other

similarly chosen for the LTO approach segment.

Distance is set to an altitude of ~315 m, for which departure and approach values are closest to take-off

and approach certification data (cf. FAA Advisory Circulars AC 36-1H and AC 36-3H). These values are

7The FAA Integrated Noise Model (INM) is the mandated regulatory method for determining DNL levels near airports (FAA
Order 1050.1D, Policies and Procedures for Considering Environmental Impacts; Order 5050 4A, Airport Environmental
Handbook; and Federal Aviation Regulations (FAR) Part 150, Airport Noise Compatibility Planning.) The FAA INM estimates
annual average noise levels based on an nominal day using the procedures outlined in SAE AIR 1845, consistent with the
MAIPA estimation of fuel and emissions production over the LTO-cycle (cf. appendix 1). Two additional guidance documents
also underly the INM, SAE AIR 1751 and SAE Aerospace Recommended Practice 866A, which present methods for calculating
lateral noise attenuation and handling atmospheric absorption as a function of temperature and humidity.

8 No lateral attenuation corrections or duration adjustments (assume overflight directly overhead is useful basis for comparison),

and no speed adjustment (certification in contrast has these adjustments for the certification profile). INM NPD curves use the
atmospheric absorption coefficients in SAE AIR 1845. NPD reference speed is 160 knots
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logarithmicall y—averaged as an estimator for the mean per-flight noise level, on average 10% higher than
certified take-off noise with a range [0, 23]%. Based on certification requirements, per-flight noise levels
are specified with a lognormal distribution with a geometric standard deviation of 1.5 dBA around the

mean per-flight noise level estimator.?

Noise inventories Qn are built using the logarithmic or energy summation over all representative aircraft
types of per-flight noise in SEL dBA (q,f; ) weighted by the DOT-reported number of operations (ngps) in

equation 3.6.
: 7

Chapter 6 develops the relationship between DNL exposure and SEL-based airport-specific noise ’
inventories using the MAGENTA operations data described in earlier in this section; this means that we
treat geographic variability as an uncertain parameter in the context of estimating noise impact. The
contribution of an individual operatidn is estimated for each representativé aircraft type relative to this

baseline; at the margin, this is assumed to be proportional to a change in DNL.

No surrogate will perform this function perfectly; DNL contours are multi-dimensional and published
aircraft noise data typically reference a single point (thus the single reference distance for per-flight
noise), and the flight profile and atmospheric conditions strongly influence noise levels. Noise signatures
LA(t) establish DNL noise contours as a summation over several flights; the airport-specific noise
inventory developed in this thesis implicitly includes this summation, but not its geographic footprint.
Chapter 4 discusses the joint probability functions used to correlate noise exposure areas for the 55-65
DNL and 65+ DNL noise contours to the airport noise inventories used in this thesis (as evaluated in

equation 3.6).

9 SAE AIR 1845 indicates that if measurements are the source of SEL levels, they should capture at least LAmax - LA(t) < 10
dBA, where LAmax [define L here] is the maximum sound level over the duration of the noise event LA(t), to yield exposure
levels that will be biased by < 0.5 dB. However, not all NPD data is based on measurements and noise values may be derived
using analytical correction procedures as specified in SAE AIR 1845. For operations in a study at Seattle-Tacoma International
Airport, Flathers (1982 FAA-EE—82-19 Nov 1982) finds the overall mean difference between measured and calculated SEL is <
3 dBA when actual engine power settings are available.
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See Appendix A9 for additional discussion:

» Appendix A9 (Noise characterization) contains the algorithmic development and analysis of per-
operation noise estimates and inventories, preceded by a consideration of noise metric selection in the

context of MAIPA objectives.

3.2. Capability evaluations

This section reports the evaluation of error, uncertainty, and inter-model consistency for fuel and
emissions metrics. The evaluations are based on Monte Carlo simulations of 1000 samples obtained for
each representative aircraft type for per-flight gaseous emissions g, = f (é,. , TE\L) Simulation convergence

[ Nops
is assessed using median RPK-weighted standard errors SE I .

—~—RPK
S_EI {dco, Adu0} =0026 (95% CI)

SE|" {ds0,dvo, »dco-dvoc} =10.028,0.031,0.034,0.024] (95% CI)

—~—|RPK R
SE|"" [Gpw, » Gow, 1=10.029,0.026]

3.2.1. Estimation error in per-flight fuel consumption

The accuracy and precision of fuel consumption rates and inventories were assessed against two sets of
fuel consumption estimates, the first reported fuel consumption from F41T2 data, and the second from

higher fidelity models. To summarize these results, the average of quarter-by-quarter errors is calculated
for each representative aircraft type for the historical period 1991-2003. For the set of 19 representative

aircraft types, these mean errors fall in the range s(c}f> =[-0.27 +0.19].

Figure 3.1 plots representative aircraft type per flight fuel consumption results using a format that
emphasizes the magnitudes of uncertainty, relative to error, that result from probabilistic parameters as
well as variability in the performance parameters describing representative aircraft types. The notes and
legend attached to figure 3.1 describe the plot in more detail. Using this normalization, estimation errors
for the 19 representative aircraft types are read directly on the x-axis as the difference compared to the

per-flight fuel consumption calculated directly using F41T2 reported data; specifically, the error is equal
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to the x-axis value at the vertical black line. The numerical value above the mean line is the absolute

value of the estimated per-flight fuel consumption in kilotons; the value to the right is the mean plus 1

standard deviation. The coefficient of variation is different for each representative aircraft type, thus the

different widths for each bounding box. Uncertainties indicated by the coefficient of variation range from

[0.22 0.61]. Table 3.2 provides detailed statistics.

Figure 3.1. Estimated per-flight fuel consumption for representative aircraft types with
comparisons to F41T2 reported data and results from higher-fidelity models

Per-flight fuel consumption calculated using F41T2 reported data:

Results in figure 3.1 are plotted using a normalized x-coordinate that marks distance in fractions of the mean of all quarterly
for per-flight fuel consumption calculated using F41T2 data. Thus, x=0 is mapped to this mean and is denoted by a black dot.
The horizontal line spanning from black dot shows the range of the set of all F41T2 values from 1991-2003. These ranges
extend asymmetrically from x=0 since they are relative to the mean, not median, value of the set.

MAIPA estimated per-flight fuel consumption results:

The one standard deviation range of the estimated per-flight fuel consumption for a representative aircraft type is plotted as an
horizontal box with a black border; within the box, the mean per-flight fuel consumption is plotted with a vertical black line
and the median gf with a vertical orange line.

Absolute values of MAIPA per-flight fuel consumption results:
The numerical values above the mean line are the absolute value of the per-flight fuel consumption in metric kilotons (kt). The
value to the right at the end of the box is the mean plus standard deviation per-flight fuel consumption.

Per-flight fuel consumption estimates from benchmark higher-fidelity inventory models:
The colored marks plotted in figure 3.1 are the per-flight fuel consumption estimates calculated using the SAGE and NASA-
Boeing inventory models. Section 3.5 discusses comparisons with these data in the context of overall inventory errors.
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Table 3.2. Estimated per-flight fuel consumption for representative aircraft types

-17

-16
6.3
2.7
-4.5

55
-1

8.4

2.2
12

3.2.2. Estimation error in fuel consumption inventories

The importance of errors in per-flight fuel consumption estimates is ultimately judged in the context of
their propagated influence on downstream metrics. To estimate errors in the MAIPA fuel consumption
inventory, an truncated inventory for the years 1991 through 2003 was constructed using only F41T2
operations and accounting for operations covered only by the 19 representative aircraft type. The
operations-weighted average of representative aircraft type errors are propagated to provide an estimate of

inventory error.

The unweighted average of quarterly errors over the historical period 1991-2003 summarizes the quality
of the fuel consumption estimate. The 19 representative aircraft types (plus generic specification for
operations not categorized) reconstruct historical fuel consumption with the mean errors & (Q f) =-16%

+0.12%. Quarterly errors are plotted in figure 3.2. The interquartile range of the fuel consumption
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inventory erroris R - S(Qf> =[-9.8 +12]% from 1991-2003q3. For 2003g4, the error increases to
s(Qf) = +24% for 2003g4.10

Figure 3.2. Estimated fuel consumption inventory errors
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Representative aircraft type performance models are most accurate for a limited interval of flight distance
due to the normative nature of the underlying performance description. A strong correlation between error
and flight distance (> 0.8) is exhibited for most representative aircraft types, suggesting that over the
historical period considered, errors are associated with variation in market application of aircraft types

relative to the performance specification of the MAIPA model.

3.2.3. Difficulties with interpretation of F41T2 data between 20021 and 2003q4

Between 2002q1 and 2003q4, the F41T2 reported fuel consumption data for several representative aircraft
types are inconsistent with fuel efficiencies and load factors calculated using other F41T2 operations data.
These inconsistencies affect the estimated inventory errors presented in the previous section, tending to

place an upward bias on the error in estimated fuel consumption metrics.

The anomalies appear in data for representative aircraft types that exhibit lower correlation between error
and flight distance—the b727, dc10, b7470, and regional types. For these types, data quality issues are

observed in the F41T2 data; in particular per-flight fuel consumption is anomalous when utilization is low

10 Aggregating representative aircraft types into the national inventory shows a reduction in the range of error compared with the
per-flight fuel consumption errors presented previously; errors are less than 5% against the cumulative fuel consumption from
1991-2003 with an operations weighted average between [0.34, 0.46] over the 52 analysis quarters (convergence errors are O(10)
smaller). The tendency towards centrality is characteristic of large, well-defined systems.
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(upward bias on fuel economy) and when a representative aircraft type is used largely for freighter
purposes (downward bias on fuel economy). These anomalies increase the absolute value of the estimated
error in per-flight fuel consumption for the types affected. Thus, the fuel consumption inventory error also
increases. Footnote 11 presents further elaboration. The cause of these data discrepancies remains
unresolved. They are also a primary uncertainty in apportionments to freighter servicé estimated using
public DOT data; it is for this reason that fuel consumption and emissions metrics for freighter service are
not isolated in this thesis. Passenger and freighter services are combined to estimate fuel consumption and

emission metrics for representative aircraft types.

3.2.4. Estimation of parametric sensitivities in fuel consumption metrics

Estimating per-flight fuel consumption through MAIPA introduces parameters at several points in the
process of deriving fuel consumption rates and time-in-modes. Appendix A1 provides a more detailed

discussion of the linear method used here to estimate variance and mean-shift contributions.

In order to better elucidate these inherited dependencies and assign contributions to uncertainties
introduced at successive steps in the calculation of per-flight fuel consumption, a similarly staged

approach was exercised to determine parametric sensitivities. In this application, three l_inear models are

11 Additional notes on inconsistencies in reported operations data: Examples of problems with the reported data are shown in
figure E3.1. Illustration (a) plots 11011 data showing apparent underreporting of fuels issued in 2003g4; t this type of error causes
fuel efficiency (EU) to improve precipitously for the dc10, de9, a320, and 1101; summing their contributions to £, 5, suggests that
approximately 40% of error in the last quarter of 2003 is spurious.

A closer 1ook at the aircraft types that do not have a strong £ o -dst correlation revealed two additional sources of error. Illustration
(b) shows a systematic deviation over time away from baseline values for the 5727. Several other types disappearing from the
fleet, the b7470 and del0, also exhibit this trend. Note the decline in the average number of seats and passengers per aircraft. This
suggests an emerging predominance of freighter usage for the type. This is not a problem in itself, but the trend is inexplicably
linked with a large, systematic increase in fuel efficiency. Changes in dSL do not appear to explain this trend. The result is akin to
the effect of a large dSL range over the historical period, where there is a resulting large range in reported EU.

The MAIPA model, since it is limited in the extent to which it can react to changing historical usage, has problems in
representing this operational space due to its normative performance description (which is oriented towards passenger service).
There is currently a limited provision to simulate freight service within the confines of using F41 and F98; the division of
passenger and freight utilization must be inferred from the base input data based on declinesin N, and N, . For the b727,
consistency in load factor for the historical period indicates that freight utilization occurs primarily using separate flights rather
than a mixed freight/passenger mode. In sum, increasing freight utilization biases qu increasingly upward for later quarters in

the historical period where the deviation is greatest.

Erratic reporting also impacts variance. Newer type introductions also show this aspect, including the b737n, and e145. A link
can be speculated to recent introductions and relatively small fleet numbers during the historical period, but more specifically, the
example of the /7011 suggests that reporting anomalies might be associated with low overall utilization. For the regional types,
reporting methods suggest two additional contributions to variance. Illustration (c) shows the impact for the tfan type. First, air
carriers operating these aircraft may or may not be required to report on F41. Second, the frequent entry and exit of regional
carriers adds variance, particularly for the #fan and fprp representative aircraft types for which characteristics result from the
agglomeration of many aircraft models. The €145 and b717 fuel use estimates could suffer from any of the above sources of
erratic parameter behavior.
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estimated as shown in equation 3.3, each using a parameter set successively closer to the final output
values (and each matched to a point of input in the estimation process), to estimate contributions to
variance and mean-shift coefficients (6, = B8, - u, /u, mean-shift coefficients are essentially linear

sensitivities.).

qf = ﬁQSLdSL +Bi,ahhah +ﬁ;}m hlrhr + ﬁ;;xmdhgmd + ﬁf‘mbTamb +Bi>mbpamb + qfo

(3.3) éf = ﬁw,,,,Wap + ﬁme,(, + :BFW F:lp + ISF,., Fcr + ﬁfme +4;,
Ny =9(=5)

9
éf = E ﬂm'f'm; + E ﬁl,,f;l +BS",,SCW +q»f()
Nyp=1

n=|

The results of each regression are assumed to explain variance as measured by the coefficient of
determination as it increases with uncertainties introduced at each calculation step matched by an
equivalent regression model. For example, using the first model, the coefficient of determination may
equal 0.21, the second may equal 0.43, and the third 0.89; the portion of the variance attributed to the
parameters whose uncertainties are introduced at step 1 of the calculation would equal 0.21, at step 2

0.43-0.21=0.22, and at step 3 0.89-0.43=0.46. The remainder (0.11) is unexplained by the analysis.

3.2.5. Contributions to per-flight fuel consumption variance for representative aircraft types

The uncertainty analysis highlights the effect of input data fidelity, specifically in restricting the
achievable resolution of technological performance (e.g. number of aircraft models aggregated in a
representative aircraft type) in representing the aircraft fleet. These restrictions affect both accuracy and
precision in g, and are expressed primarily through the performance models used for non-LTO segments

of the nominal representative aircraft type flight.

To make clear the structural sources of variance, figure 3.3 shows the results of the linear variance
analysis, plotting for each representative aircraft type the fraction of variance accounted by parameters

grouped under headings that relate to particular modeling elements of the MAIPA.
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Figure 3.3. Parametric contributions to variance in estimated per-flight fuel consumption

Effects broken down by aircraft performance model (BADA . SAE 1845, and Bishop weight selection), standard atmosphere
parameters (STDATM), ground time data (ASQP). flight distance and weight data (F41/FAA), fuel consumption data (ICAO),
and airport location data (FAA and GIS).
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Effects are broken down by aircraft performance model (BADA, SAE 1845, and Bishop weight
selection), standard atmosphere parameters (STDATM), ground time data (ASQP), flight distance and
weight data (F41/FAA), fuel consumption data (ICAO), and airport location data (FAA and GIS). Only
significant variables are included and note the linear models are not comprehensive. The coefficient of
determination (i.e. height of the bars) is less than one in to the absence of higher-order terms in the
estimation models. A primary component of this unaccounted variance is in apportionment of operations
among component aircraft models for each representative aircraft type. This can result in a modal per-
flight fuel consumption distribution when there are aircraft models with sufficiently different performance

characteristics.

74




The tfan and tprp types manifest this most significantly and thus the low R2; two factors account for this:
(1) these representative aircraft types aggregate a large number of types that cover a wide range of
operational characteristics and (2) each component model occupies a small portion of the operational
service in any one year. Other representative aircraft types are also influenced by these factors,
specifically the b747,b737n,11011, dc10 types. This is a resolvable uncertainty, but only if enough
information were available to characterize the more narrowly defined types. See appendix 2 for further

discussion of representative aircraft type construction methods.

Of the portion of explained variance, figure 3.3 shows that the largest structural contributor to variance in
per-flight fuel consumption is the specification of non-LTO flight performance. More specifically, these
uncertainties are located in a few parameters; in order of importance these are: (1) flight distance, (2)
ambient temperature, and (3) in the flight performance (i.e. fuel consumption rate and time-in-mode)
estimated for climb and cruise segments. For each of these parameters, variance is primarily a product of
the performance diversity of component aircraft models for each representative aircraft type: (1) flight
distance is related to the range of market usage among models, (2) ambient temperature is an
amplification of the differences among component model service altitude specification, and (3) fuel
consumption rate inherits variability in the randomized choice among engine types assigned to a given
model. Low power idle and taxi segments are increasingly significant as flight distance decreases,

specifically pointing to the ASQP database that specifies time-in-mode.

3.2.6. Sensitivities of mean per-flight fuel consumption to input parameters

Sensitivities indicated by mean shift parameters suggest a similar conclusion. As an example
representative of all representative aircraft types, we step through the results for the 5757 type. The first
model in equation 3.3 —regressing 6 parameters of which only flight distance and flight altitude are
significant— exhibits the positive influence of distance on fuel use and the negative influence of altitude.
Mean shift coefficients are 6;3'fL =1.0 and 6‘;';" =-0.26 respectively, each expected considering the
performance equations. The intercept ¢, is statistically zero, suggesting this first model is a relevant

description of error propagation.

For the second and third models—regressing 5 and 18 parameters respectively— g, = 0 statistically, a

result of differences in performance across the aircraft models aggregated as representative aircraft types.
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The second model indicates the importance of take-off thrust (Fio) and take-off weight (W) —mean-shift
coefficients are 6,; =043 and 6}1‘;" =0.62 respectively. These parameters determine the normative

performance specifications above and below the reference mixing height,

In the third model, cruise speed (Scru) is the most influential parameter on propagated error—mean-shift
coefficient 65;’" =-0.95. While 6;;’" indicates that increasing cruise speed (Ser) tends fo decrease fuel flow,
note the cruise speed in MAIPA is really a stand-in for time-in-mode. The remaining significant fuel
consumption rate and time-in-mode parameters in the third model are positive i.n their effect on 6éf as any

increase in these parameters leads to an increase in fuel use.

These sensitivities are essentially structural uncertainties associated with the use of a lbw complexity
approach for MAIPA,, imposed in maintaining consistency with the resolution of input data.
Representative aircraft types are defined systems and work best as models for thé éirCraft they represent if
input data are consistent. MAIPA uses a parametric specification that works best over the rahge of flight
distance closest to the operating condition expressed in the nominal performance sp’eciﬁc’ation. For
performance above the mixing height, this is a static specification; thus, in cases that require estimates
over a particular city-pair or similarly finer dperational resolution, dynamic models wQuId be
recommended. However, as the next section discusses, there is no clear indication of improvements from

application of higher-fidelity simulation at the level of national inventories.

3.2.7. Consistency of fuel consumption inventories with higher-fidelity models

This is a somewhat loose requirement. MAIPA errors are compared to those reported for inventories
estimated by two structurally-different higher-fidelity models: (1) the NASA/Boeing 1991 global
inventory (NB) (Baughcum et al. 1996); and (2) the FAA System for Assessing Global Emissions global
2000-2002 inventories (SAGE) (FAA 2003b; Lee 2005).
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There are similarities among the MAIPA, NB, SAGE approaches to inventory estimation. But the primary
differences with finer resolution of operational activity and higher-fidelity specification of aircraft
performance.!2

* SAGE employs radar data and aircraft performance correlations to estimate inventories by

aggregating estimated fuel burn and emissions on a flight-by-flight basis.!*> Computed inventories are

deterministic and regionally-differentiated; only the US component is used for comparison.'#

* The NB method is also deterministic, employing proprietary performance models to estimate fuel use
and emissions based upon an idealized, rule-based flight procedure applied to scheduled flights for a

selection of representative aircraft types

Comparisons to available results for the NB and SAGE inventory models are shown in table 3.3. These
comparisons indicate that when aggregated to the coarser geographic and temporal resolution of MAIPA,
MAIPA inventory evaluations have a fidelity similar to those reported previously for higher-fidelity

models.

Table 3.3. Comparisons of estimated fuel consumption inventory with results higher-fidelity
inventory models

i

MAIPA | .. [ MAIPA | saGE |
| model | Tgq  |NASA91| Tp043 | octoo |
‘ error | +4% | -18% 14% | -44%

+/- 0.1%

DOT DOT | DOT | airline ;
| reports | reports | reports | data i

/- 0.9%3

! basis

12 The technological resolution of the NB approach is similar to MAIPA, differing primarily in the choice of models aggregated
into a representative aircraft type, source of activity data (reported versus scheduled), and performance model. Conversely,
MAIPA uses the same performance characterizations to the SAGE approach, but the implementation in MAIPA is nominal,
parametric, and static as opposed to the dynamic, functional, flight-by-flight implementation for SAGE. Given overlaps in data
and modeling, it is important comparisons between MAIPA and these more sophisticated inventory estimates show consistency.

13 These radar data measure the actual flight profile, typically above a nominal mixing height. The U.S. Federal Aviation
Administration (FAA) Enhanced Traffic Management System (ETMS) records flight position using a flight-identifier, encoded
radar position reports, and filed flight plans. Flight data can provide similar information, but is often unavailable due to its
proprietary nature. .

14 In figure 3.1, the comparison is made using fuel efficiency (EU as defined in appendix A2.). This was the consistent measure
obtainable from all sources plotted.
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The first comparison, between NB and MAIPA, is indicated by the gray columns. Daggett et al. (1999)
estimates an error of 18% in a NASA-Boeing inventory against the same DOT fuel consumption reports
benchmarking MAIPA errors; for 1991, the MAIPA mean inventory error is 4.0%. There is no equivalent
direct comparison with the SAGE results. Errors reported by the FAA are for specific comparisons with
proprietary data. The last two columns make a comparison to SAGE inventory results with airline data on
fuel consumption flights during October 2000. This comparison finds mean error of -4.4% = 0.9%; the
MAIPA inventory shows an error for the third quarter 2000 of -1.4% =+ 0.1%.15These values are
consistent, but not definitive reflections of error; the F41 error benchmark is not equivalent to the activity

data underlying SAGE results.

3.2.8. Consistency of per-flight fuel consumption metrics with higher-fidelity models

There is relatively more information available through comparisons of per-flight fuel consumption for a
more concrete evaluation of consistency. These comparisons are shown in figure 3.1 introduced
previously; on figure 3.1, the colored marks indicate the values of comparable estimates of per-flight fuel
consumption evaluated using the NB and SAGE higher fidelity performance mordel-,s’. As a point of
reference; proprietary, detailed models of airframe-engine parameters developed‘by ‘manufacturers for a
particular aircraft provide estimatés of fuel flow to within absolute error bounds of +2% for any operating

point over a given mission, provided that the state of the aircraft is well-known.16

Except for SAGE results for the 5717 and N/B results for the dc9, SAGE and NB results fall within the

standard deviation of MAIPA distributions for per-flight fuel consumption.

* In comparison to NB, fractional differences are within the range [0.02 0.32] for representative
aircraft types other than the dc9. MAIPA estimates are consistently higher for the aircraft where the
representative aircraft type aggregations are similar (i.e. types except for the tfan and tprp). This is an
expected result sourced to the comparison of a probabilistic approach, which accounts for extremities,

and a deterministic approach which does not.

*  While the per-flight fuel consumption estimated by SAGE is single-valued, its evaluation accounts for

flight performance variability and the comparison is less biased. In comparison to SAGE, MAIPA

15 The MAIPA coefficient of variation is expectedly lower than for SAGE; this stems from the finer flight-by-flight resolution of
fuel consumption estimates aggregated to for the SAGE inventory.

16 M. Schofield, Rolls-Royce, plc., personal communication.
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mean fuel consumption over all representative aircraft type is within the range —0.14 to +0.21 for a

three-year period results, 2000-2002, with the exception of the b717 for which the mean difference is

psA%F =181, ;a cause for this difference has not been identified.
1 9

* A more specific comparison, based on comparisons with flight data provided by NASA for a
B757-200 research aircraft, the SAGE method predicts actual fuel burn over a single operation to
within a mean 0.36% with a coefficient of variation of 0.29 (FAA 2003b). The MAIPA b757 estimate

has a higher error of -4.8% but a lower coefficient of variation = 0.24.17

This is another instance highlighting the importance of structural uncertainty. This analysis suggests
structural uncertainties are similar among fuel use estimation approaches; a higher-fidelity approach
provides relatively low value in improving trade-off assessments. Structural uncertainties in resolution are
reducible, but is refining the analysis in this way most important? While are indications that heterogeneity
plays a role in determining environmental impact, it remains that much of the information offered by

detailed assessments is incommunicable as decision material in the context of national policy.

3.2.9. Estimated NO,, CO, and HC emissions metrics

Tables 3 4 and 3.5 enumerate statistics for estimated EINOx, EICO, and EIHC (as VOC) in g-emissions
per kg-fuel for each representative aircraft type averaged over the entire flight profile and also averaged

over only the portions of the flight within the atmospheric boundary layer.

17 Additional benchmarks are available from fuel use errors reported for the Eurocontrol Advanced Emission Model (AEM3)
(Carlier and Smith 2004; Jalinek et al. 2004). AEM3 estimates fuel use based on performance inputs derived from either a flight
deck recorder (FDR) or flight plan data. FDR data constitute a parametric history of a particular flight where the flight plan is an
expectation of how the flight will proceed. The MAIPA fuel use estimation is akin to the latter methodology while the SAGE
approach is similar to the former. Using FDR data, AEM3 errors for the b733, b737,a319, a320, and a321 fall within a range of
[-2 : +9]%. Average errors calculated on the AEM3 flight plan basis for the b733, b735,b742,b744,a319, 2320, and a321 were
within the range [12 : 45]%, which is similar in magnitude but biased upward compared to the range of error estimated for
MAIPA. Information was not available to identify the origin of this difference.
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Table 3.4. Estimated NOy, CO, and HC emissions indices for representative aircraft types

Statistics tabulated: (1) emissions index for all flight activity. (2) emissions index only for flight activity within the atmospheric
boundary layer.

HC (as VOC)
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Table 3.5. Estimated per-flight NOx, CO, and HC emissions for representative aircraft types

Statistics tabulated: (1) median per-flight emissions, (2) coefficient of variation for per-flight emissions.

HGC {as VOG)

cv o values range from [0.37 0.76],[0.39 3.9],and [0.66 3.6] for EINOy, EICO, and EIHC,
respectively. Compared to per-flight fuel consumption, these ranges reflect the additional uncertainties

associated with estimating Els.

As an additional benchmark, using standard, single-valued time-in-mode estimates defined in EPA (1992),
the ICAO EEED reports emissions estimates below the reference mixing height of ~915 m for each
engine with propagated measurement uncertainty. The ranges of CV (El)= o (EI)/u(EI) are [0.001
0.25],10.005 0.38],and [0.02 0.54] for NOy, CO, and HC, respectively. The equivalent statistics from
MAIPA are [0.01 0.32],[0.12 0.82],and [0.20 1.9], which reflects the additional uncertainties in time-
in-mode and throttle setting, and the variability due to the random selection of engines within a single

representative aircraft type.
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3.2.10. Consistency of NOx, CO, and HC emissions indices with higher-fidelity models

Figure 3 4 plots the distributional statistics for estimated EINOx, EICO, and EIHC listed in table 3.5 with
comparisons to estimates calculated using the NB and SAGE inventory methods for the sarhé quantities.
To emphasize that MAIPA results are probabilistic estimators, output parameters are denoted with a caret,
eg. I§INOx .The presentation is the same as in fi gure 3.1 but here, normalized ]?l\]NOx Eico , and EIHC

are shown simultaneously for each representative aircraft type as indicated in the key.
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Figure 3.4. Comparisons of estimated NOx, CO, and HC emissions indices with results from high-
fidelity estimation methods
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The SAGE and NB approaches to EI estimation are essentially the same for NOx, CO, and HC as in
MAIPA, using the same measurement data and method of relating EI to aircraft performance. Parametric
uncertainties in EIHC are greater than EICO which is greater than EINOx; conversely, distribution skew
increases with higher EI, thus skew in EINOy is greater than EICO which is greater than EIHC.
Corresponding to the chemical processes that lead to pollutant formation, which are mathematically
multiplicative, distributions for Els are specified using lognormal distributions. Thus, both the magnitude
and form of the distributional specifications tend toincrease the mean (and median) for MAIPA relative to

SAGE and NB, more so for CO than NOy, and again for VOC over CO.

Using the same measure ' fi—-uw?| <6 to examine structural differences in emissions estimation,

comparisons among El: and Els estimated using SAGE and NB in figure 3.5 suggest consistency among |
methods for aircraft with a long history of | operation. In contrast, systematic differences among MAIPA
and SAGE methods are evidenced in the comparison of EINO results in figure 3.1 for more recently |
introduced aircraft (between 1991 and 2003). One source of this discrepancy is that there is relatively v
more data applied in SAGE estimates (flight-by-flight) as opposed to MAIPA (quarterly averages). These |
differences also appeér to be affécted by bias in the estimated power setting over a flight, with MAIPA
having overall lower values than SAGE or NB. Widely different estimates for the tfan and tprp types are

due to the differences among their performance descriptions.

Overall, these influences result in EINO, < (EINO, (SAGE)v EINO, (NB})),
EICO > (EICO(SAGE)v EICO(NB)) , and EIHC > (EIHC(SAGE)v EIHC(NB)) . The consequence is
that MAIPA, for an equivalent activity basis, reports lower NOx inventories, but higher CO and HC

inventories.

3.2.11. Consistency of particulate matter emissions indices with measurement data

Figure 3.5 compares the medians and interquartile ranges of cruise gIPan and I/E\IPMV for each
representative aircraft type with comparisons to probability distributions for EIPM , and EIPM,
estimated using published measurements. MAIPA estimates are higher than the fleet average published in
the IPCC Special Report on Aviation and the Atrnoéphere (1999). At the end of 2003, figy, = 0.07 g/kg-
fuel and figy,, = 0.13 g/kg-fuel; IPCC (1999) suggests figy,, = 0.04 g/kg-fuel characterizes the global
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aviation fleet. This is not a comparison of equivalents however; the IPCC values were based on the few

engine measurements available at the time and extrapolated to European air traffic.

Figure 3.5. Estimated nonvolatile and volatile particulate matter emissions indices

Comparison of estimated particulate matter emissions indices (green) with in situ measurement data at cruise (orange and gray).
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Few measurements of emitted particulate properties exist for in-service commercial aircraft engines. This
database is growing, but it remains difficult to apply as a basis for EI estimation due to relative paucity of
measurements, lack of performance information attached to these measurements, and uncertainty in
combining measurements taken with different techniques. The measurements plotted are from in situ
sampling of primarily older in-service aircraft at cruise and are appropriate to the near-field plume (< 1s

downstream of the engine exit ). See footnote 18 for a summary of these data.

Measured data imprecisely specify nonvolatile particulate matter emissions indices with the range [0.002,
2] g/kg-fuel and a median value of ~0.2 g/kg-fuel. The upper and lower bounds account for the 95% CI.
In comparison, at the end of 2003, MAIPA estimates a mean fleet EIPMnv of 0.07 g/kg-fuel in the free
troposphere and 0.13 g/kg-fuel within the atmospheric boundary layer. Soot emission uncertainties are
higher than for the regulated pollutants; the range of CV <‘€IP-MM >'=[0 .70 4.2}. In comparison, the range
of CV (IIE\IPMv >= [0.13 0.24], is relatively lower due to :the deterministic treatment of representative

engine cycles in the estimation of El (see appendix 8 for further detail on EIPM estimation methods).

However, it is apparent that the spread of Els inferred from measurements is O(10)-O(100) larger than
MAIPA distributions. Thus, while these comparisons indicate consistency with measurement data, they
cannot be considered definitive. The comparatively high uhCertainties in measurement data indicate
physical phenomena affecting PM,y and PMy in the early plume are not yet identified; this is a structural

deficiency in the EIPM estimation methods.

18 Aircraft emit non-volatile carbonaceous particles (soot) with a size and charge distribution established over millisecond time-
scales within the combustor (Dakhel et al. 2007). In situ sampling of older in-service aircraft at altitude suggests soot emissions at
cruise are characterized by a lognormal distribution with a geometric mean diameter in the range of 10-60 nm and a geometric
standard deviation on the order of 1.5-1.75 nm.

Probability distributions for I:Z\I;{qn, were estimated for published number EI (nEI) measurements using Monte Carlo simulations
over the above distributions for diameter and distributional parameters ( {,py = P,, [10 60] and G,y =P, [1 5,1 75] ).
accounting for measurement uncertainty and assuming soot density as 1 P, 11500 1800] in kg/m3. Altitude measurements
report number Els (nEI) in the range 0.1E15 - 6E15 particles/kg-fuel (Konopka et'al. 1997; Anderson et al. 1998a; Anderson et al.
1998b; Hagen et al. 1998; Miake-Lye et al. 1998; Puefs,chel etal. 1998; Brock et al. 2000; Schumann et al. 2000b). Simulating
over uncertainties, these data imprecisely specify Elev, with tl the range [0.002, 2] g/kg-fuel and a median value of ~0.2 g/kg-

fuel. The upper and lower bounds account for the 95% CI in EIpM

In situ measurements at altitude indicate that volatile particles are smaller than non-volatiles, but similarly described by a
lognormal distribution, with diameters in the range 1-15 nm, standard deviation on the order of 1.5, and nElIs 10-100 times
greater than for soot (Konopka et al. 1997; Anderson et al. 1998a, 1998b; Hagen et al. 1998; Miake-Lye et al. 1998; Brock et al.
2000; Schumann et al. 2000). Fuel sulfur levels for these measurements are in the range 200-700 ppm, consistent with reported
kerosene composition. Using a similar Monte Carlo procedure to propagate uncertainties, calculations specify EIPM (as H2SO4)
with a range [0.0007, 0.7] g/kg-fuel and median of ~0.07 g/kg-fuel. References for altitude in situ data were initially compiled in
reports by Miake-Lye (2002a, 2002b, 2004), subsequently extended.
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3.2.12. Resolution of EIPM performance dependencies

The analytical scaling of soot chemistry with altitude suggests ground measurements should report higher
emissions indices for similar combustor inlet conditions. There are few ground measurements to
reference, none of which provide direct comparisons to equivalent altitude measurements, but those that
exist do indicate the trend. Recent programs report ground EIPM,, = 0.02-0.35 g/kg-fuel for a wide range
of turbofan engines operating in the fleet, with the lower end relevant to low power conditions and vice
versa. MAIPA estimated EIPM,y shows a similar range with medians 0.0008-0.36 g/kg-fuel among

representative aircraft types.

The MAIPA does not resolve the power dependence exhibited by measurements. This is due to the
constrained use of sparse SN data as described in appendix 2. Rules used to select SN from available data
tend to result in Els upward biased over lower powers since these data are typically reported as
maximums rather than populating the four certification power settings (e.g. PW engines). However, note
that some engines exhibit opposite trends to those observed through engine measurements (e.g.
CFM56-5B series and GE-90 series engines), tempering any power trend for a representative aircraft type.
Also, the MAIPA employs altitude corrections for all segments; these preferentially reduce calculated EI

for higher power modes, further weakening the trend.

3.2.13. Error propagated into emissions inventory from per-flight fuel consumption estimates

As described by equation 3.6, we can use mean-shift coefficients estimated for per-flight fuel
consumption to propagate the per-flight fuel consumption error, ¢ ,, »and obtaina lower-bound estimate

for the errors in per-flight emissions metrics (equation 3.6); the results are shown in figure 3.6.

éq =6‘If ' A"/
(36) éQi = i (éqi : N:‘;ps )/NOPS
Nyl

The salient point of this exercise is to show that per-flight emissions errors, £ , > are accentuated for all
representative aircraft relative to all £ ,, » but that these errors fall within CV, .In figure 3.6, ¢, _isnot
shown for lack of significant &; , but it is likely that € <&, Judging from the ratios of significant &,

over all representative aircraft types.
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Figure 3.6. Propagation of fuel consumption errors into emissions estimates

(1) propagated errors as fraction and (2) comparison to coefficient of variation computed relative to median

coefficient of variance or error as fraction
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3.2.14. Estimation of parametric sensitivities in emissions metrics
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Figure 3.7 shows the results of a linear variance analysis calculated using equation 3.7 for NOx, CO, and

HC per-flight emissions.!° Effects are broken down by estimated fuel consumption rate (fuel), standard

atmosphere parameters (STDATM), ICAO emissions data (ICAO), and Boeing Method 2 corrections to

altitude (BM2).

19 The fleet median I/E‘Isox calculated through MAIPA is 0.95 g/kg-fuel as SO2, Since l::\Ico2 , EIHZO ,and 1/3\130x multiply g, bya
factor chosen over a narrow probability function (i.e. EI=P,, [min(EIi),max(EIi)] for i=CO, vH,0vSO,), CV| ™ for these
species are = Qy_l “a) -
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9
(37) éi = E ﬁﬂ:‘E!,f' + f;q C}f "‘CIm
N, =1

Figure 3.7. Parametric contributions to variance in estimated NOx, HC, and CO per-flight
emissions

Effects broken down by estimated fuel consumption rate (fuel), standard atmosphere parameters (STDATM), ICAO emissions
data (ICAQ), and Boeing Method 2 corrections to altitude (BM2)

contributed variance as fraction

m STDATM

For the regulated pollutants, variance in El: becomes significant (i.e. parametric uncertainties in
certification data and altitude corrections and variability in engine assignment). Representative aircraft

type with the longest nominal flight distance show consistent influence from the cruise specification of the
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emissions index.20 As flight distance decreases, trends in the estimated emissions index with engine power
become statistically significant for species with the most uncertain El ; approach segments become

significant for CO and HC.

Again using equation 3.7, figure 3.8 shows variance analysis results for PMyy and PMy per-flight
emissions. Effects are broken down by estimated fuel consumption rate (fuel), standard atmosphere
parameters (STDATM), and estimated particulate matter indices (MAIPA). Variance in estimated EIPMuy
is the most important contributor to variance in nonvolatile PM for representative aircraft types with the
longest nominal flight diStance. As flight distance decreases, uncertainties in emissions indices at cruise

become significant, contributing to Gy,  similarly to c”rjf . For the shortest range representative aircraft

2

o is the only significant

type, uncertainties in I/S\L atidle are additionally significant. For PMy, &

contributor over all representative aircraft type.

20 As a check on the variance analysis, for emissions that scale directly with fuel burn, results expectedly shows that the most
important contributor to 62y, , Oy, ,and 65, is 6 .
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Figure 3.8. Parametric contributions to variance in estimated nonvolatile and volatile particulate
matter per-flight emissions

Effects broken down by estimated fuel consumption rate (fuel), standard atmosphere parameters (STDATM), and estimated
particulate matter indices (MAIPA).
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3.3. Trends in US air transport pollution 1991-2003

Trends in fuel, emissions, and noise inventories are statistically-discernible, despite uncertainties;
nonparametric K-W hypothesis tests are significant (p=0.05) indicating a cross-sectional resolution that
allows us determine trends over the historical period. This section presents a selective analysis of

correlations among fuel, emissions, and noise metrics.

Three observations are discussed; analyses examine the impacts of shifts in service preferences, the
effectiveness of emissions standards, and the relationship of noise and PM trends. Each of these examples

speak to how developmental trends change the character of air transport environmental impacts. Most
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importantly, these results suggest shortcomings in current regulatory approaches toward source control
that may be usefully addressed in future revisions of technology standards or by alternative regulatory

methods.

3.3.1. Fuel consumption of US commercial aircraft 1991-2003

Figure 3.9 plots the fuel consumption by US commercial aircraft from 1991-2003. Propagated
uncertainties are similar from quarter-to-quarter and the median tren'd’m()ves proportionally within the
uncertainty bands illustrated. From 1991 to 2003, mean fuel use increases with a compound quarterly
growth rate of 0.29%; this includes the relatively sharp decline in fuel consumption from 2001-2002 that

essentially negates the net growth over the previous decade.

92



Figure 3.9. Estimated fuel consumption by US commercial aircraft 1991-2003

Emissions for (1) all ight activity and (2) only flight activity within the atmospheric boundary laver.
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3.3.2. Operational frequency and the distribution of air quality impacts

A second trend plotted in figure 3.9 runs from the third quarter of 1993 through 2003; this inventory
includes the fuel consumption estimated for regional operations reported to the US DOT through Form

298A1.2! With F98A 1 operations included, the ratio of growth rate to the growth rate for F41T2

21 For F98A 1 operations, which are not reported with aircraft type information, a split between tprp types and tfan types is
assumed in order to assign fuel flow factors. For the purposes of the plot, the split is set to the value realized from F41T2

operations.
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operations onl yis r_;“’x / r, = 0.005, essentially showing static fleet fuel consumption. The contribution of

F98A1 operations declines with time, from 18% to 9% compared to the F41T2 inventory.

For the purpose of calculating inventories for air quality assessments, a variable mixing height based on
radiosonde measurements across the United States is used to define the relevant estimators for fuel
consumption and emissions inventories within the atmospheric boundary layer. Note that the mixing layer
height estimated by measurements is higher than the nominal mixing height used to define the landing-
takeoff cycle. The median fraction of the inventory that is expended within the atmospheric boundary

layer is estimated at 10-14% for 1991-2003.

Figure 3.10 provides a further breakdown by service category (short-haul, long-haul, and regional). As
shown in figure 3.10(b), fuel consuniption by the regional fleet within the atmospheric boundary layer
increases at r,* =3.5%, moving from 72% to 10% of the fuel consumption inventory, largely due to shifts ‘
from the short-haul inventory; growth rates from 1991-2003 are r* =0.09% and r," = 0.22% for the |
short-haul and long-haul fleets respectively. Regional operations are a relatively small portion of the fuel
consumption inventory, but they account for a fraction statistically-equivalent to the long-haul fleet. Only

a few of the largest regional aircraft are subject to current technology standards currently.
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Figure 3.10. Estimated fue! consumption by US commercial aircraft 1991-2003 by service category

Emissions broken down by service category (short-haul, long-haul, and) regional service).

(a) quarterly U.S. fuel use by fleet category
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3.3.3. Influence of pollutant control on emissions above and below the mixing height

Between 1991-2003, the growth rate in the fuel consumption inventory within the atmospheric boundary
layer is ~17% of the growth rate of total fuel inventory. It might be inferred that this relieves air quality
burdens, but the picture cannot be fully appreciated using this statistic. Recent analyses have indicated
that a portion of emissions above the mixing height are mixed down into the boundary layer, leading to a
factor 2-3 increase in ground-level pollutant concentration. While emissions below the mixing height
retain a regional influence on pollutant concentrations, predominantly within distances of ~100 km, those
mixed from the upper troposphere influence air quality on the continental scale. Thus, the comparative
trends in fuel inventories within and without the atmospheric boundary layer represent a transfer of

environmental damages from airport-local populations to the general population of the United States. This
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also suggests a lower efficacy of landing-takeoff fuel efficiency improvements in reducing air quality

impacts.

Historical trends in fuel consumption are reflected in emissions inventories, mediated by trends in

emissions indices as plotted in figures 3.11-3.14 following. Trends in CO2, H20, and SOx are not shown,

but they are directly proportional to fuel consumption. Consider first a comparison of trends for the

regulated pollutant emissions of NOx, HC, and CO. Figure 3.11 shows trends in EINOx, EIHC, and EICO.

Figure 3.11. Estimated NOx, HC, and CO emissions indices of US commercial aircraft 1991-3003

Emissions indices for (1) all flight activity and (2) only flight activity within the atmospheric boundary layer.
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Emissions indices for NOx, CO, and HC are influenced differently by power setting. The NOx emissions
index has an opposite trend to EICO and EIHC as a function of power setting, increasing as engine output
increases rather than decreasing in a nonlinear fashion. Since proportionally more time is spent at high
power below the mixing height than above, and because EINOx decreases with altitude for the same
power condition, EINOx within the atmospheric boundary layer is on average higher than EINOx
averaged over the entire flight profile. Over all representative aircraft type (except for tprp for which Els

—~ —~b
have the same value over all flight segments by MAIPA definition), Elvo, / EIN’ox =1049 0.74].

The same result is obtained for EICO and EIHC despite an increase in both of these parameters with
altitude for a similar power condition. The comparison of EIHC and EICO trends by altitude exhibits the
influence of idle and taxi at the airport. Over all representative aircraft types, the ratio of emissions
indices without to within the atmospheric boundary layer are generally less than one; for CO, Elco I/E\I?o
= 10.12 0.57] and for HC, Elvoc/Elvoc = [0.13 1.8] with the a320 and dc9md80 accounting for

Elvoc / ]/E\I[Joc >1. Since the change in EICO with altitude is stronger than for EIHC— (dEICO /dPe,.g) >

~~bl —~ ~bl
"g) —there is a larger relative difference between Elco and Elco than between Elvoc and

[4

(dEl o /dP

Elvoc .

For aircraft emissions, the legal framework provides specific guidance to base regulatory action on the
state of technology, both with regards to safety and developmental capability. Regulatory actions have
focused on NOx reduction through EI standards over the landing-takeoff cycle. With the influence of free
tropospheric emissions on air quality noted in the previous section, the consequence is that emissions
controls that attend only to the landing-takeoff cycle, as current regulations are setup to accomplish, have

a lower efficacy by as much as 85% for CO and HC, and 50% for NOx.

3.3.4. Efficacy of emissions standards in controlling total emissions loads

The inefficiency of LTO controls can be seen from a different angle looking at emissions inventory trends.

Figure 3.12 plots trends in NOyx, CO, and HC emissions inventories.

97



Figure 3.12. Estimated NOy, HC, and CO emissions from US commercial aircraft 1991-2003

Emissions for (1) all flight activity and (2) only flight activity within the atmosphernic boundary layer.
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Correlation coefficients ( p,,,, ) indicate that growth in fuel consumption within the atmospheric boundary
layer is responsible for the increase in NOx emissions between 1991-2003; correlation coefficients of the

NOx boundary layer inventory with EINOx-bl and Qf-bl are p,_,, ( N,

Elxo, ,Qf’) = {0.35,0.98}
respectively. However, without the boundary layer, EINOx and Qf are similarly influential on the NOx

emissions inventory; p,,,. (QNO, |I§Ix~nox Qf) = {0.89,0.99}. Similar results are found for CO;
. (ég‘o Elco ,Qj:’) ={024,078} and p,_ (QCO

Eico.0, ) = {0.66,0.70}.

These correlations suggest that technology standards have been more successful in limiting emissions

within the atmospheric boundary layer than overall emissions, which has been their intention. They also
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reinforce the limited efficacy of EI controls in stemming emissions growth. The exception may be HC

~bl A
Elvoc ,Qj:’) =(0.97,0.14) and

emissions; for HC emissions El is the primary influence, p,_,, (Qf,’oc

pcorr (QAVOC

consumption and HC emissions. To understand this, we need to take a wider view of pollutant trends in

Elvoc,Qf) =(0.94, -0.56). However the striking result is the negative correlation of fuel

US commercial air transport.

3.3.5. Crossover effect of noise regulation on emissions control

—~bl —~
The influence of improved engine efficiency has the opposite effect on Elnvo, and Elno, ; as peak engine

temperatures increase, the tendency to produce NOy increases.
The PM inventories estimated in this thesis permit an important addition to this picture. Figure 3.13
—~ ~ bl —~ —~ bl
illustrates trends in Elem, and Elem, , showing fleet Elem,, > Elpw,, and declines both above and below the

mixing height.

Figure 3.13. Estimated nonvolatile and volatile particulate matter emissions indices of US
commercial aircraft 1991-2003
Emissions indices for (1) all flight activity and (2) only flight activity within the atmospheric boundary layer.
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The rate of growth in the nonvolatile PM emissions index is negative at -1.56%. These trends are strong
enough to offset increases in fuel use to produce reductions in the nonvolatile PM inventory between

1991-2003 as shown in figure 3.14.

Figure 3.14. Estimated nonvolatile and volatile particulate matter emissions from US commercial
aircraft 1991-2003

Emissions for (1) all flight activity and (2) only flight activity within the atmospheric boundary layer.
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The 1991-2003 noise inventory is plotted in figure 3.15 for all fleet operations. The orange-shaded area is
the interquartile range of Qn, plotted quarterly, around the median shown in the darker orange for F41T2

activity only; the orange dashed line adds FO8A 1 and F41T2 activity.

To understand the effect of scaling operations as described in section 3.2, compare this to the noise

inventory denoted with a green line, which is constructed using only the scaled 96 airport MAGENTA
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operations sample (Q:”” ) and plotted yearly. The important observation for the purposes of this analysis
is that trends are similar over the historical period, but comparatively, Q, > Q‘,"”’ . This difference is due
the relative division of operations among representative aircraft type in the two sets of baseline activity
data (explained previously) as well as a finer attribution of per-flight noise characteristics possible for
MAGENTA operations, where aircraft types are specified by individual models (e.g. by specific airframe-
engine combination— g-"

M rather than the aggregated representative aircraft type ¢, used to calculate
of 0,).
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Figure 3.15. Noise from US commercial aircraft 1991-2003

Noise for (1) all flight activity and (2) breakout of noise contributions by service category (short-haul, long-haul, and regional
service)
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Over the period 1991-1999, fleet dBA SEL declined by 34% as the Stage 2 phase-out progressed.

However, this was not the primary source of noise reduction between 1991-2003. An economic shock led
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to a larger decline; during the period 1999-2003, a much more significant noise reduction occurred during
200143, resulting in a further decline of 48%. These two events dominate the overall retirement of 4.6
SEL dBA, equivalent to 65% of the noise inventory in 1991; over 90% of this decline resulted from

technology turnover in the short-haul fleet.

Of interest from a policy standpoint is the strong correlation between: (1) noise and nonvolatile PM trends
with correlations showing p,,, (Qn () : Opston (t)) = 0.98; and (2) noise and HC emissions where

. (Q" (1): Ovoc (t)) = 0.89. Reductions the PM, emissions inventory from 1991-2003 came almost
exclusively from reductions in EIPM,y as indicated by correlations p,_ (QAPM“‘ ‘EIPMW Qf) =(0.90,
0.20).22 PM,, emissions are nominally controlled by smoke regulations: however, these regulations were
not changed between 1991-2003; the reason for this reduction was the retirement of aircraft through the
Stage 2 phaseout. This also underlies the negative correlation of fuel consumption and HC emissions
discussed earlier. Reductions in EIHC-bl achieved their highest reductions through the retirement of

1960s and 1970s era aircraft spurred by noise phaseout rules.

Figure 3.16 illustrates the retirement of these aircraft and suggests that as the oldest aircraft are retired,
additional gains will be realized. Highlighted are those representative aircraft types that contain Stage 2
aircraft models retired from the fleet—b727,b7370, dc9, and 7470 —which are denoted by dashed lines.
Representative aircraft types that at some point in the 1991-2003 period exceed 5% of the noise inventory
are denoted by colored lines, a group accounting for 80% of the noise burden in 2003 that includes the
b727,b7370,b737,b737n, dc9, and dc9md80. Reflecting the operational frequency influence on

emissions mentioned earlier. the tfan is also in this group, the first regional type to acquire this distinction.

22 Technological improvements are the root of this trend, but operational changes have an undetermined influence. MAIPA
EIPM,y values are a factor 2-3 higher than estimates made for the global commercial fleet (~0.04 g/kg-fuel). The difference in
MAIPA U.S. and the global value reported in IPCC (1999) may reflect the on average shorter flight distances flown giobally as
compared to the United States. Similarly, the increases in service frequency and routes served since deregulation may have
contributed to the trend. The time resolution of MAIPA is inadequate to quantify this operational contribution.
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Figure 3.16. Contributions to noise inventory by representative aircraft type 1991-2003

Noise for all Aight activity broken down by representative aircraft type highlighting only major contributions with other
contributions undifferentiated in gray.
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3.3.6. Inventory metrics as measures of environmental damage

The trends estimated for PM,y from 1991-2003 are favorable with respect to aggregate health impacts, but
the picture is complicated by the morphological characteristics of PM, for which a trend cannot yet be
established. Regulation controls smoke number, a PM-related visibility metric. The historical effect of this

incentive may have been to reduce the mean size of soot particulates emitted from the emissions along

with total mass.

It has been suggested that this is how smoke reductions were accomplished in the development of low-
smoke combustors in the 1970’s. From a health perspective, migration to smaller size particulates may
constitute an increase in risk, even though regulations do not resolve the gradation below the 2.5 mm size.
Furthermore, because the aerodynamic diameter is reduced, these smaller particulates are more likely to

persist in the atmosphere, providing more opportunities for exposure.

It is also important to recognize that any approach to reducing the effects of PM2.5 will require a joint
plan addressing PM,, as well as the secondary formation of nitrates, sulfates, and organics from NOx,

SOy, and HC processing in the atmosphere. Total NOx and SOy inventories increased from 1991-2003
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with r, =(0.28,~0.01) r" [r, =(0.11,0.17)%—both of which strongly influence atmospheric
concentrations of PM2.5. However, inventories do not provide a complete measure of impact; air quality
and climate effects are multiples of emissions so any observations here will be accentuated.z We will

return to this point in chapter 5.

2 A comparison of the NOx, HC, and CO emissions inventories to reported EPA inventories for all sources (National Emissions
Inventory) indicates that Q’” /Q,.EPA range from [0.44, 0.59]1% for NOx, [0.078, 0.11]% for CO, and [0.13, 0.15]% for VOC. These
comparisons are for reference and are not appropriates measure of impact since the management of an externality is not a
function of emissions contribution relative to other industries.

105



4. Damages from global climate change

Aircraft emissions have a role in several chemical and microphysical mechanisms that change the
radiative properties of the atmosphere, leading to changes in temperature at the planetary surface and at
altitude, and through subsequent.physical mechanisms, changes in other climate variables such as sea
level and precipitation. The goal in developing a climate impact model was to develop a methodology to
estimate impacts on the global climate from US commercial air transport and to assess the factors that
determine climate damages. Specifically, the objectives were: (1) to establish and demonstrate an
approach that distinguishes the value of reducing CO2 emissions versus non-CO; emissions using a metric
that can be correlated with damages; and, (2) to understand the influence of different model parameters ‘

and components on uncertainty in estimated damages and relate policy implications.

The efficacy of policy options for mitigating or abating the impact of aviation emissions on environmenrtalv’
'quality depends on the ability to compare the value of reducing CO; emissions versus non-CO; emissions
in the context of climate change. To fulfill this requirement, the assessment needs to account for different
timescales (and thus geographical scales) among types of perturbation to the atmosphere. This is

necessary to distinguish between the longer-lived direct impacts of CO- emissions and the indirect

impacts of other short-lived midophysical ahd chemical processes, such as the production of ozone or
decrease in methane residence time associated with the emission of NOx.! The approach implemented

here provides these capabilities.

Contribution 4.1. An impulse response mode! of changes in surface temperature inclusive of -
radiatively-active species with different atmospheric lifetimes

Instead of a detailed atmosphere-ocean general circulation model, MAIPA employs an impulse-response
approach to calculate probabilistic estimates of marginal, present-value climate change metrics inclusive
of radiatively-active species with different atmospheric lifetimes (cf. Joos et al. 1996). The model has

been evaluated and implemented in APMT.

Subsequent to the methodological development and results reviewed in this thesis, the analysis was

refined and published in Marais et al. (2008) with different operational inputs that extend the analysis

! These differences in timescale portend differences in how effects can influence climate by virtue of the extent to which
emissions are mixed in the atmosphere before their impact on radiative properties is felt.
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beyond the United States and focus on aviation growth scenarios. A procedural review of the approach

was prepared as a description of the APMT prototype (cf. Mahashabde et al. 2006 and FAA 2007).

The metric of climate change used to assess this effect needs to be valuable in the sense that damages can
be correlated to changes in the metric. For this study, global surface temperature (75) is the metric of
climate change. Based on analyses of damages resulting from the estimated changes in surface
temperature caused by aircraft emissions, the following characterizations of air transport climate impacts
emerge:

Contribution 4.2. Identified that the most important factor determining changes in damages over
time is the dependence of emissions damages on the background environmental sensitivity.

Emissions impacts of US commercial aircraft are dictated by the progress in controlling emissions from
other sources. The attribution of trends to parametric inputs shows that air transport emissions impacts are
predominantly determined by the background environmental sensitivity, indicating that the growth of air
transport emissions relative to other sources is the key factor that determines damage costs. The trend in
the whole of anthropogenic carbon emissions is the primary determinant of air transport damage trends;
these background trends are more influential than the course of the commercial aircraft carbon inventories

cataloged previously in chapter 3.

Result 4.1. Short-lived versus long-lived climate effects

Air transport environmental decision-making is often differentiated in the context of non-CO; effects;

however, the analysis suggests that non-CO effects are a relatively small component of climate damages.
From an economic perspective, only at high discount rates do cloud formation and interactions become a

distinguishing focus.

Result 4.2, Influence of parametric versus scenario versus structural uncertainties

Parametric, scenario, and structural uncertainties contribute similarly to uncertainty in cost estimates.
Managing the climate risks of aviation emissions is as much dependent upon (a) normative decisions
underlying the specification of intergenerational wealth distribution as on (b) scientific questions of

carbon-cycle and climate processes as on (c) propagated parametric uncertainties.
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Result 4.3. Choice of climate impact metric

Using physical quantities as decision metrics gives significantly more weight to mitigating short-lived
effects than would be recommended by an economic analysis. Measured by the ratio of non-CO; to CO»
impact metrics —commonly used to describe the impact of air transport relative to other sources—is
approximately 3 using instantaneous radiative forcing, while the same ratio is approximately 1.1 using a
marginal cost metric. Whereas instantaneous radiative forcing is a useful measure of climate influence,

marginal costs are a closer measure of risks to well-being of people exposed to climate change.

Section 4.2 discusses the models and caveafs in estimating damages as a function of global surface
temperature. Appendix 10 supplements the discussion with further methodological detail and background
context. Section 4.3 details the relationships that compose the impulse-response approach to estimating
climate impact including: the response of atmospheric CO> concentrations Xcoz to CO2 emissions; the
response of global surface temperature 75 to Xcoz; and the response of 7 to non-CO; emissions.
Appendices 11-13 supplement with further methodological detail and background context. Sections
4.4-4.6 apply the model developed in Section 4.3 to assess important dynamics that characterize the
impact of US commercial air transport through changes in the global climate, drawing policy implications

from results.

4.1. Damages as a function of change in global surface temperature

In the case of climate, changes in eﬁvironmental variables are valued directly such that estimating welfare
change is not explicit; instead, damages are estimated directly as a function of a metric of environmental
change (T5) where global surface temperature change is a function of emissions. This section discusses the
content and form of the damage-T relationship; section 4.3 then addresses the environmental modeling

component.

4.1.1. Economic and equity impacts of climate change

The development of environmental damage assessments relevant to climate change lags progress in both
scientific understanding as well as policy design. Climate damage estimates are highly speculative and the
research literature provides no consensus on the appropriate integration of component social cost

assessments. These studies integrate a number of individual reports that address different, overlapping
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subsets of the types of market and non-market damages that may result from climate change, primarily a
combination of welfare effects resulting from changes in agricultural output, sea level, migration, water

supply, and resulting shifts in the macroeconomy.

There is significant controversy over how to aggregate damages across regions. In the developed
countries (e.g. the US and EU), estimated climate damages are smaller relative to the national economy
than in the developing countries where estimated climate damages are a larger percentage of GNP, most
of which results from the historical carbon emissions of the global regions that experienced earlier

industrialization.

A second difficulty arises from the application of damage assessments conducted for the developed
countries; to a developing country, where incomes are lower, the use of willingness-to-pay measures such
as the value of a statistical life depress damage estimates relative to a country with a higher per capita
income. Climate damages estimated in this chapter include both the portion endemic to the US as well as
the global impacts associated with US national emissions, but do not further address these issues. The
aggregation of regional estimates with adjustments for national income or wealth (which may be done for

equity reasons) leads to an increase in the valuations relative to those presented here.

4.1.2. Climate damage as a function of global surface temperature

To relate climate damages to changes in surface temperature, Cline (1992) initially surmised (based on his
own analysis) a nonlinear relationship as C « Aﬁ” relevant to long-term warming (i.e. multiple
centuries). MAIPA utilizes a damage function estimated by Nordhaus and Boyer (2000), subsequently
updated by Nordhaus (2008), which reflects the limited number of studies completed that assess the

environmental costs of climate change. Equation 4.1 defines the climate damage function.
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C=B,+ B, ~Afs +B, Af's" = climate damage damage function

units IC' as (% global GDP) AT, in °C or K
(4.1) define AT, = change in surface temperature relative to an historical reference = (TAS -7 >

reference year: fs’ef = surface temperature in 1990
specify coefficients: f,=0 B, =0 B, =P . (M =0.0028, ¢ =0.0013)

exponent: a=2

source |Nordhaus and Boyer (2000) and Nordhaus (2008)

The estimated fit to these results derived in the Nordhaus studies expresses a more severe dependence on
surface temperature as C o AT 2 and generally parallels the direction of the climate science (cf.IPCC
SAR, TAR, FAR), but it is by no means definitive. Equation 4.] fits the summation of sector—speciﬁc'
damages in six impact categories: agricultural patterns (cf. Darwin et al. 1995, Shimmelphennig 1996),
sea level rise (cf. Yohe and Schlesinger 1998), disease incidence (cf. Murray and Lopez 1996), shifting
ecosystems and human institutions (endogenous to the authors focusing on WTP fo preserve associated
capital), changes in markets (endogenous to the authors, primarily as related to forestry and energy

production), and non-market impacts (endogenous to the authors based on time use for leisure).

Nordhaus and Boyer also attempt to account for climate dynamics that stray from a smooth transition
model, such as catastrophes or surprise climate events. To add this component, they estimate a probability
of climate catastrophe using a survey conducted among experts to elicit likelihood. To derive equation
4.1, a ~1% random chance of catastrophe is specified for a 2.5°C warming, and a ~7% random chance for

a 6 K warming. The expected loss for the catastrophic scenario is 30% of global GDP.

4.1.3. Climate damages from US air transport emissions

To calculate climate damages, we take the difference between: (a) damages in response to the temperature
change resulting from all anthropogenic emissions; and, (b) damages in response to the temperature
change resulting from all anthropogenic emissions minus US aircraft fleet emissions (equation 4.2).

Damage streams are then summed to net present value using the discretization in equation 4.3.
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C {1)=C"(t)=C"*(t) = stream of climate damages

C“"(1)= damages due to the sum forcing of global carbon emissions inventory ( o >
4.2) N . R
definitions |C*"~" (t) = damages when US aircraft emissions are removed from global, T,(1) = f (Q(‘;" - Q,.)
0. = emissions inventory of species (i)for year(,)
¢ ()=r1 (ATl(t)) = damage function in equation A.9.1
procedure |
C,(t) calculated for each year in the computational period (t', -t >
C, = present value (PV) of a stream of estimated climate damages
A oA A u C(t -t
C = Ci(t0)= 1947 [Ci(t)] = 2~1—(—"(ﬁ)7
4.3) procedure =ty (1 +r )

damage stream <C‘ ; (t)> estimated as in equation A9.3

specify | = discount rate €{3,5,7} %

4.1.4. Marginal climate damages from aircraft emissions

The marginal damage ¢ is estimated by the derivative of equation 4.1 converted to $/t as in equations

4 4a and 4.4b. Marginal damages for non-CO; emissions are pegged to the ratio of marginal to average
carbon costs (equation 4.5), using the assumption that the damage function for the non-CO2 emissions is
functionally similar to equation 4.1. The marginal damage of a unit fuel consumption described by

equation 4.6 is the weighted sum of the marginal emissions damages estimated by equations 4.4 and 4.5.

Aall

¢¢' = marginal climate damage of a unit emission of carbon
dC
dAT,

(4.4a) ¢ =y =y -(ﬂk +a-B, ~A7A"S) for C asin equation A 9.1

¢ as (% global GDP)/K
y = converion factor to mass units (---)/K — (---}/kg

units y > backward difference approximation of the change in median values

.4 AT AR(AT, ) ~

=T A ST
9 Ap{0)

note: conversion (---)/kg-C — (---)/EI(C) as in equation A.9.6
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¢¢" = marginal climate damage of unit USCAO carbon emission = ¢’

(4.4b) small climate perturbation from USCAO carbon (Q(> relative to global < Ag“)
assumes

criterion <ATS“V < AT;‘")

El. = marginal climate damage due to unit emissions of species (i = C )

[ cave)

A o_.n |
=V léavgJ
C

(@}

@5) El.an = <+ = average climate damage of species (i = C )

define

R

<

!

~

' C

éng Lo average climate damage of carbon
On

y = conversion factor {---)/kg-i — (---)/El(i)

y =1000-0 ; for BI(i) in (g-i/kg-fuel)

units

¢, = marginal climate damage due to a unit mass of fuel consumption

(4.6) units !EIi (g-i/kgfuel) ¢ ($/kg-i)

A,

¢¢” =y - ¢, = marginal climate damage of carbon equivalent

y = conversion factor (---)/kg-fuel — (---)/kg-C

) i
Ty = 1000/BlC = ¥ (figc ) =12

4.1.5. Estimation of change in global surface temperature

To estimate Af"s we first determine how the atmospheric composition of radiatively active species
responds to aircraft emissions, then estimate the change in radiative balance, and finally the impact on T
(although the process is applicable to any output variable that measures change in the climate system).
The work of (Sausen and Schumann 2000) first introduced the basic approach outlined in section 4.3
toward estimating T effects associated with commercial aircraft operations. Instead of a detailed

atmosphere-ocean general circulation model, MAIPA employs an impulse-response approach to calculate
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probabilistic estimates of marginal, present-value climate change metrics inclusive of radiatively-active
species with different atmospheric lifetimes (cf. Joos et al. 1996). The model has been evaluated and

implemented in APMT.

4.1.6. Air transport damages in the context of other source emissions

The observed trend in aviation damages is intimately tied to activity in the rest of the economy where
emissions grew exponentially from 1991-2003. With CO» RF a logarithmic function of its atmospheric
concentration, a temperature response linear with CO2 RF, and costs quadratic in Ts, damage costs from
the whole of anthropogenic emissions rise less than the emissions trend where there is a less than an
exponential exp(x) growth in emissions. Because RF;, o« In(XCO2 / X{f{,z ) , I’Lrg (dRFCoz /dt) =0 and only
for exponential growth will RF, grow linearly. In contrast, for declines in carbon emissions, costs
decline at a faster rate. However, this is not the primary factor determining trends in damages from air

transport.

The perturbation of the aircraft emissions impulse (equal annual emissions for a given year) to
background emissions resolves mathematically as climate damages proportional C « (T:,_2 - T,2) where T2
is the temperature response to all source emissions and 7 is the response subtracting aviation. This
proportionality indicates two characteristics governing how air transport damages change over time. First,
climate damages respond more than proportionally to year-to-year increases in aircraft emissions with
positive RF, but less so for declines (the reverse applies to cooling effects). Of the contributing species,
only PMnv emissions decline over the 1991-2003 period. Second, and more importantly, because the
effect of air transport is relatively small, the trend in the rest of anthropogenic carbon emissions is more
influential on the air transport damage trends than the course of the commercial aircraft carbon

inventories presented in chapter 3.

4.2. Response of global surface temperature to CO2 emissions

Carbon dioxide mixes in the atmosphere on a timescale that is small compared to the duration of its
radiative effect. To develop the response model, a linear, time-invariant representation of a carbon-cycle
model —the impulse response or Green’s function, g(t)—is convolved with a forcing, f(t), as carbon

emissions, to obtain an output, atmospheric CO> concentrations in this case. This is shown generally in
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equation 4.7. In the following discussion, we will use X, to indicate the atmospheric CO2

concentration.

47 #(1)=frg=[ () glt-)dr

The impulse response is determined by harmonic analysis, solving the system identification problem with
a known input function and decomposing the model response with the Fourier series as given in equation

438.

J
g(t)= 2 ae”
7

u; =7tj+za)j

4.8)

More complex transfer functions can be generated by other forcings, so while the impulse response is
shown here as a single parameter model in time, which is appropriate to well-mixed CO2, we could

represent spatial dimensions with-additional parameters.

4.2.1. Estimation of marginal change in atmospheric CO2 due to aviation CO2 emissions

Executing the convolution gives, for any particular year emissions Qcm as the forcing, a response X, -
Few complex models of the carbon-cycle have been projected in a linear form foruse in response
analyses. To assess variability associated with different carbon cycle model constructions, this study
examines results from five linear carbon-cycle response models derived from two different base inorganic
general circulation carbon-cycle models. The response models differ in the carbon-cycle pathways

included in the base model for their derivation. Table 4.3 in section 4.6 summarizes the differences.

See Appendix A10 for additional discussion:

»  Appendix A10 (Linear response models of the climate) describes the linear response models of the

carbon cycle used in the analysis, including a brief history of their development.

The change in atmospheric CO» concentration ( A)zcoz ) due to air transport emissions is estimated by the

difference between the baseline (all anthropogenic emissions) and the perturbed baseline (all
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anthropogenic emissions minus US aircraft fleet carbon emissions) as given by equation 4.9. Note that in
contrast to equation 4.8, a constant has been added to g(t) in equation 4.9 to better represent long-term

finite atmospheric CO» uptake.

A)Z(m = (XCO2 - }2’(':02) = change in atmospheric CO, due to USCAO emissions

XCOZ
definitions | .
Xeo

(4.9) Xeor = 8(t) 0,
procedure | . A
Xcor = g(t)'(Qcoz - coz)

J
specify  |g()=a, + 2 o je"/ i

i=2

4.2.2. Functional relationship between CO2 concentration and radiative forcing

Observations find radiative forcing to be proportional to the logarithm of current X, relative to an
unperturbed state; the unperturbed state is defined as the pre-industrial X, taken here to be the year
1750 (equation 4.10).2 This relationship results from the the infrared CO, absorption bands being close to

saturation (Myhre et al. 1998).
(4.10) RF,0, « In(Xeon / X2,)

The temperature response to CO; radiative forcing is estimated using a normalized index of radiative
forcing (RF*) referencing the doubling of atmospheric CO; concentrations (2 - X, ) relative to the
preindustrial Xcoz. This is a convenience facilitating the incorporation of a common benchmark of
atmospheric-ocean general circulation model (AOGCM) prediction, the radiative forcing estimated for a

2-X

(802

calculation. In 4.11, RF* equals 1 at the doubling level.

2 Radiative forcing measures the thermodynamic imbalance in the system defined by the Earth’s land mass, oceans, and
atmosphere as the result of compositional changes in the atmosphere which alter its opacity to either incoming or outgoing solar
radiation.
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R (1) < In(Xeo, 1)/ X))
@.11) In(2)
RF(f) = RF_, x RF’(t)

4.2.3. Estimation of marginal temperature change due to aviation CO. emissions

As with the atmospheric carbon dioxide concentration, MAIPA uses impulse response functions, derived
from AOGCM simulations, to estimate changes in global surface temperature. For a given year. the
radiative forcing index RF* is specified as the forcing f(t) to derive the surface temperature response
using the convolution in equation 4.7. The estimated impulse response that results gives the model in

equation 4.12 for change in global surface temperature.

J
T (t)=RF"-Sa,e
(1) Z ;

(@.12) 77 (1) = RE" - (RE") - 3 a7

7=

- _mref = ref’
6Ts~]—:v —Ts

MAIPA employs three linear surface temperature response models to construct scenarios. For the
scenarios treated later in this section, each of the five linear carbon-cycle response models are paired with
an era-consistent model for temperature response. Jointly, these cases are termed hereafter linear climate
response models (CRM). These CRMs represent the evolution in climate model construction over a 15-

year period that includes the historical MAIPA analysis for the years 1991-2003.

See Appendix A10 for further discussion:

* Appendix A10 (Linear response models of the climate) describes the linear response models for

global surface temperature used in the analysis, including a brief history of their development.

4.2.4. Effect scales of non-CO: climate perturbations

Radiative forcing from aircraft operations results from perturbations to both well-mixed gases such as
COa, for which the primary sinks occur through centurial processes, and perturbations to radiatively

active species and particles that occur over timescales of hours to days as the result of faster chemical or
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microphysical processing towards their eventual sinks. This latter category of perturbations results in

regional scale change that may cause locally different climate impacts.

However, the summation of globally-averaged RF from both regional and non-regional effects tracks
globally-averaged surface warming to first-order (Cox et al. 1995; Ramaswamy and Chen 1997)
Ramswamy 2001, cf. IPCC 2007 FAR WG1). Thus, long-lived and short-lived perturbations are typically
compared using an instantaneous RF metric.? This would be fine if regional and global RF perturbations
lead to the same climate sensitivity, but they do not. This section discusses how MAIPA accounts for

these differences.

4.2.5. Estimation of short-lived climate effects

Following (Sausen and Schumann 2000) and (Lee and Sausen 2003), we represent aviation short-lived
effects through a scaling of RF* for a different climate response relative to CO,—related to spatial
heterogeneity —and proportionally account for changes in emissions indices from a reference year. In this
formulation, shown in equation 4.13, each subsequent unit of short-lived emissions or effect causes the
same change in radiative forcing; for exponential growth, ARF, . grows exponentially, and similarly, for
linear growth, ARFE, . grows linearly. Thus, for longer and longer periods of time over which the
emissions accumulate, the marginal radiative effects of aviation CO; are reduced relative to those for

short-lived emissions and effects.

3 The present day cumulative impact of aviation emissions suggests that today, the mixture of exhaust species discharged from
aircraft perturbs RF 2 to 3 times more than if the exhaust was CO: alone. In contrast, the overall radiative forcing from the sum of
all anthropogenic activities is estimated to be a factor of 1.5 times CO» alone.

Enhanced forcing due to aircraft compared with ground-based sources originates in different physical (e.g. contrails and impacts
on clouds) and chemical (e.g. ozone formation/destruction) effects resulting from altered concentrations of participating chemical
species and different atmospheric conditions (IPCC 1999; Schumann 2003).

Total RF from aircraft for 1992 is ~4% of the direct RF from other anthropogenic sources combined. RF from additional CO-,
CH4, N20, CFCs / methyl chloroform/carbon tetrachloride, and HCFCs / HFCs are estimated to be, respectively in W/m2, 1.46,
0.48,0.15,0.32,and 0.09 (IPCC 2001 TAR, cf. IPCC 2007 FAR for 2005 values).

117



* x RFsrein Qi ([ J )
A
(4.13) A" = Zshort
Aco,
o= QCO2 (tk)

aviation

co,
As with COz, short-lived effects do not grow instantaneously over time, but have a timescale of increase
followed by decay (Prather 2002). Since the unit reference for an emissions impulse in MAIPA is a year,

dictated by the resolution of the activity data, the rise is not simulated.

In equation 4.13, RFMO02 is the equilibrium radiative forcing for a doubling of atmospheric CO2, 1 refers
year k, ACO; is the climate sensitivity to CO> or other well-mixed perturbations, and Asor refers:to the

climate sensitivity for short-lived effects; A and 7 are closely related.

4.2.6. Specification of reference parameters for short-lived effects

Reference RF, EI, yearly fuel consumption, and yearly emissions (RFrf, EI*f, and Q=) correspond to the
same reference year, here 1992. Applying the benchmark results reported in the IPCC third assessment
report (IPCC), RE, in equation 4.13 is specified using a triangular probability function with endpoints
at 3.5 and 4.1 W/m? and likely value at W/m?, i.e. P(trig; 3.5,3.7,4.1) W/m2; we use the,TAR results
since the AOGCMs behind the impulse response functions for temperature change were built with this

reference. Section 3.4 of chapter 3 discusses the evolution of El; over the period 1991 to 2003.

For the purposes of this study, we use the estimates for RF}?

in (Schumann 2003) (cf.(Sausen et al.
2005), which update the estimates published IPCC special report on aviation and the global atmosphere
(1999) based on a review of recent literature. Climate sensitivities in equation 4.13 are specified as

distributions based on a literature review detailed in appendices A12 and A13.

See Appendices A12 and A13 for additional discussion:

¢ Appendices A12 (Ozone and effects related to nitrogen oxide emissions) and A13 (Aerosol and cloud
effects related to water, soot, and sulfur émissions) discuss the specification of climate sensitivity and

instantaneous radiative forcing for short-lived effects.
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4.2.7. Estimation of NOx perturbation to the lifetime of atmospheric methane

The production of ozone via NOx also leads to a decrease in the lifetime of atmospheric methane, a
radiatively active greenhouse gas, as a result of hydroxy radical (OH) production mediated by CO. While
the proper mechanistic representation would directly account for this change in lifetime as a perturbation
to the methane cycle (Fung et al. 1991; Lelieveld et al. 1998), it is not in the scope of this analysis to

develop a reduced-order representation suitable for MAIPA as we have for carbon dioxide.

Instead, RFY

31, 1s derived by scaling the value of RF(;‘:’ as summarized in equation 4.14. The approximation

of the integral ratio assumes a lifetime << 1 yr for O3 (few days to a few weeks) and drops the upper limit

of the integral for CH4 as a negligible contribution.

100
J, RFo, ()t REY  RF}

J;l()() RFC’?;J (to )e'lf(fcm )dt tCH4 RF(;;f4 RFélr'h

4.14)
ref yr
In MAIPA, RF effects due to methane destruction persist with an uncertain decay timescale of specified as
a uniform probability function with endpoints at 10 and 14 years, i.e. P(unif; 10, 14) , after the initial
emission (cf. Prather 1996). Since methane is a well-mixed gas like CO», the climate sensitivity ratio
Ay, ~ 1; (Hansen et al. 2005) estimates Ag,, = 1.1+ 0.02. This value is implemented in MAIPA as A,
= 1.1. Values for RF-yr are uncertain; section 4.5 examines three alternative specifications for RFy/
RFZ},  as scenarios to represent different model formulations that have been proposed to estimate this
ratio (Stevenson et al. 2004, Derwent et al., 2000 Wild et al. 2002) The values estimated by Stevenson et
al. (2004) are used in the baseline case, but this does not represent a preference, only chronology (RFy =

0.0051 W/m2 and REY, =-0.0042 W/m2.

4.3. Economic development, carbon damages, and uncertainty

The initial published estimates for the marginal damage cost of carbon that emerged in the early 1990s
reference a particular change in climate state, commonly an equilibrium 2- X, atmosphere (cf. SAR

table 6.1 IPCC 1996). These state-change analyses calculate the marginal damage cost as total climate
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damages, discounted over a projected evolution of the climate and then divided by total carbon emissions
to derive a monetary value per unit mass emitted. These estimates imply that marginal damages are
equivalent to average damages, ¢ = ¢ = C/Q . More recent considerations move away from state-change
analyses to explicitly consider damages as a function of a climate change metric. The damage function in

equation 4.1 at the beginning of this chapter is of this generation.

4.3.1. Normative context of the discount rate

To assess the role of uncertainties related to preferences for mitigating climate change and the
unpredictable course of global development, MAIPA exercises two sets of exogenously specified
scenarios that influence damage costs ( c ) via economic parameters: (a) two different assumptions for
economic development, the IS92a and IS92e scenarios, and (b) three different specifications of the

discount rate r = (3, 5, 7]%.

This thesis does not express an opinion as to the appropriate discount rate—this is pragmatically a ’
political decision. Instead, a range of discount rates are evaluated—r = [3, 5, 7]% — via the computational
scenarios described in the following section. Note that US EPA guidance has changed and now
recommends evaluating r = [2, 3,7]%; MAIPA damage results for a 3% discount rate are used as the

baseline for the purposes of analysis comparisons.
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See Footnote 4 for additional discussion:

» This note provides a brief description of the theoretical underpinnings in specifying the discount rate

and relevant definitions.

There are two prototypical approaches to the (much debated) specification of the discount rate for climate
economic analysis. One approach assumes that risk in climate assets is similar to existing assets. For
example, Nordhaus (2008) employs observable returns on corporate capital to specify the discount rate
directly (r = 6>4.5% where the arrow indicates the decline in expected real rates of return due to
uncertainty). Assuming a time preference (r, = 1.5%) and making endogenous projections of
consumption growth determines the consumption elasticity (6 ~ 2); collectively, these parameters

emphasize a more limited investment horizon.

A second approach places greater emphasis on distributional considerations. For example, the Stern report
(2007) specifies the time discount rate (r, =0.01%) and a consumption elasticity (6 = 1) that incline
towards increased income for the future economy, arriving at a lower discount rate (r = 3.5>1.5%) that
implies mitigating climate change is a lower risk investment than traditional capital. The Stern report

(2007) also presumes long-term consumption growth at ~1.5%. Thus, there is a difference in the assumed

4 Note on the discount rate: With the positive assumption that policies are designed to improve the living standards of both
current and future generations, the equation r = r + 8+r, specifies the discount rate, or the real rate of capital return, as a function
of the rate of consumption growth in the context of the welfare economic theory of intergenerational discounting developed by
Ramsey (1928, cf. Groom et al., 2005).

In contrast to the capital depreciation (and thus lower return on capital) of housing associated with aircraft noise effects—
observable in property markets—investment return as it pertains to mitigation of climate impacts includes a fundamentally
normative decision about the distribution of welfare among generations. This component, incorporated in equation 6.22 as the
time discount rate (r;), reflects our preference for welfare today versus welfare for future generations. Increasing r; shifts welfare
to the present generation.

The second normative parameter used to estimate capital return is the elasticity of the marginal utility of consumption 8—the rate
of change, with respect to income, in the utility derived from a change in consumption. This parameter measures our aversion to
leaving future generations poorer; as such, it measures the curvature of the utility function and specifies risk aversion (Guo et al.,
2006). For 0 = 1, additional income for a future generation with twice the consumption will provide that generation with half the
utility. Thus, increasing 0 translates into less aversion. The consumption elasticity and time discount rate are distributional
concepts. The rate of consumption growth (rg) derives from assumptions about economic development and is historically positive
as real incomes have increased over time.

There is a decline in expected real rates of return over time that results from uncertainty about the future evolution of the discount
rate. For example, if a range of discount rates is equally plausible, the longer the time-horizon of a project, the more the expected
return will deviate from the return calculated using the midpoint of the range (Newel! and Pizer 2003, cf. Weitzman 2001, Ainslie
1991). In other words, because of the uncertainty of a return for long-term projects, such as climate investments, one is more
likely to apply a lower discount rate, assuming risk aversion (i.e. certainty equivalents decline over time). This is sometimes used
as an argument for applying a lower (constant) discount rate in benefit-cost analyses for intergenerational environmental issues as
opposed to current goods rates. A declining discount rate has the effect of lengthening the tail of the value stream.
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trajectory of discount rate decline with time, but the main contradiction exemplified by this comparison

regards decisions about intergenerational welfare.

4.3.2. Relationship between growth and discount rate

Whereas differences in climate response affect the magnitude of damage costs, growth and the discount
rate, which are related, additionally discriminate perturbatiohs by their effect lifetimes. The use of 1S92
scenarios is intended to-qualitatively understand the impact of economic development uncertainty —that
is, uncertainty in the baseline anthropogenic CO; emissions—and should not be interpreted as an
investment in any particular prdjeCtion of societal change. The [S92 economic assumptions reflect
consumption growth at r, = [0.032—>0.019; 0.042>-0.027], respectively, decaying over a 100-year period
2000 to 2100. Carbon emissions over the last decade have tracked the 1S92e scenario most closely.’
Climate analyses conducted for the IPCC TAR and FAR use a different set of scenarios to evaluate
economic development uncertainties (see IPCC SRES 2000). These IPCC scenarios are used in current

APMT climate assessments.

Decreasing r, , represented ‘by the IS92 scenarios, will conversely decrease the magnitude of the coSt
streams. Higher rates of consumption growth mean higher anthropogenic emission rates and thus higher
temperature change. Different values for r represent a constrained set of specifications for r, and 0, but
pairs are not unique to any one specification [r, rg]. The discount rate and growth rate are separated here
to convey the difference in preference variability versus variability in economic projections. In
application, only the IS92¢ scenario can be meaningfully associated with r=0.01 while the 1S92a and

IS92e scenarios cannot.

4.3.3. Estimated marginal climate damages 1991-2003

Figure 4.1 plots trends in MAIPA-estimated marginal climate damages from 1991 to 2003 for carbon,
water vapor (as H), NOx, sulfur, and PM,y emissions in $2003/kg. The baseline case (r; = 3%) plotted in

figure 4.1a is consistent with published estimates of the social cost of carbon (without equity weighting)

5 Pepper, W.J., Xiaoshi Xing, Robert S. Chen, and Richard H. Moss (Eds.), Intergovernmental Panel on Climate Change (IPCC)
Scenarios 1992 (1S92), A to F, Digital Version 1.1,2005, Palisades, NY: CIESIN, Columbia University. Available at http://
sedac ciesin.columbia.edw/ddc/. i
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and shows similar statistics; from 1991-2003, the median in $2003 increases from $[19->30]/tC with a

coefficient of variation = 0.53 (the 10:90 quartile range for 2003 = $[5 140)/tC).

Figure 4.1. Estimated marginal climate damages of US commercial aircraft emissions 1991-2003
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Nordhaus (2008) estimates marginal damage cost in the context of the Dynamic Integrated model of the ‘
Climate and the Economy (DICE). In DICE, the economy and climate are linked through emissions and

~carbon price feedbacks. DICE employs a simplified climate model which includes: (a) a linear three-
reservoir (atmosphere, upper ocean, lower ocean) carbon-cycle model calibrated to match the Bern
model; and (b) a three-reservoir heat transfer model to estimate temperature change following the
construction in Schneider aild Thompson (1981) with parameters calibrated to mimic results from the
Model for the Assesément of Greenhouse Gas Induced Climate Change (MAGICC) as formulated for the
TAR and FAR (A = 3.0, ref MAGICC 2007).

DICE estimates the marginal benefit from abatement (shadow price of carbon) as the carbon tax necessary
to keep emissions on an optimal trajectory, described by policy constraints. In the case of a Pigouvian tax,
this optimization calculates a trajectory of carbon prices that efficiently reduces total social costs over a '
given period. In an optinlization framework, the price of carbon will necessarily be less than marginal

cost estimates.

Nordhaus (2008) exercises a number of policy scenarios that exhibit similar marginal damagés in‘the
initial years of the cbmputation where the marginal damage cost Qf carbon— ~ $30/tC for 2005 (2003
dollars)—is near the opfimaly; carbon price, progressively diverging thereafter and differentiating policies
by their total costs (cf. Tol 20026, 2002a for a comparative proposal for dynamic representation using
dynamic cost-benefit models). As shown in figure 4.1a, the social cost of carbon estifnaied using the

impulse-response methodology is consistent with the Nordhaus computations.

Tol (2005) reviews a number of published estimates for the social cost of carbon, summarizing the
literature with a frequency distribution for the marginal damage cost of carbon. This summary is most
appropriately interpreted as an expert elicitation similar to the SAR range identified previously (cf. IPCC
WG2 Report, 2001, Table 19-4). Figure 4.1 plots the 10:90 percentile range = $[-2 125]/tC, mean =
$50/tC, and median $14/tC of one preséntation of this distribution, selecting only peer-reviewed studies
that provide marginal estimates, but including a range of analyses that variously do and do not exercise

equity weighting.

These studies use time discount rates ranging from ~0% to 3%. Higher marginal damage values are
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associated with higher discount rates and the application of equity weighting. Most of the studies
reviewed in Tol are deterministic; since variability among these results due to modeling differences is to
some extent endogenous to the propagated parametric uncertainties in MAIPA, this similarity indicates
that the uncertainties captured through MAIPA are broadly characteristic of the parametric choices made

in these studies for economic and physical specifications.

For instance, for the marginal carbon damage in this study, higher discount rates (5% and 7% for the
baseline case) result in a factor of ~4 decrease in the median marginal carbon damage, similar to the
variation in the median of the Tol distribution as the time discount rate is increased from 0-3% (factor 5
decrease). Note that removing equity-weighted studies from the distribution essentially culls values that
form the extreme upper tail, changing the risk profile, but not the central tendency. For MAIPA, structural
uncertainties related to the specification of the climate response model have a smaller effect on marginal

damages (linear versus quadratic dependence on T5).

4.3.4. Uncertainty in damage function parameters

Managing climate risks requires a way to weigh the characteristics of these options to determine not just
magnitude of benefit, but also how likely it is that we can attain that potential; the damage function
estimated in this thesis inherits parametric uncertainty along the entire impact vector, from source through

economic repercussions.

In contrast to the diminishing marginal damage functions underlying noise (cf. chapter 6) and air quality
(cf. section 4.5) for commercial aviation, climate marginal damages are an increasing function of
deterioration in environmental quality. However, the exacerbating tendencies in each one of these
marginal damage functions corresponds to the 1991-2003 evolution of the source inventory component
that dominates the annual damage estimate—i.e. dBA SEL, NOx/SOx, and CO»/H20 respectively. As a
result, the marginal damages of emissions and noise also increase over this period. The marginal damages
of fuel consumption quantify this trend directly; chapter 7 presents estimates of the marginal damage cost
of fuel consumption and discusses implications for the realization of benefits through fuel efficiency

efforts.

The coefficient error noted in equation 4.1 is not an equivalent to this chained evaluation; instead the error
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expresses uncertainty in the statistical fit to the sector-specific damage assessments that constitute
equation 4.1. As such, the coefficient error is the final parametric uncertainty applied for MAIPA climate
damage assessment. Figure 4.2 plots annual damage costs as a function of time for the baseline scenario
at r = 3% for each of these emissions. Figure 4.2 compares the portion of the interquartile range due only
to uncertainty in the climate damage function error against the distributions for the carbon damage cost
with all parametric uncertainties propagated. Over the period 1991-2003, the coefficient error alone
generates a distribution with 30-50% of the damage cost IQR. This reinforces the highly uncertain
quantifications of climate damages currently available and suggests that it is important to communicate a

range of results using functional forms; updates to this literature are important to consider.

Figure 4.2. Estimated climate damages of US commercial aircraft emissions 1991-2003
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4.4. Comparative emissions contributions to climate damages

4.4.1. Estimated climate damages 1991-2003

Figures 4.3 and 4.4 plot the uncertain damage costs (in 2003 dollars) resulting from 1992 US commercial

aircraft emissions for the nominal baseline CRM at a 3% discount rate. The three distributions plotted in
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figure 4.3 are the present value summations of the stream of future damages due to all emitted species and

their breakdown into CO» effects and non-CO- effects for the baseline scenario.

There is a sharp distinction between CO effects and non-CO:z effects; climate perturbations with long
lifetimes last O(10)-O(100) times longer than short-lived perturbations (see footnote 6 for an illustration
of the damage streams). The ratio of non-COzto CO» damages is 0.32 with an interquartile range of [0.15

0.67).

6 Note on damage cost streams: Figure F4.1a plots the uncertain stream of damage costs (in 2003 dollars) resulting from 1992 US
commercial aircraft emissions for the nominal case. Although the figure illustrates just one year, the shapes of these functions are
characteristic of all cases. To emphasize details, only the first 150 years of the calculation are plotted, although the calculation
extends 380 years after the emissions impulse to cover the characteristic timescales of the sinks that control CO; atmospheric
lifetime.

Figure F4.1b plots the stream of future damages due to all emitted species and their breakdown into CO effects and non-CO-
effects for the baseline scenario; the three distributions plotted in figure F4.1a in the main text are the present value summations
of these damage streams respectively.
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Figure F4.1b details the non-CO2 effects, showing damage streams for six perturbations: NOx-related ozone production; NOx-
related reduction in CH4 lifetime; changes in cloud cover and properties, summing contrail and cirrus impacts; sulfate, a
component of PMnv related to the release of fuel sulfur; non-volatile PM originating from incomplete combustion; and the
increase in water concentrations due to H2O emissions.
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Figure 4.3. Comparison of estimated 1992 CO: versus non-CO: climate damages
This figure summarizes climate damages for 1992 using the baseline scenario CRM with a 3% discount rate). The sum of all

contributions to damage costs amounts to $2.0B with interquartile range $[1.3 3.2]B,CV =0.92, and SE = 0.03.
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The detail breakdown of damages among emissions for 1992 is piotted in figure 4.4. Component damage
costs are organized by emitted species rather than effect. We do this primarily because decomposing NOx

or cloud-contrail effects obscures the fact that they cannot be decoupled by changes to an aircraft system.

128



Figure 4.4. Breakdown of estimated 1992 climate damages by source emissions

This figure details climate damages for 1992 using the baseline scenario CRM with a 3% discount rate. The breakdown is as

follows:
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4.4.2. Effect of discount rate

A decreasing discount rate disproportionately increases magnitude of the cost streams and the extent to

which future costs impact present value by changing the decay as e'V*. Short-lived perturbations are a

significant factor in annual damage costs only at high discount rates where water vapor (i.€. clouds)

becomes a primary effect equivalent to CO-. Referring to figure 4.5, increasing the discount rate to r =

0.07 reduces total damages by a factor of ~6 and shifts the balance of costs in favor of non-CO: effects —
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non-CO»/CO» = .1, but it is also the case that the sum annual damages declines by a factor of 3. The
range in total costs across discount rates is similar to the range of parametric uncertainty for the baseline
estimate, the latter of which accounts for propagated uncertainties in emissions inventories, radiative
forcings, and climate sensitivity. Primary combustion products are the most significant source of climate
damages. Non-CO- emissions are a less than 10% contribution to marginal and total costs at a 3%
discount rate. This increases to ~60% at a 7% discount rate, but over 90% of the non-CO: contribution is

attributed to cloud effects. Cloud effects in MAIPA are attributed to water vapor emissions.

Figure 4.5. Impact of discount rate on CO2 versus non-CO. damage contributions
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Also observe that increases in economic growth are disproportionately more influential as the discount
rate decreases; at r = 3%, the ratio of damages for the IS92a versus [S92e scenarios is 1.6 compared to 1.1
at r = 7%. In sum, estimates of annual climate damages strongly point to energy use and fuel choice as
central to efforts to reduce impacts; the primary combustion products are the first-order instigators of

climate change due to commercial aircraft operations.

4.4.3. Decision-making consequences of choice of climate impact metric

This is the context in which the marginal damage estimates of this study differ from existing reports
intending to quantify aircraft climate damages (Pearce and Pearce 2000; Wit et al. 2003 other CE
documents). These analyses apply directly the range of carbon valuations given in the IPCC SAR = $2003
[7 175}/tC (CPI inflated from $1990) to calculate total damage costs. Although the SAR range for carbon
marginal damage cost was never intended to suggest any distributional form but rather a statement of the
state of research. Using the average of this range results in a marginal cost ~3 times the MAIPA estimate

without the context of climate physics or economic development.

These prior reports then account for short-lived effects by multiplying carbon damage costs by the ratio of
the source emission instantaneous radiative forcing to that of CO». This is inappropriate; use of an
instantaneous radiative forcing ratio as a comparative metric is analogous to basing decisions on sunk
costs. Applying this technique determines that non-CO> impacts are overwhelmingly important. On the
contrary, accounting for future effects emphasizes that CO- is a relatively more important influence on

welfare.

Because first-order relationships have been established that connect radiative forcing (RF) with
atmospheric concentrations of CO» and mean surface temperature change (through the climate
sensitivity), RF has become a convenient comparative metric when considering historical anthropogenic
influences on climate (Forster et al. 2000).7 Ratios of instantaneous radiative forcing (RFI = RFNOx/RF

CO»), for example, provide a comparative picture of how various effects have contributed to the current

7 In considering impacts on future welfare, changes in environmental variables at the surface are of primary importance.
However, in order to assess the impact of radiative changes at the surface, large systems must be evaluated. Radiative models
typically assess changes to the system consisting of the mixed layers of the ocean, land mass, and troposphere (which tends to be
well-mixed) and report forcing values for the tropopause, adjusted for any changes in boundary conditions that result from
alterations to stratospheric processes. This choice derives from the fact that models have determined a simple relationship
between stratospherically-adjusted, tropopause RF and global mean equilibrium surface temperature
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climate state. Published accounts of the estimated radiative impact associated with commercial aircraft
operations, which are conventionally published as RF, communicate the cumulative role of emissions
from the beginning of commercial activity about 50 years ago to the present (Brasseur et al. 1998; IPCC

1999; RCEP 2002; Schumann 2003) 8

Integrating the marginal impact of a radiatively active gases over time, as in the global warming potential
(GWP), provides a picture of comparative effects over a given time window (Lashof and Ahuja 1990).
GWPis an incomplete comparative metric, especially where the effects of multiple gases are concerned
(Reilly et al. 2003). One difficulty in this definition is the use of a uniform timescale of integration,
typically defined for GWP at 100 years, for gases with variable lifetimes; if to address this issue the

timescale were selected to be infinite, the questionable practice (and necessity) of physical discounting

arises (Schmalensee 1993).

GWPs are also global averages, appropriate for well-mixed vgas:es (i.e. long atmospheric lifetimes), but
problematic in application to secondary or indirect emissions effects that may be regional in influence (i.e. -
short atmospheric lifetimes), delayed relative to the onset of long timescale direct effects, or generally

unrelated to the radiative impact of the offending emission.

The GWP also lacks consideration of the opportunity costs of a change in RF associated with the emission
or a change to atmospheric composition. In particular, such valuations will generally vary over time as
economies change (Eckaus 1992). One essential fault is that RF is an indirect metric of the motivation for
system change, not of the outcome of this change. This is a basic handicap in addressing questions of

welfare impact (Hammitt et al. 1996).

Here, we are concerned with the impact of the next unit of emission; this is what we can influence with an
increment of technological or operational change. It also requires a change in perspective from what has
been cumulative, historical, and physical, to a marginal, future, and economic viewpoint. There have been
several suggestions for alternative, welfare-based metrics of comparative impact (cf. Reilly and Richards

1993; Kandlikar 1996); this is also the goal of this study.

8 These references extensively review the mechanisms of climate impact associated with commercial aircraft operations; this
section assumes this background material.
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Figure 4.6 makes these points graphically. On the far left of the plot is a comparison of effects using the
instantaneous RF metric normalized to CO-. The group on the right is the same comparison, but using
MAIPA annual damage results as the comparative normalization.

Figure 4.6. Comparative metrics of climate impact
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Whereas RF ratios suggest non-CO: effects are a factor of ~2.7 of that of COz alone (non-CO2/COz ~

2.7), under some assumptions total cost ratios show the opposite, with CO; effects a factor of 3-4 that of

non-CO; effects (non-CO»/CO2 ~ 0.25-0.35).

It has been informally suggested that a discounted temperature ratio as a multiplier on equilibrium carbon
costs can be employed, but there is a similar flaw in this compromise as shown in figure 4.6. The critical
observation is that moving away from physical metrics towards metrics that account for risk preferences
effect an important change in perspective as to choosing options that best reduce environmental risks of
air transport. Taking this one step further, the ratio non-CO2/CO» damages as a portion of the marginal
damage cost of a unit fuel consumption is approximately 0.1 at the median. Marginal climate damages

averaged over the entire analysis period 1991-2003 are summarized in Table 4.1.
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Table 4.1. Estimated marginal climate damages per unit emissions and per unit fuel consumption

fuel 21 [14 32

G 25[16 37]

H 8.4[3.9 11]

s02 120,000 [60,000 200,000]
NO (73) [(340 160]

PM.y 3,500 [2,000 7,000]

4.5. Uncertainties in physical models

The calculations presented previously consider the relative effects of three parametric influences on the
location of the baseline median value; the discount rate (baseline) and changes in 1, as represented by two
alternative 1S92 scenarios, lower growth (1S92a) and higher growth (IS92e). To reiterate, the discount rate
and growth rate are separated here to convey the difference in preference variability versus variability in

economic projections.

Differences in the construction of climate response models (CRM) and the physical processes they
represent (structural uncertainties) also affect the magnitude of damage costs. With the results discussed
in this section, the MAIPA analysis of climate damages finds that parametric, scenario, and structural
uncertainties contribute similarly to uncertainty in cost estimates. Managing the climate risks of aviation
emissions is as much dependent upon (a) normative decisions underlying the specification of
intergenerational wealth distribution as on (b) scientific questions of carbon-cycle and climate processes

as on (c) propagated parametric uncertainties.

4.5.1. Structural uncertainty in specification of climate models

Table 4.2 summarizes calculation specifications to assess structural uncertainties; at the close of this
section, we consider the comparative roles of parametric, scenario, and structural uncertainties in the

estimation of climate damages from air transport.
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Table 4.2. Case specifications for evaluation of structural uncertainties

The nominal case uses the economic development assumptions of 1S92a and combines the CO> impulse
response of equation A10.4 (cf. appendix 10) and the impulse response function in equation A11.3 (cf.
appendix 10) for surface temperature using a 3% discount rate. Table 4.3 provides a comparison of the

CRM s identified in table 4 2.

Table 4.3. Climate response models for evaluation of structural uncertainties

ol

| HAMMOC inorganic ocean-circulation carbon cycle model for 1 125*99?5‘,9" input
5 HAMMOC inorganic ooean—éi;c;léﬁéq ‘car-bo.n cytciq' modei erbez s;ep input

§ HAMMOC with addition of oceanic biota and sediment sinks
3 H;\JI\;IOC with addition of mnllnéar uptake of '(l:arbon ir; sur:face waters,b—u‘t no biota or sediment sinks
' HILDA inorganic ocean-circulation carbon cycle model with 4-pool terrestrial biota model as specified

. for the IPCC TAR

The six cases outlined employ climate response models that represent two eras of development. (cf
Appendices A10 and A11 for a more detailed account of these models). Figure 4.7 compares estimated

annual damages for each of the cases described by tables 4.2 and 4.3. The baseline case is CRMS.
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Figure 4.7. Structural uncertainties relating to climate response model formulation

scenarios varying physical factors:
baseline r = 3% + CRM scenarios
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In the first set are CRMs 1-4 which reflect model development leading up to the second assessment
report. CRMs 1-3 are differentiated by the extent to which they capture the various processes which
control the carbon cycle, represented by the amplitudes and characteristic timescales of the constituent
modes. In comparison to CRM3, CRM4 reflects a decomposition of the temperature response into three
different modes (as opposed to one) with the same climate sensitivity, the primary difference being in the

additional identification of a relatively lower amplitude, but longer timescale perturbation.

As in the comparison of CO2 and non-CO effects previously, the relative importance of these modes is a

function of the discount rate. The difference in CRM1 and CRM2 is in the input used to identify the
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impulse response. The key distinction is that the 2x CO input of CRM2 results in a slower long-term
relaxation of CO> but with a smaller amplitude than identified for the 1.25x CO2 input of CRM1. Under
discounting in the baseline case, these tendencies counteract, but essentially negate one another leading to

approximately the same result (CRM1/CRM2 ~ 1.1).

The baseline case and scenario S6 reflect model development leading up to the IPCC Third Assessment
Report. In the baseline case, the carbon-cycle representation does not account for key carbon sinks and
accounts for nonlinear processes that reduce the inorganic solubility pump, resulting in a relatively higher
Xcoz in a shorter timeframe than in CRM1-CRM4. The additional terrestrial and biospheric sinks in the
Bern model counter this bias. However, the primary influence is the difference in surface temperature
response which reflects a lower median climate sensitivity and while dominated by a long-term
component in aggregate, is consequently a lower amplitude. Note that the Bern CCM — ECHAM case

(CRMB6) is the closest to the specification used by Nordhaus (2008).

Higher discount rates would further accentuate the amplitude differences; with additional carbon sinks
accounted in scenario S3, the timescales of carbon uptake are shorter across all modes, but the amplitude
of longest wavelength mode is higher, leading to relatively higher damages under discounting (CRM1/
CRM3 ~ 0.7). In absolute terms, the range damage costs due to these differences in carbon cycle
representation xg& are ~0.5 of the annual damage interquartile range for 3% discount rate. In comparison
to scenario CRM3, CRM4 reflects a decomposition of the temperature response into three different modes
(as opposed to one) with the same climate sensitivity, the primary difference being in the additional
identification of a relatively lower amplitude, but longer timescale perturbation. Under discounting, the
change in amplitude of the dominant mode again determines the change in response, here a decline

relative to CRM1.

Discounted, the damages are weighted towards a relatively small (~4%) short-term component resulting
in a factor ~4 smaller damage than in CRM1-4; in absolute, the difference between set 1 (CRM1-4) and
set 2 (CRMS5-baseline and CRM6) is ~2 times the baseline interquartile range at 3%. It is important to
highlight that the difference between the comparisons among physical scenario and the account of

propagated uncertainties is that the scenarios reflect changes in the structure of the response while the
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uncertainties in climate sensitivity control magnitude; the point is that with discounting, the former is at

least as influential as the latter.

4.5.2. Uncertainty in specification of altitude NOx effects

Competition among short-lived and long-lived perturbations leads to an ambiguous conclusion as to the
effect of NOx emissions, with different estimates of regional versus global perturbations making it
uncertain whether net damages are positive or negative. The net damages are the sum of two components
—short-lived ozone production and methane destruction occurring over a longer timescale —each of

which are O(10) larger than the net effect.

Table 4.4. Case specifications for evaluation of uncertainty in effects of air transport NOx
emissions

For the baseline case, the analysis estimates a median net cooling effect from NOx emissions, but its
magnitude is on the order of the computational resolution and thus our ability to differentiate from zero is
tenuous. Relative to the median climate damage, ozone production is ~0.25+C while the methane effect is
-0.34+C, leading to a net —-0.09 times the median climate damage cost. Because of the difference in the
perturbation lifetimes of these components, the balance of effects depends on the discount rate, the rate of
economic growth, and more influentially on different specifications for the climate response. Any of these

factors can determine whether NOx emissions lead to net cooling or warming.

Two alternative analyses of radiative forcing from aircraft NOx at altitude (Derwent et al. 2000, Wild et
al. 2002) were also evaluated as shown in figure 4.8 compared to baseline results at r = 3%. These
analyses differ from Stevenson et al. (2004) primarily in the warming estimated to occur as a result of
ozone production—in Wild et al., RE; = 0.0079 W/m2 and RF, =0.0046 W/m2 and in Derwent et al.,

RFJ = 00086 W/m2and RE, =0.0046 W/m2.
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Figure 4.8. Alternative analyses of radiative forcing from aircraft NOx

scenarios varying physical factors:
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The outcome is a net warming with a higher confidence of being distinct from zero than in the baseline
case analysis (reject at p=0.1) but only for the period 2000-2003; relative to propagated uncertainties, this
variability does not significantly resolve the ambiguity of effect observed for the baseline case.
Uncertainties associated with economic parameters (discount rate and consumption growth) or the
construction of climate models have an O(10)-O(100) larger effect on outcome in the baseline analysis.
More fundamentally, NO, damages are an absolute O(10)-O(100) less than primary pollutant (i.e. CO>
and H,0) damages regardless of the specifications for economic parameters. The same conclusion is

evidenced for sulfur and PM,, emissions.
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5. Damages from reduced air quality

In the regulatory context, complex models of the chemistry and fluid dynamics of the lower troposphere
are exercised to make detailed assessments of air quality to determine nonconformity and demonstrate
attainment (cf; EPA 07). These models have a spatial resolution appropriate to the transport scales of
urban plumes and point sources in keeping with the NAAQS. These models are designed to capture
temporal scales ranging from minutes to days, focusing primarily on the analysis of episbdic conditions
(e.g. summertime high ozone events related to stagnated air masses, lasting on the order of a week).

Regulatory assessments typically report yearly results.

Our interest, however, lies in using models to determine how efficient it is to.alter the emissions
characteristics of the aircraft fleet. In contrast to models of aircraft noise exposure, there is less
assessment experience in direct evaluation of exposure to the major criteria-pollutaﬁts-affected by aircraft
emissions, bzone and PM2.5. The atmospheric proéessin g of aircraft emissions is typically not addressed

in an assessment, relying instead on comparative inventory metrics.

The goal in developing an air quality impact model was to develop a methodology to estimate air quality
impacts from US commercial air transport and to assess the factors that determine air quality damages.
Specifically, the obj'ectives were: (1) to develop an approach that distinguishes the value of reducing NOx,
SO«, HC, PMyy, 'and CO emissions that accounts for the formation of ozone and:parti,culate matter; and,
(2) to understand the influence of different model parameters and components on uncertainty in estimated
damages and relate policy implications. -

Contribution 5.1. A measurement-based estimation methodology to model changes in
atmospheric pollutant concentrations

As opposed to a detailed chemistry and transport model, a parametric approach estimates changes in thei
atmospheric concentrations of the criteria pollutants (NO2, CO, SOz, O3, and PM2.5). The central
challenge in develdping the air quality model is the representation of the nonlinear chemistries and
microphysics that control ozone and secondary particulate matter production. For ozone and PM2.5,
observational data are used to specify additional linear transformations salient to the chemistry and

transport controlling formation processes. Changes to pollutant exposure patterns are established using

140



scaling arguments that draw on measurement data to represent geographic patterns as locational
variability.
Contribution 5.2. Identified that the major source of reducible uncertainty in emissions damages

stems from the assumed extent of ozone and particulate matter production in the engine exhaust
plume.

In the context of MAIPA, variance in VSL. controls precision estimated damages, but choices as to how to
construct the air quality analysis are equally if not more influential: specifically, homogeneous element of
scale (timescale comparisons), heterogeneous element of population and meteorology, source accounting,

and decisions about benefit transfers

The most significant uncertainties are tied to our understanding of how exhaust plumes evolve in the
lower troposphere and interact with other emissions sources, specifically the extent to which
photochemistry and particulate formation in the exhausted air mass are distinct from the physics and
chemistry of the surrounding atmosphere.! Currently, large scale complex air quality models such as the
EPA CMAQ are applied to estimate aircraft air quality impacts with the assumption that plume processes

are not significant.

Comparisons of MAIPA results with recent air quality assessments, including results from an study of US
commercial aircraft effects mandated by the Energy Policy Act of 2007, suggest the an O(2) impact on
estimated damages from secondary particulates. The impact is more significant on ozone; the estimated
impacts of NOx emissions are divided 70:30 among ozone and PM2.5 impacts. If photochemistry is not
influential as suggested by CMAQ calculations, the average median annual damage for 1991-2003 would

fall from $4.5B to approximately $2B.

Result 5.1. Air quality impacts of US commercial aircraft emissions between 1991-2003

Marginal damage estimates suggest that SOx, HC, PM,y emissions play a role in air quality as important
as NOx, and instead of ozone, impacts on ambient PM2.5 emerge as the predominant air quality concern.
The average median annual damage for 1991-2003 is estimated to be $4.5B (CV=58% and rSE = 2.9%).

Emissions of SOx, NOx, and VOC constitute 99% of the annual damage costs with the remainder due to

1 The evolution occurs on the scale of kilometers and is uniquely distributed; a vertically-oriented, linear, buoyant air mass
mixing into the atmospheric mesoscale. The smaller photochemical and microphysical time scales are relative to mixing and
transport, the higher the estimated damages.
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CO and PM,,. Of PM2.5, 55% of annual damages is attributable to SOx, 30% to NOx, and 15% to VOC.
These results suggest that considering PM2.5 as an equivalent air quality source control priority to ozone,
specifically evaluating options for SOx, HC, and PM, emissions controls along with NOx, would be a

positive step toward improved decision-making.

Result 5.2. Comparative benefits from reductions in fuel and emissions

Emissions impacts of US commercial aircraft are dictated by the progress in controlling emissions from
other sources.2 An important distinction is that where a change in air quality can be affected immediately
through a change in emissions, climate change lags emissions. The consequence is that it is almost certain
that the marginal climate damages will increase year-to-year for the foreseeable futmé (at least over the
lifetime of an aircraft generation in the commercial fleet). However, efforts to improve air quality can

relatively quickly affect ‘mafginal air quality damages and change the conclusions of an assessment.

Without the ability to control the growth of marginal emissions damage costs (sincev they arc‘chieﬂy
dependent on the largér podl, of sources that contribute to background emissions), it is important to make
sure that the most effectivé mitigation approaches are taken. The following results provide sorrvlev
comparative guidance based on the air quality and climate analyses in this thesis. |

» Onaverage, reducing a kilogram of emitted sulfur gives approximately the same reduction in health

damages as reducing ~2 kilograms of NOx or VOC, and ~5 kg of PMyy.
» Reducing EI(S) provides an expected net reduction in damages with greater than 95% confidence.

» Reducing EI(NOx) above the mixing height has an ambiguous benefit, statistically indistinguishable
from zero. The magnitude of this uncertainty is O(10) smaller than marginal damages from air quality

impacts.

* Marginal reductions infuel consumption below the mixing height (e.g. the landing-takeoff cycle)
have an O(10) larger benefit than in the free troposphere (e.g. cruise)—see figures 1.3(a), 1.3(b) and
1.3(c).

» Finally, reducing EI(PM,v) consistently over the entire flight profile increases per-unit benefits by a

factor of 2.

2 In contrast, noise marginal damages (discussed in the next chapter 6) decline as total noise energy increases and are determined
solely by aircraft noise.
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5.1. Damages as a function of disease and mortality

Health-based ambient concentration limits established by the Clean Air Act (CAA) of 1970—the National
Ambient Air Quality Standards (NAAQS)—organize national air quality policies. Attaining these
standards is the province of state planning, with EPA oversight and additional regulatory measures to
control certain source categories, with an emphasis on ozone and particulate matter. Aircraft are one of the
sources over which specific regulations have been instituted to control emissions. The CAA provides the
legal framework for establishing and enforcingnational emissions standards for aircraft engines (42 USC
1857), prohibiting supersession by state or local regulations (42 USC 1859), and giving specific guidance

to base regulatory action on the state of technology with regards to safety and developmental capability.

5.1.1. Metrics relevant to national air quality policies

Initial regulations promulgated in 1973 (38 FR 136) to limit fuel venting, smoke, HC, CO, and NOx
emissions were founded on an EPA determination that airports would be major contributors to emissions
inventories and that attaining the NAAQS (at that time addressing photochemical oxidants and smoke)
would require controls on aircraft engines. Controls are based on a landing-takeoff (LTO) cycle that
extends to an altitude of ~915 m (3000 ft). Emissions above 915 m, where an aircraft spends most of its
time in flight, are not controlled (40 CFR 87) .3 These regulations extended to foreign civil aircraft,

provided no other obligations with foreign states were affected.

Inventories are the primary assessment metric used to evaluate environmental impacts. CAA conformity
requirements require federal actions, like the construction of airport infrastructure, to be consistent with
state implementation plans for the control of air quality. Significant contributions to regional air quality,
those that require general conformity determinations, are defined against area emissions inventories, with
action required for projects adding >10% regardless of whether the sum total contribution is below de

minimus levels (FAA and EPA 2002). Conformity determinations consider NO2, CO, SO2, VOC, and

3 In compliance with the process set up by the CAA, the FAA promulgated in 1974 Special Federal Aviation Regulation (SFAR)
27 implementing certification requirements for aircraft engines (38 FR 211). Following reanalyses of local air quality problems
around airports prompted by requirements in the 1977 CAA amendments, questions of technological feasibility, major new
economic studies, and development delays for new combustor technology, emissions regulations saw major revisions in 1978 and
several postponements of compliance dates through the late 1970s and early 1980s. In 1990, certification requirements were
codified as 14 CFR 34.
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primary PMnv as inventory contributions.* In the case of air transport operations, changes to area
inventories as a result of infrastructure investments rarely result in a conformity determination.> The air
quality analysis developed in this section shows how these metrics can be a poor indicator of the relative

contributions of aircraft emissions to air quality change.

5.1.2. Estimation and valuation of changes in disease and mortality risks

In contrast to climate and noise impacts, where damages are estimated as a function of changes in
environmental metrics, risks are explicitly estimated to determine damages due to emissions impacts on
air quality. The approach is to estimate changes in mortality and disease incidence and then annual
damages as a function of these risks. With the linear assumptions of air-quality analysis developed
subsequently, statistical restrictions force us to consider the marginal air quality damages of aircraft

emissions equivalent to average damage costs.

Equation 5.1 outlines the computation. In equation 5.1, i, is the change in the incidence ofa hgalth effect
m. The damage’from health effect m due to emissions of species i is the product'of I and the marginal
damage cost ¢ of one incident. The sum of these damages over all health effects M gives the annual air
quality damage cost C. Marginal costs are then estimated by dividing annual air quality damage cost by

the emissions inventory Q for species i.

’ M
(5.1) Ci= EAﬁm ém

4 The first formal air quality analysis of aircraft as emissions sources was conducted in 1959 by the Los Angeles County Air
Pollution Control District. UBA (2004) reports the subsequent history of airport air quality model development in the United
States and Europe (cf. Platt et al., 1971 , LAAPCD 1971, EPA, 1972, Rote et al, 1973 , Norco et al. (1973), Whitten and Hogo
(1976) Kitagawa (1977), Duewer and Walton (1978) Yamartino et al. 1980b, Stern and Scherer (1982), and Timm and Liihring
(1988). The EPA currently evaluates air quality using the Community Multiscale Air Quality model (CMAQ) (ref 40CFR pt51
appW, CMAQ v4.6 operational guidance doc). '

5 For these regulatory purposes, the FAA Emissions Dispersion Modeling System (EDMS) is the currently sanctioned method

estimating airport emissions inventories (16FAR18068) (Segal and Hamilton, 1988; Segal, 1991; Moss and Segal, 1994 + add a
recent reference, Hall et al., 2003).
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Impacts considered in the air quality model include premature and sudden mortality, chronic respiratory
iliness (e.g. chronic bronchitis), hospital admissions and emergency room visits for respiratory (e.g.
asthma, pneumonia) and cardiovascular diseases (e.g. chronic obstructive pulmonary disease, congestive
heart failure, dysrhythmia, ischemic heart disease), and minor symptomatic illness as well as reduced
activity that may be associated with illness. From a scientific standpoint, mortality studies are

overwhelmingly important in the evaluation of health effects.

Estimating the occurrence of morbidity and mortality associated with changes in air quality entails the
selection of epidemiological studies that statistically evaluate the relationship between pollutant exposure
and health effects in human populations (controlling for the potential effects of and synergies among other

pollutants, spatial and temporal exposure patterns, and confounding factors that may influence risk).

Changes in health effect risks are estimated from calculated perturbations in the ambient concentrations of
the criteria pollutants using one of several possible regression models, or concentration-response (C-R)
functions. Equations 5.2 show the linear, log-linear, or logistic formulations typical of the regressions
selected for use in the air quality analysis. In equations 5.2, the change in ambient concentration is
denoted by AXi; Arn is the change in incidence for health effect m and is a function of AX given the
regression type. The number of expected cases of health effect m, nn as in equation 5.1 above, is the
product of Arn and the population vulnerable to the air quality change np,™. Also in equations 5.2, beta is
a risk rate, or the number of cases expected per change in ambient concentration. For the log-linear and

logistic models, rmo is a baseline incidence specific to health effect m.

A

m ~
n, =n,, Ar,

m

linear AP, = B-AX,
(52 log-linear AP =rre P
logistic Ar, = - -1y
(1 - )e"’“" +ry

6 Toxicologic assessments of disease burdens are impractical in application to large populations. A toxicological approach
requires detailed information about pollutant composition, mechanism of biological effect, and specific exposure patterns.
Toxicological studies do provide important information for epidemiological investigations such as which health outcomes to
investigate, potential confounding factors, and populations at increased risk. factors to control.
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Congruent with current regulatory practice and the recommendations the National Academy of
Engineering review and critique of health effects analysis and its application in EPA decision-making
(NAE 2002, cf. GAO 2006).7 Recent EPA impact assessments are the basis for selection of the
epidemiological studies used in this analysis. Concentration-response functions used in the Section 182
(§182) benefits analysis of the Clean Air Act and Amendments (CAA and CAAA, and EPA 1997, 19§9)

are the basis for evaluating morbidity endpoints.

The §182 study employs a clear set of selection criteria that mirror NAE recommendations, and the scope
of the §182 study is consistent with the geographic and temporal boundaries of MAIPA (cf. chapter 2).
Adbering to these criteria, modifications are made to update the assessment of mortality using more recent
epidemiological studies of premature mortality associated with PM2.5 that are consistent with the EPA
Environmental Benefits Mapping and Analysis Program (BenMAP). The air quality analysis also
examines the impact of sudden mortality associated with Oz as a source of structural uncertainty; these C-

R functions are also consistent with BenMAP.

Parametric uncertainties, pooling, and data sources. Statistical errors in the C-R relationships are
propagated through MATPA to derive uncertainties in incidence of health and welfare impacts. No effect
thresholds are assumed and mortality lags are set to zero .8 A fixed effects inodel for weightings (1/var)
pools studies with the same endpoint, thus assuming reported risk rates-estimate the same effect value.
Variance-weighting reduces the overall uncertainties in the incidence of health effects, by emphasizing,
where averaging is required, studies where parametric uncertainties are smaller. C-R functions are pooled
by individual population strata according to the categorization used in the 2000 U.S. Census, then pooled
for species-specific effects, and finally aggregated across species to calculate endpoint-specific
incidences. The stratification of population data from the Census is sometimes different from the subject
population in the original study, particularly for those focusing on children; equivalencies are specified in
tables A14.2-A14.6 (cf. appendix 14). Similarly, available air quality indicators are applied where a study

measure is not available.

7 Other important sources that broadly treat air quality issues include the criteria documents and related staff papers, which form
the technical basis for NAAQS development.

8 This results in an-overestimate of the cost since all incidences of death will occur in the year associated with the reference
pollution level.
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See Appendix 14 for additional discussion:

Table A14.1 in Appendix 14 (Concentration-response functions) reproduces the § 182 criteria for selecting
studies to specify concentration-response functions. In sum, forty -two studies published between 1980
and 2003 are employed to address the health effects of NO2, CO, SO, O3, and PM2.5. Tables A14.2-
A14.6 in Appendix 14 summarize their functional forms, statistical parameters, population applicability,

pooling categorization, and their sources.

5.1.3. Estimates of willingness-to-pay for reduction of health risks

The estimates of air quality damages in this thesis account for the microeconomic impacts of changes in
the incidence of the mortality and morbidity endpoints described in the previous section. Marginal
willingness-to-pay (MWTP)—given as the marginal damage cost ¢ in equation 5.1 —is specified
differently for mortality and chronic respiratory disease as opposed to other morbidity impacts. In the case
of mortality, we use estimates of the value of small changes in mortality risk, commonly known as the
value of a statistical life or VSL. Such valuations are not intended to measure the worth of a life per se,
but rather societal preferences for the economic compensation required to offset the increased risk; it is a

marginal estimate.

A Weibull probability function fit to the mean estimates of VSL from twenty-six studies is used to
characterize the variability in VSL estimates derived from two methods of estimating WTP: the hedonic

price and contingent valuation methods. Figure 5.1 plots the cumulative distribution and the Weibull fit.
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Figure 5.1. Cumulative distribution function for the value of a statistical life

) MAIPA VSL distribution
0.9
__ 08
=
L o7
=
=] 0.6
)
=5 0.5
[<}]
Z 04
=
=2
2 03
=3
°© 02} — it
— data
0.1 mean
) ) median
00 5 4 6 6 10 12 14 16 18 20

$B2003

The value of a statistical life is controversial, but it is an assessment of societal preferences that responds
to the objective of this thesis to weigh options to reduce environmental impacts. It is not the intent of this
study to address the more fundamental equity, and to some extent philosophical, issues that arise in the
application of VSL and similar estimates of WTP for reductions in mortality risk. However, these are
important questions to consider within the broader decision-making process. While it is common practice
to present these risks as a number of deaths, we can as easily present these valuations on a per unit risk

basis; both statistics are given in the results of this chapter.

For increased morbidity other than chronic respiratory disease, we rely on cost-of-illness (COI) estimates
—a measure of out-of-pocket expenditures—instead of one of the more appropriate economic accounts
derived from WTP approaches. COI aggregates observed expenditures for medical treatment and loss of
wages. Since these expenditures occur after the impact of air pollution has been realized, they do not
express preferences. As such, they are not welfare measures and although we can say they are
underestimating surrogates for WTP—they do not account for suffering and the like—their relationship to
the actual valuation is not known in the instance of their use. One estimate places medical care
expenditures for ozone-related morbidity at 50% of the estimated welfare impact Gerking (1991). Despite

these potentially large underestimates, they are of relatively minor consequence to damage cost estimates
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—damages associated with changes in mortality risk are O(100) larger than morbidity impacts.
Distributions for morbidity valuations— including chronic and symptomatic morbidity associated with
respiratory and cardiac conditions, as well as the welfare effects of restricted activity that can result—are

taken directly from EPA section 182 benefit analysis as summarized in table A17.8 (EPA 1999).

Benefit transfer problems exist in virtually all applications of C-R relationships. In MAIPA, as with
similar studies, C-R relationships are assumed to apply for populations different from the subject
population studied. Since the underlying epidemiological studies often focus on a particular region (in
some cases over time, e.g. cross-sectional data), evidence for an upward or downward bias on disease

incidence due to benefit transfers is not clear.

5.2. Response of ambient pollutant concentrations to aircraft emissions

Consistent with the geographic resolution of the available air quality data, MAIPA uses a box estimate
(i.e.a well-mixed volume of the atmosphere bounded by the county boundaries and the mixing height) of
the perturbations relative to the ambient baseline concentration measured for a county. Physically, this
implies that the timescale of secondary pollutant formation (O and PM2.5) is much less than the mixing

and transport timescales referencing the primary dimension of the typical county.

As described in the previous section, the estimator AX; determines changes in disease incidence and
mortality risk. To estimate the extent to which emissions and their atmospheric derivatives affect
populations, we construct a distribution for perturbations to baseline ambient concentrations that result
from airport emissions inventories. Equation 5.3 shows this probability distribution for AX; as the union
of distributions calculated for each airport location /. Chapter 3 discussed the application of aircraft
operations for 96 airports used with the MAGENTA model in MAIPA; these 96 airports are the sample L
in equation 5.3, each of which is associated with a set of distributions of demographic and environmental

data to estimate AX; with the methodology developed in this section.®

(5.3) P(AX,.)=L[36P(AX,.’)

I=1

9 More detailed considerations appropriate to higher resolution modeling efforts can be found in Seinfeld (1986, 1989, 2004) and
EPA criteria documents (ref criteria documents).
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5.2.1. Change in ambient concentrations due to NO>, SO2, HC, and CO emissions

Changes in ambient concentrations of criteria pollutants are estimated with the assumption that the sum of
chemical and microphysical processes linearly scale with small changes in initial conditions. With this
assumption, changes in the ambient concentrations of NO2, SOz, HC, and CO are estimated
proportionally to the ratio of aircraft emissions inventories (NOx as NO2, CO, HC as VOC, and SOy as
SO,) to area emissions inventories, €.g. equation 5.4. This is a standard approach in EPA air quality
analyses that assumes the chemical lifetimes of NO2, SO2, HC, and CO are large relative to the time

scales of transport and diffusion over the reference geographic area.

o) ¢

(54) =X ( o

) = (NOx ASOZAVOCACO)

P 4

Monitor data and emissions inventories are resolved to county geographic areas; congruently, airports are
treated as additional county sources. EPA National Emissions Inventoryv (NEI, ref NEI and EPA 1997,
1999b) specify county emissions Qil, accounting for all emissions sources. Baseline ambient
concentrations Xiref are taken from the EPA AirData information system. These daté summarize monitor
measurements inp‘uf to the EPA Air Quality System. The first year for which data for all criteria pollutants
are available is 1997; PM2.5 was not reported prior and it is assumed that baseline ambient concentrations
during 1991-1996 were the same as in 1997. Also, the EPA AirData database does not record VOC
measurements as it does for the criteria pollutants. In lieu, ambient VOC concentrations are specified as

P(unif: 0.32,3.4) ppm based on the data reported in EPA (1986).

The central challenge in developing the air quality model is the representation of thé nonlinear
chemistries and microphysics that control ozone and secondary particulate matter production. For ozone
and PM2 .5, observational data are used to specify additional linear transformations salient to thé
chemistry and transport controlling formation processes. The next two sections describe the approach

taken in MAIPA.

5.2.2. Parameterization of secondary ozone formation

Ozone kinetics depend directly on absolute and relative precursor concentrations as well as meteorology,

thus varying with geography. To parameterize these dynamics, the analysis draws from the substantial
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literature that considers measurement indicators of ozone sensitivity. The ozone model references in situ
measurements to specify an ozone production efficiency (OPE) as defined in equation 5.5 (Liu et al 1987,
Zaveri et al. 2003). When OPE is mentioned in this section, note that it is an integrated measure
encompassing the history of photochemistry in the aircraft plume through mixing at the atmospheric
mesoscale.

dX
(5.5) AX,, = OPE-AX,,, where OPE = —%-

NOx

As with the underlying ozone chemistry described previously, the OPE is nonlinear, inversely
proportional to NOx and dependent on the ratio of reactive organic gases to NOx (ROG/NQx); in the case
where ozone is limited by the availability of NOx, the relationship is essentially linear. Regulatory
analyses of national air quality programs completed over the last decade indicate values for OPE between
1-2 are estimated by air quality analyses using EPA models. Analyses using measured air quality data
appear to support this range of OPE estimates. Kasibhatla et al. (1998) estimate the regional accumulation
and removal of ozone using monitor data that track ozone chemistry at the resolution of EPA air quality
models; they find OPE = 1-3 over the eastern US, consistent with the OPE calculated in regulatory

applications of air quality models.

However, these conclusions may not be apropos of ozone formation sourced to aircraft emissions.
Photochemistry may be substantial in the exhaust plume before the emissions are mixed to the
atmospheric mesoscale resolution of regulatory air quality models. Observational evidence suggests that
in pollutant emissions flows well-defined against the atmospheric background (such as an aircraft engine
exhaust plume), ozone production may be substantially more vigorous than suggested by regional
analyses using air quality models.!® The measurement literature, accounting only studies that include

evaluation of loss rates, reports OPE in the range 1-7.1!

There is no quantitative understanding of ozone production in aircraft exhaust plumes and the scope of the

present analysis cannot include the research required to understand photochemistry in this complex

10 For plumes, initial compositional and fluid dynamical conditions affect the course of the photochemistry.

11 This range excludes OPE estimates for the Houston area (cf. Reyerson et al., 2002; Berkowitz et al. 2004) that exceed this
range; these values are due to uniquely high VOC emissions (petrochemical industries) relative to other urban locations.
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reacting flow. An examination of two literatures published over the last two decades— (1) studies of ozone
precursor chemistry in aircraft exhaust plumes, and (2) studies of ozone formation in plumes generated by
non-aircraft emissions sources—suggests that ozone production likely occurs within the plume before

precursors are dispersed to the atmospheric mesoscale.

Based on these evaluations, the existing data is applied to specify a distribution for OPE in equation 5.5.
Uncertainty in ozone production as it relates to aircraft plumes—a function of both geographic variability
and parametric uncertainty —is incorporated using a triangular probability function Ptrig[1:2:7] that
encompasses reported summertime measurements in urban and rural areas with the likely value biased to

peak at OPE = 2. The selected likely value is is intended to reflect current regulatory assessments.

As a preliminary check on the validity of this distribution, Aerodyne Research agreed to conduct |
computations of the passive photochemistry in an aircraft plume flow to get a sense of the possible values
for OPE. The results suggest instantaneous OPE ~ 4-6. This is only suggestive of a possible downward
bias in the OPE probability function as specified for MAIPA. However, it points to a significant structural

uncertainty that is not currently addressed in air quality modeling of aircraft impacts on ozone air quality.

See Appendix for additional discussion:

* Appendix 13 (Tropospheric ozone production) reviews the substantial literature that considers
measurement indicators of ozone sensitivity and the role of NOx and VOC precursors in 0zone

formation.

» Appendix 13 also reviews the available measurement studies of ozone production in non-aircraft
plumes; these studies cover a range of environmental conditions and the spectrum of ozone sensitivity

to NOyx and VOC precursors.

5.2.3. Parameterization of secondary particulate matter formation

The activity of precursor chemistry in the plume also has an impact on secondary particulate matter
formation. A reduced-order, bottom-up assessment of change in PM2.5 due to secondary PM is difficult.
Unlike ozone chemistry, the primary factor governing PM2.5 contributions is the ratio of the chemical
time scale of precursor production to the physical timescale of deposition. If this ratio is >>1, then
oxidation is faster than removal and an addition close to a proportional contribution to area inventories is

realized. However, this assumption is reasonable only for primary PM emissions; for SOx emissions, the
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ratio is O( 10), for NOx and VOC it is O(1). Interactions among precursors further complicate the
evaluation of secondary PM, primary of which is the competition between NOx and SOx oxidants for
atmospheric ammonia; a brief summary of the relevant chemistry and microphysics is given in footnote

12

.

As we did for ozone, we look to measurements to estimate an parameter to represent the local
atmospheric chemistry, here the conversion of emissions to secondary PM. Detailed measurements of
PM2.5 concentrations at 13 sites across the United States are used to define the composition of ambient
PM2 5 .13 The total change in PM2.5 is the sum of sulfate, nitrate, organic PMy, and PMyy resulting from
aircraft emissions as well as any mass that may be added by reactions with ambient ammonia to form
ammonium sulfate and ammonium nitrate. !4 Equation 5.6 describes the first part of a procedure to
estimate the change in ambient PM2.5, estimating sulfate, nitrate, and organic PMy; the second step is to
account for the additional PM2.5 mass resulting from sulfate and nitrate reactions with ambient ammonia

as given by equation 5.7.

12 The ultimate fate of NO2 in the atmosphere is irreversible conversion to nitric acid (HNOs) via OH and, during the night, via
hydrolysis of dinitrogen pentaoxide (N20Os). The formation of HNOs continues over several hours at the surface. Nitric acid has a
high vapor pressure and does not readily nucleate or condense. The primary particulate sourced to NOx emissions is ammonium
nitrate (NH4NO3), a salt formed in the reaction of HNOs; and ammonia (NHs) in the atmosphere.

SOy-related contributions to particulate matter can be in the form of acids or salts. Sulfate precursors have low saturation vapor
pressures that result in near-field nucleation and condensation in the presence of water vapor and soot particulates. Sulfuric acid
also competes effectively with HNO3 for ammonia so that if sulfur emissions are present, NHz preferentially binds with H2SOa to
form ammonium sulfate (NH4HSO4) or ammonium bisulfate ((NH4);HSOu) to the point of stealing ammonium from NH4NO;.

The formation of organic aerosol from VOC emissions is comparatively less well understood than for inorganics. Condensation
of high carbon number organic products of ozone photochemistry, uptake of polycyclic aromatic hydrocarbons (PAHs) on soot or
other solid particles, and dissolution of soluble hydrocarbons are the three primary pathways.

13 This data is specific for ~10% of the counties where airports exist.
14 This procedure is similar to the Speciated Model Attainment Test (SMAT) used by the EPA to determine concentration changes
for PM2.5 that result from area emissions. Whereas the SMAT uses air quality models to determine a change in measured

concentrations, MAIPA assumes that the addition of aircraft emissions is small enough to perturb the existing atmospheric
chemistry linearly.
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3
-no-NH3 v v
AX1>Mz.5 = AXpn'm-PM + z AX i

J=1

j= {sulfate, nitrate, organic PMV}

5.6 specify:
( ) ’ p f.‘y i=j: i={SO\~NO\’HC}

define: where: o, =-—

PM2.5 k

k = references apportioned PM2.5 measurements
from 1 of 13 US sites randomly selected

In equation 5.6, alpha is the fraction of the local PM2.5 constituted by species i, either sulfate, nitrate,
organic PM,. Similar to OPE, the ratio (a ¢ ) / Q! is a linear representation of the local chemistry and
microphysics of secondary PM formation, a particulate production efficiency or PPE givén in units of
ppm / tonne. As with the treatment of ozone production described in the previous section, in employing
thése data we assume that the addition of aircraft emissions would not chahge the manner in which area

source emissions resultin PM2.5 mass nor its speciation.

PM2.5 compositional data is specified with a random selection of one of the 13 sites measurement sites at
each iteration of the Monte Carlo simulation. This specifies the-ratio-alpha in equation 5.6.15 To estimate
the increase in ambient PM2.5, the ratio of apportioned mass to source inventory is considered constant,
and it is assumed that SOx emissions affect the sulfate component of PM2.5, NOx emissions affect nitrate,
and HC emissions affect organic carbon, and PM,, emissions perturb elemental carbon. Thus, for each of
NOx, SOx, VOC, and soot, the percentage increase in area inventory due to aircraft emissions is as a

multiplier on the apportioned mass of sulfate, nitrate, and organic PMv.

Recent work to develop a response surface model (RSM) for the effects of aircraft operations on air
quality in the US supports the linear assumptions underlying equation 5.6. Drawing from a regulatory
impact assessment in support of revisions to the PM2.5 NAAQS, Masek (2008) develops an RSM using
air quality computations conducted with the Community Model of Air Quality (CMAQ). CMAQ is a

three-dimensional Eulerian model of atmospheric chemistry and transport and is the EPA’s preferred

15This overestimates the variability in fractional contributions, but to an unknown extent.
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regulatory analysis tool for attainment demonstrations and regulatory analyses. Masek (2008) finds that a
linear surface fit correlates to PM2.5 perturbations estimated using CMAQ with a coefficient of

determination equal to 0.99.

Sulfate and nitrate and compete for ambient ammonia in forming ammonium sulfate and ammonium
nitrate. The formation of ammonium sulfate is thermodynamically favored over ammonium nitrate when
sulfate and nitrate are both present (footnote 12 provides more detail on the relevant chemistry). The air
quality model uses this characteristic of the formation chemistry to partition ammonia between sulfate and

nitrate. Equation 5.7 shows the calculation.

2
v - no-NH3 v
AX,y, = AXpos + Y AX,

7

Jj= {ammonium sulfate, ammonium nitrate}
57 specify: ]
i=j:i ={su1fate, mtrate}
AR, =r,-A%,
(1 - Oy, )
where: K=
! / M\Ni(NH ) \
l-ogy |~ -1
mw, )
X
define Ay = —2
X, k
k references apportioned PM2.5 measurements
from 1 of 13 US sites randomly selected

Ammonia is first partitioned to sulfate until it is either depleted or until the sulfate is completely
converted to ammonium sulfate. If ammonia is left over, the remaining ammonia is assumed to further
combine with nitrate to form ammonium nitrate until either the ammonium or nitrate are consumed. Any

remaining ammonium does not contribute to the PM2.5 concentration estimate.

5.3. Characterization of air quality impacts of US commercial aircraft

Table 5.1 shows the estimated ambient concentration perturbations using the model described above in
section 5.3 and the change in the county all-source emissions inventories accounted by commercial

aircraft emissions. The values tabulated are straight averages for the period 1991-2003. For each of these
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parameters, table 5.1 enumerates three distributional statistics—median, coefficient of variation relative to
the median, and the relative standard error—to summarize estimated changes in air quality due to US

commercial aircraft emissions.

Table 5.1. Estimated changes in all-source emissions inventories and pollutant levels across
airport-resident counties due to US commercial aircraft emissions 1991-2003

Statistical summary of changes in all-source inventories and background ambient concentrations due to commercial aircraft
emissions in airport-resident counties 1991-2003

primary PM2.5

¥

'secondary PM2.5

Consider the change in NO- air quality resulting from NOx emissions as an example interpretation of
these statistics. Reading from the table, the air quality model estimates that commercial aircraft operations
account for a median 1.8% increase in county inventories over the period 1991-2003, with a coefficient of
variation (CV) of 1.5 or 150% (equal to the interquartile range divided by the median) and a relative
standard error of 0.043 or 4.3% (equal to CV divided by the standard error). In the air quality analysis,
changes in precursor concentrations are proportional to changes in emissions inventories. Thus, the
estimated inventory change leads to the same fractional increase in ambient NO» concentrations. An

increase of 0.28 ppb (CV = 2.0 and rSE = 0.048) in ambient NOz concentrations is estimated.

The largest sources of uncertainty in the estimated ambient concentration changes are the variability in air
quality data across the 96 airport-resident counties and, in the case of PM2.5, the randomized application
of apportionment data from the 13 sites across the US. Part of this uncertainty is reducible by
implementing geographic specificity, i.e. removing the blind attribution of operations to airports. For the

primary pollutants, the major component of variance in the ambient concentration changes of NOz, SO,
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CO, and PM,, is the variance in the ratio of Q/Q. (see equation 5.6). In MAIPA, Q/Qi is a function of
both county and airport inventories, but its variance is almost completely dictated by variance in all-

source emissions across the airport-resident counties used for the analysis.

For the change in PM2.5 concentrations, the primary source of variance is similar, related to uncertainty
in apportionment among nitrates, sulfates, organics, and carbonaceous particulates. Variance in ozone
concentration change is additionally influenced by OPE, but while the variance in OPE has a significant
effect on uncertainty, it is an O(10) smaller influence than variance in the ratio Onov/Onox'. However, as
would be expected from the linear analysis, OPE. the change in NO» concentration, and Onox/Qnox' have

equivalent mean-shift coefficients.

Note that the change in the county all-source inventory is the metric relevant to conformity
determinations; these determinations address only the inventoried precursors NOx, SOx, HC, PMnv, and
CO. Using the inventory metric, the results in table 5.1 suggest NOx to be relatively more consequential
to air quality than other species, with SO, HC, and CO having a similar but secondary impact, and PMnv
to be a distant tertiary contribution. This ordering is similar to the attention given by technological
standards controlling aircraft engine emissions. Marginal air quality damages suggest a different
comparative picture of source control priorities where SOx, PMyy, and HC emissions play a role equally

important or more so compared to NOx. Section 5.5 returns to this comparison

5.3.1. Effects of changes in background ambient air quality

Figure 5.2 plots the ambient concentration change due to US commercial aircraft emissions from
1991-2003 for the major sources of air quality damages, Os and PM2.5, as well as their gaseous

precursors NO2, SOz, and VOC (summary statistics for PMav and CO can be found in table 5.2).
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Figure 5.2. Estimated trends in the air quality impacts of US commercial aircraft operations
1991-2003

Concentrations in the units of the concentration-response functions used to estimate changes in mortality risk, the predominant
source of damage costs.
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The trend lines in figure 5.2 track the median perturbation to ambient concentrations from 1991-2003; the
yearly evolution results from interactions among rates of change in aircraft inventories, county

inventories, ambient pollutant levels, and uncertainty in these quantities.!6

16 Nonparametric K-W hypothesis tests indicate that only the net over an interval (different for each pollutant) between a year
from the period 1991-2000 and a downturn year 2001, 2002, or 2003 is significant (p = 0.05), implying a resolution that allows us
only to state that there is a decline in the air quality impact of aircraft emissions from the period before 2001 to the period after.
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Despite the linear approximations of the air quality analysis, the trends plotted in figure 5.2 reveal a
nonlinear change in the response of air quality to emissions inputs. Chapter 3 reported the median trends
tn aircratt NOx, SOy, and VOC emissions within the atmospheric boundary layer were constant or
decreased, with inventories changing between 1991 and 2003 at compound annual rates of {~0,~0,
-0.63}+%. respectively. Trends in the median fraction of county all-source inventories accounted by
commercial aircraft emissions mirror these trends, with annual rates of {~0,~0, - 5.2}% for NOx, SOx,
and VOCs, respectively. In contrast, the annual rates of atmospheric concentration change due to aircraft

emissions are {-1.1,-1.5,~0}%, respectively.

Importantly, these trends indicate that the impact of aircraft emissions on air quality is a function of the
progress in controlling emissions from other sources. A similar conclusion was reached by the climate
analysis in chapter 4. This comparison indicates that the sensitivity of atmospheric concentrations to NOx
and SO, emissions declines from 1991-2003, leading to the net declines in AX; plotted in figures 5.2(a)
and 5.2(b) for NO; and SO2 respectively. In the model, the changes in sensitivity appears as changes in
the relationship between the source inventories and the background ambient pollutant concentrations; in
other words, the PPE parameter in equation 5.6 changes over time. In the air quality model, ozone and
particulate matter are multiplicative of precursor trends. The annual compound rate of change in the

ozone due to aircraft emissions is -1.8% from 1991-2003; for PM2.5, the rate is also negative at -1.4%.17

Together, the results indicate an increasing marginal damage curve for air quality, i.e. willingness-to-pay
(WTP) increases as the level of pollution increases (as measured by the concentration of criteria
pollutants). Thus, WTP increases with an increase in all-source emissions, most of which are from sources
other than commercial aircraft as evidenced by table 5.1. Similarly, as discussed in chapter 4, climate

marginal damages increase as total emissions increase, again most of which are from non-aircraft sources.

5.3.2. Influence of computational resolution on estimated air quality change

It takes on the order of a day to distribute species from the scale of the exhaust plume to the large scales
of atmospheric motion. Ozone lifetimes are of the same order. In contrast, PM can survive in the

atmosphere for days to weeks after formation and can travel hundreds of kilometers on prevailing winds.

17 Note that parametric uncertainties have an upward bias on the statistics in table 5.1, which accentuate upward trends and de-
emphasize declines; however, this is an O(10) smaller effect than the median trend itself.
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Wet and dry deposition processes remove PM and a portion of its precursors. MAIPA does not account for
the loss of primary emissions, and assumes that secondary pollutant formation is confined to county

boundaries with homogenous exposure to changes in ozone and PM2.5 concentrations.

Comparisons of MAIPA results with recent air quality assessments for the continental US suggest that
differences in analysis resolution constitute a fundamental structural uncertainty in the context of
modeling aircraft impacts. Figure 5.5(a) plots the estimated concentration changes normalized by the
background ambient concentration listed in table 5.1 with a comparison to a recent air quality assessment
based on computations performed for a report mandated by the Energy Policy Act of 2007 using the EPA
CMAQ (EPACT CMAQ TSD 2007).

These comparisons are used to estimate a magnitude for the uncertainty associated with assuming O3 and
PM2.5 precursor emissions are effectively processed early in the exhaust lifetime (i.e. starting in the
exhaust plume) as is assumed by MAIPA versus the assumption that precursor emissions are mixed to the
atmospheric mesoscale prior to processing as in CMAQ. Based on the comparisons presented below,
different physical assumptions are an O(2) impact on estimated damages from secondary particulates. For

ozone, this uncertainty essentially determines whether aircraft NOyx has a role in ozone production.

Figure 5.3. Estimated concentration change normalized by the ambient concentration
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The second bar in Figure 5.3a compares the change in ozone concentration estimated by the MAIPA air
quality model (gray bar) and using CMAQ for the EPAct study; the MAIPA estimate (0.61 ppb or 0.56%)
is 7.6 times larger than through CMAQ (0.08 ppb or 0.12%). We can explain this difference by
accounting for differences in inventories, background ambient concentrations, population exposure, and
treatment of chemistry.!8

» As plotted in figure 5.3a, the MAIPA estimated change in NO- (0.28 ppb or 1.8%) is a factor of 4.1
larger than the EPAct analysis estimate (0.07 ppb or 0.4%).

»  MAIPA uses a larger inventory (factor 1.2) and higher baseline ambient concentration (factor 1.1), but

these do not fully account for this difference.

» Factored together, these differences suggest that the effective area of exposure in the EPAct analysis

is approximately 2 times the sum of county areas in MAIPA.

In this respect, the CMAQ computations are more diffuse, estimating a longer NO; lifetime. These factors
account for approximately one-half of the difference in ozone concentrations between the EPAct CMAQ
and MAIPA ozone. Measurements of ozone chemistry in plumes of different sizes suggest an earlier onset
of ozone production in aircraft engine plumes than for power plant or urban plumes. These studies
suggest a more localized formation of Os than that associated with the regional scale ozone events that
arise episodically downwind of large area emission sources. Footnote 19 provides a brief review of these
studies. The remainder is due to the factor 1.5 times lower effective ozone production efficiency of the

EPAct analysis (OPE = 1.1), at the very low end of the MAIPA OPE distribution.

MAIPA and the EPAct CMAQ also differ in their estimates of the change in ambient PM2.5

concentrations. The EPAct analysis shows an increase of 0.01 ug/m?3 (0.08%) compared to the 0.04 ug/m?

18 Apart from scenario analyses, rigorous accounts of uncertainty in these computational analyses have not been reported (cf. Fine
et al. 2003 for additional discussion of uncertainty assessment in air quality modeling); comparisons in figure 5.3 are made
against point estimates.

19 Nunnermaker et al. (1998) note that for the power plant plumes measured in Tennessee, photochemical lifetimes and
meteorological conditions imply ozone production continues 30-100 km downstream, with longer distances related to higher
emission rates (Nunnermacker et al. 2000; cf. NunnermackKer et al. 1998, Gillani et al. 1998, and St. John et al. 1998). In the
urban plumes measured by Ryerson et al. (2001), maximum [Os] was observed at larger distances between 50-170 km
downstream with NO titration found early in the plume. If we consider that the aircraft source is small relative to a regional or
stack plume (scale of the urban plume = 0(100) scale of urban plume and 0(10) stack plume), we may infer the same order
reduction in mixing time such that aircraft plume ozone chemistry would move more rapidly towards a NOx-limited condition.
The implication is a more localized formation of O3 than that associated with the regional scale ozone events that arise
episodically downwind of large area emission sources.
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(0.32%) increase estimated'through MAIPA, a factor 4 larger. EPAct CMAQ results did not contain
information necessary to systematically isolate the sources of this difference. The primary contribution of
variance in apportionment data to uncertainty in the estimated change in PM2.5 suggests a primary root of

this difference lies in chemical and microphysical assumptions of the two models.

The apportionment of the MAIPA estimated change in PM2.5 among precursor contributions is indicated
in Figure 5.3(b) by the stacked bar. The bar is divided to show the component contributions from NOx
(nitrate or ammonium nitrate), SOx (as sulfate or ammonium sulfate), HC (as volatile organic PM), and
PMnv emissions. Year-to-year fractional conversions are not statistically discernible; they are ratios and
uncertainty is higher compared to the estimated absolute change in concentration. Thus figure 5.3(b)
contains only summary figures for the entire 1991-2003. MAIPA analysis estimates median conversion
percentages, averaged over the period 1991-2003, of 6%, 50%, 20%, and 4% for NOx, SOx, VOC, and
PMnv emissions, respectively. Sulfates constitute the majority PM2.5 component, accounting for
approximately 65% by mass, nitrates and organics constitute ~15-20% 2° and carbonaceous particulate

accounts for 1%.

Removing the differences in inventories and environmental data, we assume the EPAct estimates of
changes in PM2.5 precursors and estimate the PM2.5 concentration change applying the MAIPA median
apportionment shown in figure 5.3(b). This makes up less than 50% of the difference in estimated PM2.5
concentration change. Taking the further step of artificially altering the MAIPA apportionment to
minimize the estimated change in PM2.5—essentially removing any ammonium contribution—does not
make up the remainder. There are two potential explanations: first, the SMAT procedure use to determine
apportionment in CMAQ may account differently for water mass; second, precursor loss mechanisms are

not accounted in MAIPA. Both of these explanations again return to the question of how to treat aircraft

20 A K-W test indicate no difference in medians at p=0.05.
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plumes in the context an air quality analysis. Footnote 21 provides a brief summary of current

understanding of particulate matter near airports.

5.3.3. Mortality estimates from linear versus complex air quality models

At the geographic scale over which primary emissions travel prior to the onset of photochemistry and
microphysics, health effects decline at a greater rate than concentration perturbations. This suggests that
damage estimates using the box approximations of MAIPA may in fact be a maximum at the limiting
county resolution. In MAIPA, the population exposed equals the sum of populations over the sample

L
- _ pAref ref [N
counties, N, = A" p° = EA Ppop
I=1

Population data is stratified by age, sex, and race for each of the 96 counties included in the analysis.
Since ambient concentration changes are for all counties together, population in equation 5.2 is the sum of
these population strata over all counties. However, MAIPA does not account for the impact of population
heterogeneity. Total population in this study increases from 108 to 128 million people (r = 1.3%). In
comparison, there are 135 small, medium, and large hub airports in counties designated nonattainment
zones by the EPA against one or more of the NAAQS. A comparison with the most recently published
nonattainment status reports for Oz, PM,o, SOz, CO, and NOz, as well as proposed nonattainment status
for the more recent PM2s NAAQS shows that approximately 75 million people live in these counties

(EPA 2004).

Since airports typically lie in high population density counties compared to those surrounding, total
exposure increases in a manner at most proportional to the area of emissions influence. In the opposite
sense, considering the volume bounded by a constant hmix and the county boundaries in a well-mixed
limit (and that the additional area emissions from the expanded area dilute the aircraft contributions),

concentration perturbations decrease in the same manner.

21 There is relatively more understood about particle formation in the plume than about ozone production; for example, it has
been observed that fine sulfate and organic particles are in abundance in the near-field plume (cf. appendix 2 for discussion of
plume particle formation). Three-dimensional air quality models indicate that there are identifiable exposures in local
communities attributable to airport emissions, but do not differentiate aircraft versus other sources. Using a nested-grid
computation with the tightest resolution at 4 km resolution grid, nested within a larger scale 12 km resolution grid for the Atlanta
area, and further nested within a 32 km grid for the eastern US, Unal et al. 2005 estimate positive ozone and PM2.5 exposures in
communities surrounding Atlanta-Hartsfield airport; similar European analyses have found comparable conclusions (cf.
Moussiopoulos et al. 1997 for Athens, Pison and Menut 2004 for Paris, and Yu et al. 2004). Measurement studies of airport
PM2.5 emissions are similarly suggestive of localized exposure (Barbossa 1999, Westerdahl et al. 2007, Herndon et al. papers).
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Associated disease incidence diminishes at least linearly with changes in concentration but more likely at
a faster rate, specifically since equation 5.6(b) is the basis of mortality incidence estimates, where

N, =a"-N,, .By this scaling, confining ozone and PM2.5 effects to the county in which the airport
resides may contribute to an upward bias in health effects per unit emissions, the quantity important to the
marginal damage estimate. As comparison, estimates reported in Greco et al. suggest an increase in total
health effects at a rate smaller than proportional to distance by two orders of magnitude, as ~1/x with

>80% of total population exposure within 50 km.

Figure 5.4 plots the estimated increase in mortality risk as the percent increase in the national non-
accidental mortality rate for 2003, associated with NOy, SOx, VOC, and PMnv emissions. Results are
compared to estimates from three recent air quality assessments for the continental US. The first
assessment is the EPAct analysis introduced previously; the second uses a response surface model fit to
similar computations using CMAQ but with different emissions inputs (Masek 2008); and the third

applies a source-receptor methodology (Masek 2008).

Figure 5.4. Estimated mortality change with comparisons
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Table 5.2. Incidence of health effects and consequent air quality damages

Statistical summary of changes in the incidence of health effects and consequent air quality damages to commercial aircraft
emissions in airport-resident counties 1991-2003

'prg_mature mortality P 400 - 0.22_ 0.0047

suddenmortalty 200 0080 00020
chronic respiratory 460 0.19 0.0045
disease == i R
respiratory 10 0.15 0.0033
hospitalizations - -

cardiovascular 6.3 0.15 0.0032
hospitalizations i
respiratory iliness 16,0000 0.59 0.0073
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The average median change in mortality risk rate for the period 1991-2003 is 0.026% (CV = 0.38 and rSE
=0.0003). This is equivalent to an average of 400 deaths based on mortality rates for 2003 .22 This is
significantly higher than the risk of death due to aircraft accidents over the same period; safety-related
mortality for aircraft accidents is 0.65% of the mortality rate due to PM2 5 air quality impacts. Similar

findings have been calculated for road transport (cf. Kunzli et al. 2000).

Figure 5.4 also plots comparative results for PM2.5 premature mortality reported in Masek (2008) and the
EPAct report to congress (2009). Two models were evaluated by Masek; an RSM developed from CMAQ
computations (see previous section) and a source-receptor model (see Rojo 2007). The latter, which
applies an intake fraction method to estimate exposure, reflects observations of ambient concentrations

correlated to power plant plumes and, as discussed later in this section, reflects similar timescale

22 A 0.0041% increase in the mortality rate equates to 100 deaths.

23 National Transportation Statistics. Internet Edition. BTS, DoT. Table 2-9: U.S. Air Carrier Safety Data. http://www bts.gov/
publications/national_transportation_statistics/html/table_02_09 html; accessed 10.08.08. Sources of data: 1960: National
Transportation Safety Board, Annual Review of Aircraft Accident Data: U.S. Air Carrier Operations, Calendar Year 1967
(Washington, DC: December 1968).

1965-70: 1bid., Calendar Year 1975, NTSB/ARC-77/1 (Washington, DC: January 1977).

1975 (all categories except miles): Ibid., Calendar Year 1983, NTSB/ARC-87/01 (Washington, DC: February 1987), table 18.
1975 (miles): Ibid., Calendar Year 1975, NTSB/ARC-77/1 (Washington, DC: January 1977 ).

1980: Ibid., Calendar Year 1981, NTSB/ARC-85/01 (Washington, DC: February 1985), tables 2 and 16.

1985-2006: Ibid., National Transportation Safety Board, Internet site www.ntsb.gov/aviation/Table5.htm as of September 2007.
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. assumptions to MAIPA. However, because the source receptor model is based on spatially-resolved fits to
monitor measurements, it accounts for primary emissions loss. MAIPA assumes precursor chemistry
initiates within the aircraft engine exhaust plume, and thus precursor loss is not accounted. In CMAQ
computations, precursors are well-mixed to a 36 km? grid resolution prior to the onset of photochemistry
or particulate formation, an assumption that no chemistry or loss occurs in diffusion to a regional scale.

This results in a relatively larger exposure area compared to MAIPA.

MAIPA mortality estimates are 60-150% larger than CMAQ estimates. This is a factor of 1.6-2.5 lower
than the difference in the estimated change in ambient PM2.5 concentrations reported previously. A
similar result is noted in Masek (2008); mortality results from the application of the intake fraction
method are 2.5 times lower than those obtained using the CMAQ RSM, similar to'thé comparison
between MAIPA and EPAct. These differences are related to different estimates of population exposure
and the use of different concentration response curves to calculate changes in mortality risk. We will

consider the latter of these first.

There is essentially no difference in the mortality rate estimated in Masek and EPAct, and MAIPA
estimates. Whereas the EPAct and Masek use the original Pope (2002) study to estimate mortality risk,
MAIPA uses the Krewski (2000) reanalyses of the Pope studies. However, risk rates are similar among

MAIPA, EPAct, and Masek.

* Overlay of pollution and population distributions appear to act contrary and enhance the impact of -
aircraft-sourced PM2.5. From the scaling arguments discussed in the previous section, we would expect
an upward bias in estimated health impacts in MAIPA . However, rather than exacerbating the differences
between MAIPA and CMAQ analyses, the overlay of pollution and population distributions in MAIPA
instead appears to increase the impact of aircraft-sourced PM2.5. We must conclude that the CMAQ

results derive from a higher population-weighted exposure to delPM2.5.

Comparison of ozone mortality between MAIPA and EPAct leads to a contradictory conclusion. EPAct
reports a small ozone mortality (~1), giving errE-mort >> errE-[03], opposite to the comparison of PM2.5
results. There are two differences of note. First, the EPAct analysis is based on the premature mortality

risk rate reported in Bell et al. whereas MAIPA considers sudden mortality with a factor 1.5 higher risk

166



rate. Second, analysis indicates ozone destruction (e.g. NO titration near the point of emission) does not

account for low EPAct mortality.

In conclusion, we are left with a lower population-weighted exposure to ozone change. We can deduce
from these comparisons that geographic exposure heterogeneity is an important structural uncertainty, one
that appears to act to lower exposure to delozone, but raise exposure to delPM. There are additional
structural uncertainties that have a similar magnitude. Figure 5.4 divides the total mortality increase into
its three components: sudden mortality due to AYo, ; sudden mortality due to the AYem, ; and the largest
component, premature mortality due to AYeurs: accounting for 54% of E{i”'} . With the addition of
PM2.5 sudden mortality, the total PM2.5 component is 72%. The remaining 18% is associated with O3

sudden mortality. A K-W hypothesis test indicates that the sum Al,, trend is si gnificant (p=0.05).

Propagated uncertainties in estimated mortality are similar to the magnitude of these structural
uncertainties individually. Variances in concentration perturbation, Var{A);pM” } and Var{A);o;} ,are
O(10) larger contributions to Var{Aim} than uncertainty in the effect sizes B of the concentration-
response functions used to calculate mortality incidence; these C-R functions are of the log-linear form as
in equation 5.2(b). The pooling process favors the incidence estimates calculated using the concentration-

response functions with the lowest Var(f}).

Propagated uncertainties in E{Aim} are attenuated due to the logarithmic transformation and are thus
lower than the uncertainties in EL{AYPMH} and E‘{AYOK} reported in table 5.1. However, this
transformation skews P(Al,,) such that the influence of propagated uncertainty on the rate of change in
mortality r, { Ai,,,} is similar to the mean contribution— /" {Ai,,,} = -0.066 versus the residual ™ {Ai,,,}

=-0.052.

5.4. Comparative marginal benefits of emissions reductions

Comparative assessments using damage metrics suggest a different source control perspective than
implied by current engine emissions regulations; the traditional regulatory approach is largely based on
assessment of inventory metrics. Engine emissions standards were established primarily to address ozone

with NOx the focus.
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Based on results for marginal air quality damages, MAIPA analysis presents a different perspective,
suggesting that SOx, HC, PMnv emissions play a role in air quality as important as NOx. Instead of
ozone, impacts on ambient PM2.5 emerge as the predominant air quality concern. The first part of this

section takes a closer look at estimated air quality damages and describes these results in further detail.

This shift in emphasis is an important result drawn from the historical air quality analysis. No specific
policies are proposed in this thesis; its emphasis is on what information is needed to develop effective
mitigation policies. In this context, altering air quality source control priorities from O3 to PM2.5 and
evaluating options for SOx, HC, and PMnv emissions along with NOx would be first steps toward

improved decision-making.

We then broaden the assessment scope to examine the extent to which decisions need to consider the
multiple impact vectors initiated by several aircraft emissions (e.g. SOx and NOx) emissions involved in
multiple impacts vectors have both climate and air quality effects, such as NOyx and SOx. These
comparisons are useful in understanding whether emissions controls need to extend above the

atmospheric boundary layer.

The last part of this section looks at this same comparison in the context of fuel consumption; specifically,
we look at the benefits of encouraging better fuel efficiency. More specifically, we are interested in how

such an approach to reducing emissions impacts bundles the mitigation of climate and air quality impacts.

5.4.1. Emissions damages from US commercial aircraft

Figure 5.5 plots results summarizing the air quality damages from US commercial aircraft from
1991-2003 estimated through the MAIPA air quality model. Figures 5.5(a)-5.5(c) summarize annual air
quality damages. Figure 5.5(a) plots total annual damages by criterion pollutant in billions of 2003 dollars
for each impact vector evaluated in the air quality model, with the apportionment of particulate matter
precursor contributions indicated for PM2.5. Figure 5.5(b) plots the same results as 5.5(a), but on a

fractional scale to show relative contributions.

168



Figure 5.5. Air quality damages of US commercial aircraft operations
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The average median annual damage for 1991-2003 is estimated to be $4.5B (CV= 58% and rSE = 2.9%).
Emissions of SO, NOy, and VOC constitute 99% of the annual damage costs with the remainder due to
CO and PM,y. For PM2.5, 55% of annual damages is attributable to SOx, 30% to NOx, and 15% to VOC.
The impacts of NO emissions are divided 70:30 among ozone and PM2 s impacts. Figure 5.3(b) explicitly
shows the importance of determining the extent of plume emissions processing. If photochemistry is not
influential as suggested by CMAQ calculations, the average median annual damage for 1991-2003 would

fall from $4.5B to approximately $2B.

As shown in table 5.3, virtually all annual air quality damages occur as a result of increased mortality
risks, approximately 60% through premature mortality for PM2.5 and 40% through sudden mortality for
ozone. For both annual and marginal air quality damages, the variance of the distribution assumed for
VSL is the key primary component of variance in damages, the influence of variance in VSL is a factor of

2-10 stronger than variance in mortality incidence (wherein the range is dependent on which component
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of mortality risk is considered). In the context of MAIPA, our ability to reduce uncertainty associated with

VSL much of this question focuses on valuation methodology.

One important difficulty in use of VSL is in the application of hedonic studies is the transfer of benefits
from employees in high risk industries, who tend to be young, to the broader population affected by air
quality, the most vulnerable of which are the elderly and people with predispositions due to existing
health conditions. Relying solely on contingent valuation studies reduces the median VSL, and
consequently damages, by a factor of 5 as compared to figure 5.5(a). This is a consideration for regulatory
negotiations for air transport environmental issues; European organizations are moving away from the use

of hedonic wage studies and, as a result, would tend to estimate lower air quality damages.

Table 5.3. Annual air quality damages by health endpoint

Statistical summary of changes in the incidence of health effects and consequent air quality damages to commercial aircraft
emissions in airport-resident counties 1991-2003.

Morbidity costs are adjusted to $2003 with a factor A based on CPI considering only historical appreciation for health care costs
(ref); VSL estimates are inflated using the full CPI. '

2

premature mortality
sudden mortality

chronic respiratory
disease

respiratory
hospitalizations

cardiovascular
hospitalizations

respiratory iliness
restricted activity

As with comparative inventories, annual damages can also be a misleading indicator of the comparative
worth of environmental investments. Figure 5.5(c) plots marginal air quality damages in $2003 per
kilogram. While NOx and SOx are the major contributors to annual damages, air quality marginal
damages indicate that VOC ahd PMnv have similar per urﬁt impacts. The comparison in figure 5.3(c)
shows SOy marginal damages are ~3 times larger than NOx or HC, and approximately 5 times larger than

PMyy. Note in particular that although PM,, is a O(100) smaller cofnponent of annual damages, its
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marginal impact is on the same order as NOx and HC; thus in the context of a cost-benefit analysis, there
may be PM2.5 mitigation options that achieve net benefits, but the overall potential for reducing damages

is much smaller than for NOx, SOy, or HC.

Figures 5.5(a)-(c) indicate that damages from carbon monoxide emissions are 3-4 orders of magnitude
less than NOy, SOy, HC, or PMyy. Where design approaches to reducing HC and CO emissions are
similar, raising the priority of PMn management adds a different set of chemical and microphysical
mechanisms that may complicate the combustor design process. Similarly, the primary challenge to
removing fuel sulfur is a trade-off with fuel consumption resulting from changes in fuel composition.
While the oxidation of fuel sulfur stands physically independent of NOx, HC, and PM,, formation, all of
these emissions originate with combustion; for this reason, we are interested in their potential mitigation
through reducing fuel consumption, a sure way to achieve reductions across NOx, HC, and PMy,
emissions (with the notable exception of some NOx-fuel efficiency engine design trade-offs). This is

subject of the last part of this section.

Table 5.4 summarizes the marginal damage costs estimated in this study; the median, interquartiles,
coefficients of variation, and standard errors are averaged statistics intended to summarize the entire

period 1991-2003.

Table 5.4. Marginal damage costs of US commercial aircraft emissions

;| median [interquar
fuel 6,300 (3,800 9,400] 21 [14 32)
NO, 47,000 [29,000 73,000] -73[-340 160]
PM, 24,000 [6,400 73,000} 3,500 [2,000 7,000]
VoG 19,000 [7,400 41,000] N/A
co 230 [140 350] N/A
c 25[16 37) 25 [16 37]
H 6.4[39 11] 6.4[39 11]
$02 120,000 [65,000 200,000) -930 [-1,640 -510]
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As table 5.4 indicates, the conclusions drawn from the air quality analysis are robust to the inclusion of
climate effects and thus can be said of emissions from US commercial air transport in general. The

benefits of reducing fuel sulfur are tempered by the removal of sulfate in the upper atmosphere, but the
effect is a hundredth the magnitude of the health effects associated with sulfate contributions to PM2.5.

Reducing EI(S) provides an expected net reduction in damages with greater than 95% confidence.

With the current understanding of NOx-induced ozone production and methane removal, the climate
impact analysis in chapter 4 discussed the uncertainty in concluding Whether. NOx emissions at altitude
result in a net warming or cooling. However, the estimated benefit from reducing NOx within the
améspheﬁé boundary layer is O(10) stronger than the scenario or propagated uncertainties in the
estimated climate impact of NOx assessed in this study. Only in the case of soot is there a similar benefit
to reductions at altitude and at ground; reducing nonvolatile .particulate eﬁiissions consistently over the
entire ﬁ1 ght profile (rather than focusing solely on landin‘g-takeoff Cyclés) increases the marginal benefits

of PMnv mitigation by a factor of 2.

Recent analyses suggest an additional O(2) influence on air quality th‘at originates with the intermittent
entrainment of free tropospheric aircraft emissions. Aircraft fly horizontal distances of ~15 km before

crossing £, . Using air quality models, unpublished results from Barrett et al. (2009 forthcoming) and
Tarrason ét al. (2004) estimate that aircraft emissions above £, are a factor 2-3 lérger source of PMnv

and NOy than aircraft emissions within the atmospheric boundary layer.

However, this perturbation is distributed continentally, over an area ~17 times the sum of airport county
areas ‘with a population ~4 times the sum of those in airport counties. With a linear scaling, transfer across
P mély result in a ~12-18% increase in health effects per unit emissions ih airport counties, and
~50-70% additional damages for the US as a whole. Yet there is an additional question of how this
transfer changes our current estimates of the climate effects from NOx and SOx; whether this alters the

benefit comparisons in this study remains a question.

5.4.2. Marginal damages of fuel consumption

As mentioned in the previous section, we are interested in how fuel efficiency acts as a mitigation

approach. Figure 5.6 plots estimates for the marginal damage of fuel consumption in units of efficiency as
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$/%eta; 5.8a considers only those portions of the flight profile within the atmospheric boundary layer and

5.8b considers only those portions of the flight profile above the mixing height.

Figure 5.6. Marginal damage of fuel inefficiency
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(b) marginal damages of fuel inefficiency
in the lower troposphere
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Marginal reductions in fuel consumption below the mixing height have an O(10) larger benefit than in the
free troposphere. Reducing fuel consumption is an aggregate reduction in both primary (COz and H20)
and secondary combustion products. However, the constituent damages from primary versus secondary
products weight differently depending on the location of emission. As shown in table 5.4, at altitude, the

marginal damage of fuel consumption is essentially equivalent to the marginal damage cost of COx.
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In the lower troposphere, additional damages due to the impact of secondary combustion products on air
quality effects result in an O(10) larger fuel marginal damage cost. Figure 5.6a shows constituent
contributions, whose magnitudes are determined by El-weighted emissions marginal damage costs.
Comparatively, the benefits of fuel savings at low altitudes derive primarily from reductions in NOx
emissions whereas in the upper atmosphere, benefits derive from reductions in CO, emissions. Choosing
a higher discount rate to estimate present value climate damages gives greater emphasis to short-lifetime
perturbations, resulting in a proportionally higher contribution from cloud effects and a distinctly positive
radiative influence from NOx emissions. At the same time, marginal damages decline by a factor of 2,
leading to the same comparative conclusion. Over the period 1991-2003, the median invéntory-wei ghted

marginal damage of fuel consumption is between 20-40% of the average fuel price in 2003.

Figures 5.8a and 5.8b show a jump in marginal 'damages during 2000; statistically, hypothesis tests
indicate the most we can comment is that there is a significant difference between marginal damages
before 2000 and those after. This may appear at odds with the stark reversal in fuel cbnsumption trcndé in
2001; however, with the caveat that we are drawing evidence from a cross-sectional-analysis, these trends

are consistent with the shapes of the air quality and climate marginal damage curves.

Marginal climate damages are linear with declines in environmental quality (measured in this thesis by
surface temperature), but asymptotic with emissions (due to fadiaﬁve saturation in the COz spectrum).
However, these damages occur against a background changing under the influence of other soufces. Prior
to 2001, fuel consumption kept pace with or exceeded the exponential growth in CO; emissions in the rest
of the economy; these growth rates were high enough to establish the marginal damage cost of CO2—to
which the marginal climate costs of aircraft non-CO; emissions are pegged—as an increasing function of
anthropogenic emissions. The downturn after 2001 tempered the growth of marginal damages by

changing the relative rate of fuel consumption growth against other sources.

Similarly, the relative rates of growth between air transport and other emissions sources determine
temporal trends in air quality; relative to air quality impacts, emissions are an increasing fraction of
declining source inventories. Regulations under the Clean Air Act and its amendments have reduced
ambient concentrations of the most damaging pollutant PM2.5. The chemistry and microphysics of

secondary particulate formation is asymptotic with precursor concentrations; thus, as background
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concentrations decline, the marginal damage of a unit precursor emission increases. A growing fractional
contribution augments this tendency and the steady increase in the marginal damage of fuel consumption

below the mixing height results.
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6. Damages from a noisy environment

Methods for estimating noise exposure are well established. There has been less focus, however, on the
explicit connection between change in these noise levels and the evolution of US fleet noise performance.
More important in the context of this thesis, trends in noise impacts have not been considered in
relationship to accompanying changes ih emissions impacts. The first objective was to establish and:
demonstrate a model to estimate trends in noise exposure as a function of a cumulative hoise metric.
(Chapter 3 presented hoi‘se inventories in SEL dBA; the choice of this metric was not independent of the
methods developed in this chapter.) The second objective was to evaluate correlations‘ajnon’g trends in air
transport noise and emissions damages; in particular, reexamine the benefits of the ANCA froﬁl the
perspective of joint noise and emissions control. (Analysis of inventory trends in chapter 3 suggests

opportunities exist for joint control strategies that target both emissions and noise.)

Using a probabilistic relationship between inventoried noise (cf. chapter 3) and populatidn exposure, this

chapter reports estimates of population noise exposure and consequent damage costs.

Contribution 6.1. A probabilistic model of national aircraft noise exposure

As opposed to a detailed radiative model to determine ground noise exposure for each US airport,
MAIPA uses a physics-based statistical model to estimate noise-exposed populations that is built upon a
coherent relationship between exposure areas (DNL contours) estimated by complex models and airport

noise inventories (cf. chapter 3).

Result 6.1. Reassessed the environmental benefits of the aircraft retirements mandated by the
1990 Aircraft Noise and Capacity Act.

From December 31, 1994 through December 31, 1999, FAA mandated a scheduled phase-out of portions
of the commercial fleet identified by their failure to meet a limit on noise levels (14CFR91.801-877
Subpart I: Operating noise limits). This rule, knoWn as Stage 2 phase-out, is part of an ongoing strategy of
progressive stringency to reduce noise in airport-local communities. This chapter presents results from a
retrospective analysis of noise trends in the context of the Stage 2 phase-out mandated by the ANCA, the

major noise regulatory action implemented within the timeframe of the MAIPA analysis 1991-2003.
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Analysis results suggests that the Stage 2 phaseout was significantly less efficient in reducing noise
exposure than a priori evaluations of the regulation. This reassessment finds differences are sourced to
methodological issues. The resulting trends give a different picture of historical impacts than previously
understood, highlighting mitigation of air quality impacts as the primary source of benefits from the
ANCA . They also suggest reported reductions in noise exposure to be significantly overestimated for the
period 1991-2003. Against literature estimates of the costs of the phase-out rule, this analysis suggests a
positive cost-benefit ratio, i.e. a net cost. By a ratio 2:1, more of the benefit from the Stage 2 noise phase-
out rule came through reductions in VOC and PMnv emissions than from noise reduction. These results
point to the value of ex post assessments of aviation environmental policies toward improving mitigation
efficacy, particularly in the context of providing options that obtain benefits through an appropriately

bundled set of noise and emissions reductions.

Result 6.2. Noise mitigation challenges in the context of emissions impacts

Considering that: (1) an estimated $10 in damages are sourced to emissions for every $1 sourced to noise
from commercial operations in the US; (2) damages from both climate and air quality impacts are driven
primarily by the activities of sources outside the air transport industry; (3) further reductions in noise are
expected through retirement of Stage 3 aircraft, through both economic and regulatory incentives; and (4)
noise and air quality continue to be addressed through regulatory standards while an approach to
controlling climate impacts has not been established, the historical analysis suggests that a realignment in
resources toward emissions mitigation has merit and should be evaluated. With this in mind, the results in
this chapter recommend a thoughtful reconsideration of the steps best suited to reduce noise impacts

while attending to growing environmental stress from emissions.

In particular, these findings suggest the importance of a reexamination of the fundamental mechanisms of
how people value reductions in environmental noise, with the goal of expanding opportunities to address
aircraft noise impacts. Uncertainty analyses show the range of term/rate scenarios is greater than the
parametric uncertainties propagated through the noise model, indicating that the most important factors in
determining annual cost are the rate and term of the depreciation. There is, however, a fundamental
question as to whether noise damages are sufficiently expressed through property values to justify the

application of hedonic valuation methods.
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6.1. Noise damages of US commercial aircraft operations

As in the approach to estimating climate damages, changes in noise levels are valued directly such that
estimating welfare change is not explicit; instead, damages are estimated directly as a function of a metric
of environmental change (DNL) where the noise exposure level is a function of fleet noise. This section
discusses the content and form of the relatidnship used to evaluate damages as a function of DNL; section

6.3 then addresses the environmental modeling component.

6.1.1. Noise damages based on hedonic estimates of property depreciation

Noise impacts can be measured in a microeconomic sense by declines in utility, due to which people
adjust their consumption patterns. The corollary to this is that there is some amount people would be
willing to pay to return to the original level of utility. For this study, current progress in the development
of economic methods to evaluate noise damages limits accounts of the value people place on redlicing |
noise effects to observations of market transactions for which assumptions must be made aé to how well

willingness-to-pay is captured by a surrogate good.

This thesis estimates noise damages based on studies using hedonic pricing methods to esﬁmaté property
depreciation via housing markets. Hedonic methods observe that certain goods and factors, such as
housing, can be treated as heterogeneous, composed of at least weakly separable characteristics relating to
structure and location. One of these characteﬁstics can be environmental quality, which for noise is most

often measured by DNL (or a close equivalent).

MAIPA evaluates noise damages using a meta-analysis reported by Nelson (2004), who considers
explanations for such differences among 33 hedonic estimates of NDI for cities in the United States and
Canada. Salient to this thesis is the regression shown in equation 6.1 where the significance of the
dichotomous variables representing location and functional form—f3 and P4 in equation 6.1 —suggests

that including Canadian studies and those using linear forms lead to higher NDI estimates.
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NDI (%)=B,+B, X, +B, X, + B, X;+ B, X, +¢,...¢,
R*=0.773
6.1 F —test: p=0.001

X B SE;

0: constant = baseline effect size 05069 0.1425%*
1: mean real property value (x 0.001) | -0.0001 0.0013

2: log(sample size) -0.0140 0.0261
3: model form (linear = 1, log-linear=0) | 0.3340 0.1544*
4: country (Canada=1,U.S. = 0) 0.3357 0.0805*

*=(a <0.05)

Some hedonic analyses take specific account of proximity to an airport as a benefit since it represents
work and shorter commuting times.! There is, additionally, a difference in the time periods over which
transactions are considered; some hedonic studies date to the 1960s. Nelson finds, through additional
regression trials, that neither of these characteristics significantly contribute to variation in NDI. Since this
thesis considers the United States and we desire NDI to reflect dependence on house price across the
widest set of airport locales, both 3 and B4 in equation 6.1 are set to zero and we are left with fo as the

only significant variable.

If marginal damage can be assumed constant over a sufficiently broad range of noise levels, these prices
can be employed to calculate total costs relative to the noise effect threshold. The regression in equation
6.1 controls for the extent to which the hedonic estimates account for noise levels (correlated with sample

size) and finds an insignificant impact, consistent with previous analyses (cf. Walters, Palmquist).

6.1.2. Application of noise depreciation index

For this study, NDI (and thus marginal damage with respect to DNL) is assumed constant over the noise

levels evaluated (50-70 DNL), specified as NDI = P! (4o = 0.5069: Gy, = 0.1425) . Equations 6.2-6.5

norm

summarize the MAIPA computation of annual noise damages. The total present-value noise damages

nois

( o) ;’f“ ) (equation 6.2) are the sum of noise damages estimated for each airport locale ( C i l) for both the

55-65 DNL and 65-70 DNL exposure areas (equation 6.3).

! The economic model of a city can be basically represented as a downtown surrounded by rings whose main characteristic is
equivalent commuting time (Kolstad 2000). Land prices decrease as commuting time increases until, at some point, agricultural
uses become more productive than housing. A similar idea applies to the airport. This is relevant only insofar as people in the
near airport communities actually derive benefit from the proximity.
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House price represents a present-day valuation of the expected stream of use benefits that accrue over the

nois

lifetime of investment in the house. To calculate annual damages ( o) e

. ), total property depreciation is
annualized such that a change in noise levels would return an economic profit within a term o discounted
at interest rate r. A range of scenarios afe evaluated with a = [15:30] years, equivalent to typical mortgage
terms, and rates r = [0.06:0.1], which spans the mortgage rates offered between 1991-2003 and includes

the FAA recommended r = 0.07 for infrastructure project benefit-cost assessments.

Damages at a particular airport locale ére the product of average noise exposure ( ), NDI; and tﬁe total
affected housing capital (equation 6;4). For the calculations here, it is assumed that thekaverage noise
exposure (6) for residents between the‘5:5 and 65 DNL contours is the logarithmic average 62 DNL of the
noise level boundaries, and for the 65-70 DNL area, the logarithmic average 68 DNL of the boﬁndaﬂes. |

The noise threshold éx is specified as ggg DNL.

! ___(g_éx)_N'/'ﬁ_(A_éhoum)ll

cap ;

64) e

The total housing capital affected ( C’) is based on the area ratio A,’ / Al wherei=55-65 or 65-70

cap ounty

DNL. Intercensal demographic data specify county average housing prices ( PL..) and quantity N,

use.

(equation 6.5).

~ ! — P
(6°5) C:::Se L= Phlouse ’ Nilwuse : A!'I/Acl'ounty
Prices are adjusted to $2003 with a factor A based on regionally-specific historical appreciation for census
statistical areas measured by the House Price Index published by the Office of Federal Housing Enterprise
Oversight, an arm of the Department of Housing and Urban Development (cf. Federal Housing

Enterprises Financial Safety and Soundness Act of 1992, 12 USC. 4501 et seq.).
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6.2. Probabilistic model of exposure to aircraft noise

The noise model is built on a probabilistic representation of population exposure based on a coherent
relationship between exposure areas— DNL contours calculated using INM (via MAGENTA)—and
airport noise inventories. Figure 6.1 shows the MAGENTA DNL contour areas A, and A, respectively
referring to the 65-70 DNL and 55-65 DNL contours estimated for 2002, and their functional dependence
on airport inventories Q,', where [ is the airport index (L = 96). Chapter 2 and appendix A3 discuss the

application of the MAGENTA airport-specific operational data.

Figure 6.1. Noise exposure area as a function of airport-specific noise inventory

Relationship between MAIPA airport noise inventories and 2002 INM-MAGENTA 55-65 DNL and 65-70 DNL noise exposure
areas.
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A probabilistic relationship between noise exposures and airport-specific noise inventories is established
using a clustering parameter. Abstracting contour areas (A) to a circle defined by an effective radius r, the
clustering parameter is Zr\,, = \/ /32 / ,Ml , where A1 and A2 are contour areas and A2 > Al; figure 6.2

shows data cluster (orange dots) formed by Ka =f (Q,', )
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Figure 6.2. Data clustering using ratio of noise exposure areas and Gaussian mixed model fit
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A Gaussian mixed model (GMM) is used to estimate a probabilistic function from the clustered data (with
zero values censured) to define the relationship Afr; versus Q; : P(Qﬂ ,Afa ):

Povm [( s oMy, ) : (aén New )] . Figure 6.2 illustrates the contours of the probability and distribution
functions PE’N;M and F(’}’A;;M . of interest, over a factor of 16 in noise level, the ratio of effective radii is 1.1
with the 10-90 percentile ranges for 0! and Ar, equal to [132 144] SELdBA and = [22 2.5]

respectively.

The GMM as applied here is a Bayesian relationship between total noise levels and noise exposure area
(capturing variability among locales) that might otherwise be estimated using a regression model.
Regressions might provide a clearer picture of the area-inventory relationship, however the aim here is
not to uncover trends or explanations therefor, but to estimate marginal costs given a limited sample of
airport activity. Also, practically, the inclusion of uncertainties in INM area estimates effectively obscures
a regression. Thus, we take a different approach. The value of its application here is two-fold; the

explanatory burden is low and we can improve upon the model as additional airport noise data emerges.

The FAA Integrated Noise Model (INM) resolves contour areas with a maximum accuracy of +5 dBA for
the 65+ DNL contour, dropping to +3dB for levels 75+ DNL provided the statistical sample of days is
large enough such that standard errors are relatively small (FAA 1985, and FAA 1983=AC150-5020-1). In
MAIPA, this defines DNL = P(norm U, .0, =5/3 dBA) , carried through the radius ratio Er: as

uncertainties in A, and A.;.To clarify the effect of contour and inventory uncertainties, compare the fit
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in figure 6.2a with figure 6.2b, the latter of which plots the GMM fit used for MAIPA based on a Monte
Carlo simulation of 1000 samples for each of the 96 airport set. Here, the 10-90 percentile range for the
radius ratio increases to A?n =[1.8 2.8] with the 10-90 percentile range for the airport-local noise
inventories remaining at Qi =[131 147] SEL dBA. With the addition of the contour uncertainty, the

effective radii increases to 1.6, while there remains a factor of 16 in noise level.

To apply the GMM to estimate noise exposure as a function of airport noise inventory, we specify an
estimate for the 65-70 DNL area (A65) and then derive the 55-65 DNL area (A55).2 In order to provide
this baseline reference area (and to facilitate future improvement in precision), a nonparametric
probability function is constructed for /3.65 . The probability and distribution functions P(ﬁﬁs) and

F (fi(,s) are plotted in figure 6.3a, again censuring zeros; zeros are accounted separately as random switch

based on the fraction of zeros in the data.

Figure 6.3. Probabilistic description of 65 DNL exposure area
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Since both the reference area ;165 =f (Qi) and the median airport noise inventory [ 5 decline over time,

as plotted in figure 6.3b, we need to adjust the probability function to account for the historical change.

2 It would be preferred to map A63 against a reference area such as 75 DNL contour, which is unlikely to extend beyond the
airport boundary (e.g. Ar, =4/ A, /jf versus Q) where A, = A, and A =A_ ). This information is currently unavailable.
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This is done by shifting the median of the probability distribution, approximating a yearly shift in [ i
using the power law regression ;165 =a (Q‘ )ﬂ plotted in figure 6.1b where o = 1.9e-43 and 3 = 20.3

n

(R:; =0.60).

As implemented, the noise model is exercised as follows. For each year in the study period 1991-2003, a

regression is performed on the GMM to determine the conditional distribution P(Z\rn QA,’,) . Where a zero

is sampled for the 65-70 DNL reference area, 2165 is specified as Pu’;fjf =[0.05:0.1] km? to reflect the

statistical uncertainty in estimating a zero exposure area.

Intercensal county statistics determine population exposure (N . ) based on the ratio of areas determined
by Aﬁ and 1355 to county area as in equation 6.6 where / refers to the demographic data relevant to the

sample airport and ppop is population density3

L
=

(66) Ny = (0 Ppn) 3 [Mo (414

Noise exposure areas are a small fraction of total county area. Comparison of MAIPA estimated
population densities to the MAGENTA 2002 exposure estimateé show similar DNL 55+ population
densities ( p"/ /p' = 1), but a substantially smaller population density within the 65+ DNL contour in the
MAGENTA case ( p”/ / p' =0.37). However, this bias is attenuated by a factor of ~4.5 in the total

population estimate.

6.3. Historical trends in exposure to noise from US commercial air transport

L L

Figure 6.4 plots distributions for the sum exposure areas Ag = 2 Als and A, = 2 A . The coefficient
=1 =l ___ .

of variation relative to the median and the standard error for these area estimates are CV {ASS} =[0.12

0.14], SE{ASS} =0.003, CVi, =[0.11 0.12], SE{A65} = 0.0026.

3 References: Population Estimates Branch of the US Census Bureau intercensal state and county characteristics, population
estimates with 1990-base race groups, files for internet display 6.23.03, see http:// www.census.gov/ popest/ archives/
ESTO0INTERCENSAL/ STCH-Intercensal.html; see also http:// www.census.gov/ popest/ archives/ methodology/ 90s-st-co-
meth.txt and /90s-co-meth.txt for methodology) & Annual County Resident Population Estimates by Age, Sex, Race and
Hispanic Origin: April 1, 2000 to July 1, 2006 File:7/1/2006 County Characteristics Resident Population Estimates File Source:
Population Division, U. S. Census Bureau Release Date: August 9, 2007. Notes on pop data; data for Nebraska unavailable due to
error on Census site (NE same as NV) thus held same at 99 levels through 00-03; 00-03 data no longer has <1 and [-4 categories
only 0-4 so infants assumed to be same proportion of 0-4 as (<1/(<1+1-4)).
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Figure 6.4. Estimated noise exposure areas in the US 1991-2003
55-65 DNL and 65-70 DNL contours
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Because MAIPA propagates uncertainty through the calculation as DNL, area (and population exposure)
distributions are skewed due to the squared radius dependence. Median noise exposure areas decline by
AA = AA  =0.3 from 1991-2003, 27% of which occurred from 1991-1999 ( AA%* = AA%* = 0.08). The
median area values plotted in figure 6.4 are equivalent to a decline in the ratio of total exposure area to

total county area i, / A from 3.7% to 2.5% for 55-65 DNL, and from 0.8% to 0.6% for the 65-70
DNL contour.

Figure 6.5 plots population exposure, N, (t) , Ny (1), with comparison to MAGENTA INM-derived
estimates for 2002 (orange dot). The coefficient of variation relative to the median and the standard error
for these population estimates are CV {N%, } =10.19 021, SE{N%,} =10.0048 0.0054], CV{N%, }
=10.16 0.17], SE{NS;} =[0.0040 0.0046].
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Figure 6.5. Exposed populations in the US 1991-2003

year
15— r ; . ; . : . . , ; ;
T r Tt 17T T 1T 7 71 1 7T _
§ == 53 B3 B9 BB EB B3 B3 B2 B3 g5
E o J
0 9|1 52 9'3 9|4 le 9|6 v '9'7 9|8 59 o'o 0'1 0'2 0'3
year
1o : . . : : . ; . : . . .
o 08 - -
go.s— .
Eo.z— i
0 H ! 1 { i 1 | i i 1 1 i |

‘year

Trends in population exposure mimic exposure area trends, but are mitigated by population growth; oVér
the period 1991-1999, the compound annual pqpuhtion growth rate is 1.6%, in contrast to the declinein
exposure area at a rate of -0.6% per year; populatidh exposure increases by A]\Alg’s'“’“ =3.9% and Az\?g;"“ =
4.2% from 1991-2003. For population eXposure as a whole, the contributions of mean trends in Am.x and
N, account for AN = 129, lea\?ing a residual A’N”* = _8 0% that accounts for the influence of
propagated uncertainty. The sign of the residual depends on the relative directions of trends in
contributing parameters and the skew in their probability functions. In contrast, from 1999-2003, a larger

decline is estimated with Aﬁﬁs ~AN ss= -22%; uncertainty has a smaller effect on the realized trend with

ANP™e —25% and A’NP"™ = -27%.

6.3.1. Comparison with historical estimates of population exposure trends

These trends are at odds with FAA estimates of exposed population change from 1991-1999; these
estimates report a decline from 2.5 million to 0.4 million people (ANg* = -84%) (ref CAEP5

MAGENTA discussion and Connor calculations). In comparison, MAIPA estimates a slight increase from
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0.50 million to 0.53 million people. To understand this difference, we parse a comparison of the estimated

DNL 65-70 populations.

FAA results do not estimate population exposure directly for the DNL 55-65 exposure area, instead using
a derived factor of 10 to calculate N.;* based on a ratio of populations derived from the 2002 INM-based
estimates N X% /NM¢  As shown in figure 6.5, MAGENTA results for 2002 are similar to the MAIPA-
estimated population exposure with ¢ o = -8.7%. Further, deriving a population ratio from MAIPA
results gives a similar population ratio of Nss / 1\765 = 13 for 2002. Referencing the regression plotted in
figure 6.1b and extrapolating from a nominal median airport noise inventory of u 5 = 143 SEL dBA at
the beginning of the historical survey period, in order to arrive at the 84% decrease suggested by FAA
(which does not include change in population density) requires the median airport noise inventory to be

u o = 156 dBA SEL for 1991, a difference of 13 SEL dBA or a factor 20 decrease in SEL.

In comparison, figure 6.1b shows the median MAIPA airport noise inventory declines by 1.8 dBA SEL
from 1991-1999. This is consistent with (i.e. smaller than) the change in noise stringency associated with
the Stage 2 phase-out rule —AQ, < Aq; = 6 EPNdB. Note that this stringency change is the maximum
possible reduction in the noise inventory; the realized noise inventory includes replacement and increases
in the number of operations while the technology standard does not (~30% of aircraft were affected by
phase-out). Removing the effect of population change from MAIPA results reduces the difference by 13%

and does not account for the discrepancy with the FAA estimates.

The reason for the discrepancy in MAIPA trends versus FAA estimates can be traced to the modeling
approach used to calculate the latter. The FAA estimates for noise contour change related to the phase-out
rule, upon which population estimates are based, were calculated using the Area Equivalent Method
(AEM), an FAA legacy tool used for the screening of federally-funded infrastructure improvements for

the requirement of a detailed noise analysis using INM.

AEM estimates noise exposure areas using a summation of area contributions calculated for specific

aircraft models. These contributions are derived from an INM calculation of the 65 DNL exposure area
resulting from 100 operations at a canonical one-runway airport. Based on this estimate, a regression is
obtained between operations and 65 DNL exposure area with the assumption that areas associated with

other operational levels are equivalent to the logarithmic ratio of DNL levels (e.g. 106.5 /105.5 = 10, thus
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1000 flights is assumed to establish a 65 DNL exposure area equivalent to the 55 DNL exposure area
calculated by the INM for the 100 flight calculation). The AEM sums these area contributions for a
baseline and project-altered scenario to estimate a change in exposure area; if over 17%, FAA policy

indicates that a- more detailed noise analysis is required.

The FAA AEM analysis of the phase-out rule indicates a 72% decline in the 65+ DNL exposure area. We
can account for the difference between AEM and MAIPA estimates of exposure area change with a
comparative AEM calculation using MAIPA aircraft operations data. The result shows that, using AEM,
exposure area declines by 35% while the MAIPA result reported above shows an 8% increase. This
difference added to the effect of including population change accounts for the discrepancy between FAA
and MAIPA population exposure estimates, a result principally due to the linear summation of exposure
areas in AEM. This procedure estimates a larger chahge than using the MAIPA approach which is based k
on logarithmic summations correlated to exposure areas. Indeed, if noise exposure area was proportionalr
to SEL rather than log(SEL), the latter referencing the regression in figure 6.1b, we would arriveata

revised change in exposure area of -34%, similar to the AEM result.

6.4. Estimated noise damages and ANCA benefits

Estimates for total and annual valuations are illustrated in figure 6.6 ( cv &5 = cv ¢ =10.19: 021},

SE o = [0.05:0.07], and SE ces ® 0.02). The central estimate annuity in figure 6.6 is for a ‘30—year term at
a 7% rate. Note that with respect to annual costs (i s ™ $1.3B through 2000, falling to $1B by 2003),
the range of term/rate scenarios is greater than the 10-90 percentile range of the distribution function fof
annual costs, indicating that the most important factor in determining annual cost is, expéctedly, the rate

and term of the depreciation.
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Figure 6.6 Noise damage costs in the US 1991-2003

(a) sum annualized damage costs

(b) total damage costs by noise exposure area
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These estimates refer only to owner-occupied residential houses; direct impacts on renters or commercial
property are not accounted. This suggests a downward bias in the damage estimates. In general, since
renters have a shorter time horizon, valuation of noise changes are likely less than for owners of
residential property. For renters under the case of no movement costs, the impact of noise change is zero,
but if there are relocation costs, tenants are damaged. Similarly, quality of life issues may not matter so
much for a commercial property and, thus, depreciation would be expected to be less than for owner-
occupied residential housing. In a study of global aviation noise damages, Kish (2008) estimates that if
rent depreciation is similar to the NDIs estimated for owner-occupied housing, and this depreciation is
equivalent to capital loss for landlords, total noise damages would be a factor of ~1.4 higher than for

owner-occupied housing alone.

Trends in capital loss (similar for total and annual valuations) mimic exposure area trends, but are
mitigated by growth in housing units and changing house prices, more so over the period 1999-2003 than
1991-1999. This is evidenced by the comparison of correlations of capital loss and housing unit trends for

these two periods, i.e. p,,, (C’:f” (1): Ny (t)) =0.97 versus -0.003 and p,,, (6‘;’;”" (1): P

house

(1)) =0.95
versus —0.03. There is an estimated decrease in capital loss of $0.23B from 1991-1999, all exposure areas

summed, a change of -1.3%. The contributions of mean trends in A

nois

_, f _
Piise » Nhouse accOUNt for 8., =

-6.6%, leaving a residual 6'6;,,., = -5.2% that accounts for the influence of propagated uncertainty. For the

subsequent period 2000-2004, capital loss decreases by $3.3B (4. = -21%, 6
-34%).

=-18%, 8. =

Coois
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The US General Administration Office (GAO 2001) estimates abétement costs associated with the ANCA
in the range $4.0-5.2B, outweighing apparent benefits estimated in this study by a ratio of 17-23. With the
generous assumption that capital gains over the period 2000-2004 can also be attributed to the phase-out

of Stage 2 aircraft, the cost-benefit ratio remains positive at 1.2-1.6 (cf. Morrison et al. 1999).

- In light of these results, further consideration of the ex post assessment of the Stage 2 noise phase-out rule
provides an example of how a unified treatment of environmental impacts, as in MAIPA, can recommend
a different set of regulatory goals. The noise analysis suggests that a $0.23B benefit was derived from the
retirement of older aircraft. As mentioned in chapter 3, correlations among trends in noise, VOC, and
PMnv are high, suggesting that the phase-out reduced aircraft with lower combustion efficiency as well as

‘noisy aircraft. If we include the air quality benefits of reducing VOC and PMnv, the phase-out benefit |
almost triples to $0.64B, indicating that the majority of environmental quality improvement was from

-reductions in air pollution by a ratio of 2:1.

' ) ) and average damage costs ( F(é;’jf

Distributions of marginal damage costs (F(E,';‘Zj

; )) are estimated

J
T
using equation 6.7 for each representative aircraft type j in each year T on a per-operation basis as the set
of evaluations for airports L for a change @, in the airport noise inventory. For ¢ | this change is
! : a4
and for &, @, = (Q,f/Qn)
T

- representative aircraft type contribution to the airport noise inventory.
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Table 6.1 provides tabulated statistics ( SEE%,.S =~ SE&::;’? <0.001). Marginal costs are O(100) smaller than

average costs.

190



Table 6.1. Marginal noise damage costs in the US 1991-2003

US commercial aircraft during the period 1991-2003 in 2003 $/operation. Values are averaged statistics summarizing an historical
analysis of US commercial air transport activity during the period 1991 to 2003

‘median (interquartie range] | median
b727 97  [56 190 33 [23 77
b737 45 [3.0 6.5] 18 [1.2 2.6]
dcImdso 12 [7.4 23] 47 [3.0 9.2
b757 3.7 [2.3 5.4] 15 [0.9 2.2]
b767 11 [6.8 16] 43 [2.7 6.4)
dc10 18 [12 24) 7.0 [4.8 9.6]
b7470 35  [19 74) 14 [75 29
dc9 28 [14 67] 11 [55 28]
b747 21 [14 35] 84 [5.7 14]
b7370 47  [25 99 19 [10 40]
a320 43 [3.0 6.0] 1.7 [1.2 2.4]
o1 17 [12 25) 69 [4.9 9.9]
md11 85 [6.2 12] 34 [24 4.7
b777 6.7 [4.7 10) 27 [1.9 4.1)
b737n 54 [3.9 7.9 22 [1.6 3.2]
b717 26 [1.8 3.7] 1.0 [0.71 1.5]
e145 0.78 [0.56 1.1] 0.31 [0.23 0.42]
tfan 20 [1.0 3.3) 0.80 [0.42 1.3]
tprp 0.56 [0.30 1.4] 0.22 [0.12 0.56]

Because of the shape of the damage curve, concave towards the x-axis as inferred from the logarithmic
dependence, average costs overstate the value of a reduction in operations. Note that while marginal
damage costs and housing capital are strongly correlated among airports ( p,,,, = 1), there is low
correlation between total operations and housing capital ( p,,, = 0.15); marginal costs are dependent on
where the aircraft is flown and have little to do with the size of the origin or destination airports. Marginal
costs rise from 1991-2003. This is because the marginal addition of a single flight to the base noise level
is a function of the magnitude of the noise inventory, so changes have more impact as damages decline.
This has to do with the shape of the damage curve where there is a declining marginal impact as noise

level increases.

Uncertainty in marginal and average damage costs is two-dimensional. The variance sourced to the

distribution across airports around the median shows coefficients cv as = cV @ = [1.7 1.9] over all
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representative aircraft type. Variance due to propagated uncertainties show coefficients cv s == cv fois = |
[0.69 2.2] dominated by uncertainties in noise exposure area with an insignificant contribution from the
estimated airport noise inventory (see comparison in figure 6.2). Thus, it is apparent from the analysis that
uncertainty associated with noise contours controls the value of improved precision in marginal noise
damages. Variance in marginal noise damages is additionally affected by uncertainty in the fraction of an
airport’s noise inventory attributable to the representative aircraft type; its magnitude relative to the
contribution of variance in noise exposure area is thus a function of location, generally accounting for

about half of the coefficient of variation.

6.5. Comparison of noise and emissions damage estimates

To close this chapter, we consider the place of noise mitigation efforts in the context of reducing air
transport environmental impacts. Figure 6.7 plots historical trends in annual damage costs, decomposed
by impact agent (e.g. NOx versus SOx) and grouped by impact vector (air quality, climate, and noise). In
figure 6.7, climate damages reference a discount raté of 3%, and for noise a discount rate of 7%
annualizes capital losses over a 30-year term. Figure 6.7 shows estimated annual damages of ~$12-15B
per year, increasing from 1991-2003; in perspective, this social cost equates to ~0.025% of US GDP, or

~13% of mean annual operating revenues, and exceeds the sum industry profit over the period 1991-2003.
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Figure 6.7. Damages from U.S. commercial aircraft operations 1991-2003

All

monetary values are given in 2003 dollars. The nominal scenario reports: (1) climate damages assuming a 3% discount rate

and IS92 growth; and (2) annualized noise damages at a 7% rate over 30 years, 1991-2003.
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The historical analysis outlines a challenge in obtaining future benefits from noise reduction:

The largest portion of welfare losses result from air quality impacts. In any given year, NOx, SOx, and
CO2 emissions compose ~85% of total damages. Noise is a relatively small and declining portion of
total estimated damages, accounting for less than 10% in 1991, and a declining contribution through
2003.

The trends suggested by the historical analysis show emissions impacts are growing while those due
to noise are declining. Yearly trends indicate that climate impacts are the fastest growing vector and,
thus, CO2 is the fastest growing impact agent. Estimated median annual climate damages increase at
a compounded annual growth rate of 4.1%, 4 times the estimated growth in fuel consumption

(0.95%). Comparatively, air quality damages increased at 1.8%, and noise damages declined at -1.3%.

In the context of cost-benefit analysis, comparative marginal damage results suggest a much stricter
efficacy constraint on the cost of noise abatement options. In comparison to the marginal damages of
NOy, SOx, HC, PMnv, and CO2 calculated on a per-flight basis, noise marginal damages are O(1e3)-
O(le6) smaller.

Though noise, air quality, and climate impact vectors trend in directions of increasing marginal

damage costs, the rate of increase for emissions vectors is faster than for noise over the historical
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period, indicating that the efficacy constraints imposed by marginal damages will not alleviate in the

near-term.

» Asthe ANCA reassessment presented earlier in this chapter indicates, technological approaches to

noise mitigation may be much less efficient than conventional wisdom suggests.

Considering that: (1) an estimated $10 in damages are sourced to emissions for every $1 sourced to noise
from commercial operations in the US; (2) damages from both climate and air quality impacts are driven
primarily by the activities of sources outside the air transport industry; (3) further reductionsvin noise are
expected through retirement of Stage 3 aircraft, both through economic and regulatory incentives; and (4)
noise and air quality continue to be addressed through regﬁlatory standards while an approach to
controlling climate impacts has not been established, we can speculate that a significant realignment in
resources away from noise reduction and toward emissions mitigation is on the ’ho’rizon. Decisioné like
the halting of Qantas flight procedure tests discussed in chapter 1 may favor the fuel efficiency objective,

and if tradeoffs are made, ground may be lost in reducing noise impacts.

With this in mihd, the results in this chapter recommend a thoughtful reconsideration of the steps best
suited to reduce n‘oiée impacts while attending to a growing envifonmental Stress from emissions. In
particular, these findings suggest the importance of a reexamination of the fundamental mechanisms of
how people Valﬁe reductions in environmental noise, with the goal of expanding oppoﬁunities to address
aircraft noise impacts. The next section discusses this approach from the perspective of structural

uncertainty in the noise model presented previously.

6.6. Structural uncertainties in noise damage estimates

We turn to the question of accuracy in the noise damage estimates by examining the results in the context
of conclusions using other valuation techniques; in particular, we ask whether damages are fully captured
by differences among house prices. The emerging literature on this subject suggests that hedonic
estimates are a lower bound. The full welfare impact of noise (or emissions) changes consists of: (1) out-
of-pocket costs and opportunity costs (e.g. depreciation in property values and relocation costs for
households that move), which value use attributes; and (2) welfare changes due to utility impacts

(including the loss of place-specific surplus for households that move, cf. Walters (1975)). We would
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expect annoyance to impact the last of this list, which is where revealed preference approaches to noise

valuation may fall short.

6.6.1. Caution on use of surrogates

It is useful to compare these annual values to commonly cited noise costs, which are sometimes proposed
as surrogates for the estimation of damages but often confuse external and internal costs. In particular,
while costs to market participants should be accounted in a benefit-cost analysis, they are not external to
current markets. For example, the costs of capacity limitations are sometimes used as surrogates for noise
damage costs. Congestion costs estimated by DRI-WEFA (2002), which include induced
(macroeconomic) costs related to the propagated economic effects of airline growth constraints, total

$9.9B (17% induced); however, these congestion costs are reflected in ticket prices insofar as they limit
supply.

Additional surrogates can be proposed that are similarly accounted for within the market, such as payment
of noise landing fees or payment of taxes that are then redistributed for noise mitigation purposes, but
none of these are necessarily measures of welfare. A tally of government outlays for noise mitigation is
essentially a non-preference method of valuing noise in that it uses actual expenditures as a substitute for
determining, via observation or elicitation, resident preferences for quiet. Based on annual compensations
to near-airport communities in the United States (ref AIP and PFC funding streams), this method of
valuation determines a $0.27-0.53B annual social cost. However, government outlays are tied to noise
only in the manner in which they are distributed (e.g. for households in the DNL 65 contour), not in the

way they are collected. Since they are politically determined, they could be either higher or lower than
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actual damages; these éompensations amount to about half of the property capital loss estimated via

MAIPA #

6.6.2. Capturing noise damages through property values

Transaction costs are high in the housing market. Bartik (1988) argues that the marginal damage curve
derived from second-stage analyses ignores important adjustment costs and thus underestimates benefits.
Evaluation of residual costs examines the effects of relaxing assumptions in the hedonic price method,
such as non-equilibrium effects, which can increase noise damages. Estimating residual noise shadow
costs using happiness measures for communities around Amsterdam’ Schipol, Van Praag and Baarsma
(2001) finds that house prices are not dependent on noise, such that the resid@ cQst accounts for the
welfare loss, a result attributed to disequilibrium in the housing market. The residual shadow cost is a
declining portion of income as noise level rises (cf. Van Praag and Baarsma 2004). This indication of
decreasing marginal costs with level of noise disturbance coincides with a similar conclusion in IWW/
Infras (2000) who, in reviewing the broader noise valuation literature, fsurvey margiﬁal costs lower than

average costs (30-60% of average costs).

6.6.3. Noise damages estimated using contingent valuation techniques

Stated preference valuation techniques, such as contingent valuation, recognize the importance of quality
of life issues in determining willingness-to-pay for environmental amenities (e.g. non-use attributes) and
hold promise for capturing the total value of a change in environmental quality. However, these

techniques are underdeveloped in application to noise and the distinction between the physical and

4This is perhaps most correctly compared to an averting behavior approach to welfare evaluation, where a good that is
complementary to a particular impact (such as soundproofing to noise) is identified and demand for the environmental quality of
interest inferred from its consumption. Averting behavior expenditures are underestimates of willingness to pay for poliution
reduction because they do not account for changes in personal utility as a result of the expenditure (i.e. there is some extra
monetary compensation that would be required to restore them to their original point before the expenditure was necessary, a
supplement to income). Kolstad (2000) gives a useful example related to noise that differentiates between an expenditure as an
averting behavior and one as a resultant cost. As Kolstad (2000) states, “by observing expenditures on the complementary private
good, we obtain a lower bound on the value of the environmental good or bad. The outside noise must cause at least as much
damage as expenditures on soundproofing.” There is a difference between the types of expenditures that fall into the category of
travel cost or averting behavior and the category of non-preference valuations that result from a political process. For example,
expenditures for soundproofing of homes is an averting cost behavior when a homeowner pays out of his own pocket. However,
when the government allocates a certain amount for soundproofing of homes there is often little evidence to support connection
to a welfare measure. If soundproofing or other such expenditures were categorized as an averting cost behavior, then the
amounts will typically understate the true WTP for noise reduction (Kolstad 2000). Averting behavior methods have been applied
to the valuation of noise reduction, but underestimate the true costs since the expenditure surrogates they employ do not represent
a removal of the noise. The origins of such applications can be traced to Pearce (1991), who used owner expenditures on
soundproofing to determine a cost estimate for neighborhoods around Heathrow Airport.
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psychological effects of environmental change remains vague. Whereas for an increase in noise the
compensating variation would be higher than the rent loss (in the economic sense), the opposite is true of
a decrease in noise (Brookshire et al. 1982)(Feitelson et al. 1996). This is a subtle observation; stated
preference methods estimate use and non-use values for improvements in environmental quality, but

comparison with actual damages depends on the direction of quality change.

Another perspective considers that prices may be increasing or decreasing over time; in the former case,
the hedonic estimate of the amenity value is an underestimate when a deterioration in environmental
quality is contemplated since valuation will tend to include some time delay in adjustment. A contingent
valuation methodology conducted in Tel Aviv (Feitelson et al. 1996) estimated that damages calculated
using the hedonic price method may underestimate WTP to maintain quiet by a factor ~5.5 This issue is
unsettled, as broader analyses have found mixed results for transportation noise (cf. Nelson 2007 see
Kish) and lower values from stated preference studies for broader applications among environmental
goods (Carson et al. 1996, see Kish). (cf. chapter 5 for further discussion of contingent valuation approach

in the context of air quality.)

6.6.4. Presence of wage-rent trades

The use of housing prices as a basis for valuation relies on the assumption that wage-rent trades, such that
increases in pollution are reflected in land prices as well as wages, do not exist locally. Recall that the use
of an hedonic price estimate of marginal damage cost assumes that disutility arising from extra noise (or
lowered air quality) is reflected in property valuations as opposed to wages, implying that pollution is not
a productive quantity for the airport. A group of studies applying alternative methods indicate that this
may be a real difficulty in measurement. Feitelson et al. (1996) finds that WTP declines with noise level,

suggesting this is because the number of people willing to buy a home decreases with noise level, thus

5 The accuracy of an HP result as an estimate of welfare gain requires that no compensation has been provided to resident (e.g.
soundproofing). If compensation has been provided, method would tend to overestimate welfare loss due to property value
depreciation to the homeowner, but still relates to a potential economic gain resulting from a reduction in noise for society as a
whole. As a matter of determining social cost, the concern that the valuation estimate does not properly account for compensation
provided to residents is related to equity issues, not efficiency. A program instituted to reduce noise will still result in appreciation
of housing values and additional utility to residents, regardless of whether they have been compensated or not. There is net
economic gain to be had, provided a sufficiently low-cost program can be designed. Thus, the question of compensation should
not come into play when evaluating a decision to implement a noise reduction program, but when considering questions of
equity. Compensation is a transfer of economic flows.
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selecting for more noise tolerant residents rather than an explicit income effect. However, these trends are
connected. For example, Palmquist finds income elasticities of willingness to pay for quiet of between

1.5-1.6, which indicate a luxury good such that higher incomes will pay disproportionately more for quiet.

Three studies have examined whether hedonic estimates are statistically similar, given differences in
locational characteristics, functional model form, and time of estimation (Nelson 2003, Shipper et al.
1998, Johnson and Button 1997). Shipper et al. (1998) reports a meta-analysis for hedqhic studies for
airports in the US and Canada that finds an important explanatory variable is the ‘relati\‘/e mean sample
house price, equal to the reported mean property value divided by the per capita income; this is a measure
of real wages adjusted for housing costs (Nordhaus 1996, Nelson 2003). The coefﬁcicntbn this variable is
positive, suggesting that as wages increase, people will tend to increase expendituré_s- on noise. Further,
with a negative constant in the regression, it indicates that at some low incomé level, Willingness to pay
would drop to zero. Thus, there appears to be an equity issue with the selection of low income residents

for high noise areas and subsequent depression of WTP.

6.6.5. Developing a more accurate picture of endpoints of noise impact

In sum, alternative approaches to estimating noise damages suggest that with the influence of annoyance
trends as included in the hedonic price function (marginal annoyance and other noise measures, such as
awakenings, increase with DNL exponentially), hedonic price studies may not capture the full welfare
loss (disutility not captured). And in the absence of noise, the marginal damage curve may shift as the
market for homes near airports expands (higher income residents enter), leadin'g to changes on a
macroeconomic level. Consider also that preferences cannot be expressed if people do not have the
relevant information; Pope (2007) finds that providing information about noise to potential buyers
reduced prices by an additional ~35% compared to a hedonic estimate without disclosure for Ldn of
60-70 dB areas around Raleigh-Durham. At the moment, HP studies are the available economic
benchmark for this study, but their assumptions as they apply to locations in the United States are yet to
be thoroughly tested. Asking the question of whether we are fully addressing the sources of noise

damages may usefully expand our options for reducing these impacts.
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7. Summary and conclusions

Planning technology investments to reduce the environmental impacts of aircraft operations has become
increasingly complex, particularly due to increased emphasis on the multi-criteria objectives of an
integrated environmental policy. The objectives of this thesis were to evaluate metrics to compare the
influence of aircraft performance characteristics on environmental change and methods to incorporate
integrated analysis in assessment tools. This work employs estimates of the environmental damages of

emissions and noise to compare impacts of changes in climate, air quality, and community noise.

This chapter first summarizes the five primary contributions discussed in chapters 2-6. It then presents
estimates for environmental trade-offs implicit in policy or design decisions for the US commercial fleet
from 1991-2003. The results presented in this chapter reference a discount rate of 3% for climate damage
estimates, and a discount rate of 7% to annualize noise-related capital losses over a 30-year term, with
damages given in 2003-$. Given the retrospective nature of the analysis and the changing environmental
costs, the estimates are not applicable to future scenarios, but they are illustrative of the kinds of analyses

that should be considered for future decision-making.

7.1. Integrated approach to air transport environmental impact assessment
Developed an integrated assessment approach to prototype the FAA Aviation-environmental
Portfolio Management Tool (APMT).

A probabilistic multi-attribute impact pathway analysis (MAIPA) was developed to model climate, air
quality, and community noise damages. MAIPA was developed as a prototype assessment capability in a
pathfinding effort that identified requirements for and contributed feasibility demonstrations to APMT.

APMT is currently under development for application to regulatory decision-making in the United States.

MAIPA was used to make an historical assessment of the environmental impacts of commercial aircraft
operations in the United States between 1991-2003. These impacts are characterized by inventory,
environmental, risk, and economic metrics, and, ultimately, estimates of environmental damages in terms
of aircraft performance parameters. The resolution of results is national and yearly, with the exception of

inventories, where results are quarterly.
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7.1.1. Fidelity

MAIPA models operational data, technological parameterizations, and environmental and socioeconomic
conditions. In this thesis, historical performance and operational déta limit scope to US commercial
aircraft operations. All iﬁputs are specified probabilistically and uncertainties are propagated using Monte
Carlo methods. The analysis adheres to the observational and theoretical fidelity of the data and

knowledge underlying the estimation of damages.

7.1.2. Inventories

Emissions, noise, and fuel consumption inventories were estimated using a representation of the |
technological and operational features of US commercial aircrvaftvin-service between 1991-2003, with
parametric inputs defined by open-source data for 19 representative aircraft types. Quarterly estimates are
prévided for 10 inventories: fuel consumption, gaseous emissions COz, H20, SOx, NOx, HC (as VOC),
CO, noise (as SEL. dBA), and PM (nonvolatile and volatilé). This sét of inventories is the first detailed

characterization of pollution trends for US commercial aircraft operations for the period studied.

7.1.3. Environmental models

The scope and resolution of parametric inputs, and the goal of providing timely decision analyses,
encouraged the dévelopment of reduced-order inventory and environmental models for MAIPA.
Consistent with the analysis scope and resolution, this study employs models of environmental change
that are reduced-order evaluations of the physical processes contained ‘in the higher-fidelity models
typically used in the regulatory context. Order reductions are possible because air transport impact agents
are either, (1) a small contribution compared to other sources (emissions), or (2) the dominant

environmental perturbation of its type (noise).

Models address change in climate, air quality, and noise. For climate, we use an impulse-response
approach to calculate probabilistic estimates of marginal, present-value climate change metrics inclusive
of radiatively-active species with different atmospheric lifetimes (cf. Joos et al. 1996). The model has
been implemented in APMT. For air quality, we use a parametric approéch to estimate changes in the
atmospheric concentrations of the criteria pollutants (NO2, CO, SO2, O3, and PM2.5). Changes in

pollutant exposure patterns are established usin g scaling arguments that draw on measurement data to
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represent geographic patterns as locational variability. For noise, MAIPA uses a statistical model to
estimate noise-exposed populations, based on a relationship between exposure areas (DNL contours) and
airport noise inventories. MAIPA environmental models capture large-scale uncertainties,
interdependencies, and dynamics that collectively provide an integrated characterization of impacts

mechanisms and a description of limitations in application to policy development.

7.2. Particulate matter impacts of aircraft emissions

Introduced a treatment of air transport particulate matter emissions, environmental fate, and
health impacts of particulate matter.

MAIPA shifts focus from pollution generation to the consequent risks, as contrasted with current
assessment mechanisms. One important addition was to extend the scope of impact assessment with a
comprehensive treatment of particulate matter emissions. To estimate particulate matter impacts, it was
necessary address the absence of data and methods to construct PM inventories in mass units, the basis for
epidemiological correlations with disease and mortality incidence as well as climate model estimates of
radiative forcing. Estimated particulate emissions indices were applied to evaluate the first mass-based
PM inventories specific to the operational performance of US commercial aircraft. This work identifies
precursor emissions (NOy, SOx, and HC) as primary sources of environmental damages through their

impact on ambient concentrations of PM2.5 and resultant mortality risks.

7.3. Uncertainties in impact assessments

Identified that the major source of reducible uncertainty in emissions damages stems from the
assumed extent of ozone and particulate matter production in the engine exhaust plume.

The role of the engine exhaust plume chemistry and microphysics was found to be a primary uncertainty
in estimating the change in ambient ozone and particulate matter concentrations due to aircraft operations.
This uncertainty derives from our limited understanding of how engine exhaust plumes evolve in the

lower troposphere and interact with other emissions sources.

Currently, large scale complex air quality models such as the EPA CMAQ do not include plume

production of ozone and volatile PM. Recent analyses using CMAQ), including an air transport study
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mandated by the 2007 Energy Policy Act, report <1% of estimated mortalities are from changes in

ambient ozone concentrations. Changes in ambient PM2.5 account for all other mortalities.

The air quality model developed for MAIPA specifies an uncertain ozone productivity that is a factor of
0.7 to 5 times the ozone productivity of the CMAQ analyses. Assuming a similar difference in PM
precursor production, MAJPA-estimated damages using CMAQ assumptions are reduced by
approximately 60%, equivalent to one-third of the sum air quality, climate, and noise damages. This is the

[argest reducible uncertainty in estimated damages.

7.3.1. Reducing uncertainties

Analyses conducted for each of climate, air quality, and noise impacts uniformly highli ght that parame’tric'
uncertainty in physical inputs and uncertainties in societal preferences for environmental quality lead to
uncertainties in damage estirhates that are similar in magnitude. For example, the analysis suggests that
managing the climate impacts of aircraft emissions is as much dependent on normative decisions :
underlying the specification of intergenerat,ibnal wealth distribution (e.g. discount rate) as on the (a) -
scientific understanding of carbon-cycle and climate processes, or (b) propagated parametric |
uncertainties. For air quality, the value of a statistical life has the largest estimated influence on mean-
shift. For noise, the uncértajnty in specifying the rate and term assumed to annualize damages is of the |
same scale as propagated uncertainty in the specification of exposure area, the dominant component of
parametric uncertainty in noise damages. In this context, improved technical capabilities have a limited |
role in reducing uncertainties. Potential biases due to uncertainties in environmental physics, the
physiologic responses and socioeconomic conditions that regulate health and livelihood risks, and the
preferences of societies are the largest deteﬁninants of the magnitude and change in air transport

environmental impacts.

7.4. Damages due to US aircraft operations from 1991-2003

The historical analysis suggests that, together, increases in ambient PM2.5 concentrations and surface
temperature resulting from aircraft emissions were the primary components of environmental damages

during 1991-2003. In any given year from 1991-2003, emissions of NOyx, SOx, CO», and HC together
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account for ~90% of median annual damages. Of these, only hydrocarbon inventories showed a decline.

Noise accounts for the remaining 10% with a declining share over the historical period.

The efficacy of climate mitigation options depends on knowing the value of reducing CO2 emissions
versus non-CO> emissions in the context of climate change. To do this, the assessment must account for
different timescales among types of perturbation to the atmosphere to distinguish between the longer-
lived direct impacts of CO; emissions and the indirect impacts of other short-lived microphysical and
chemical processes, such as the production of ozone or the decrease in methane residence time associated

with the emission of NOx.

The analysis indicates CO> and H>O emissions are the primary source factors controlling climate
damages. Results show CO; accounts for ~90% of annual climate costs at a 3% discount rate. At a 7%
rate, non-CO> contributions increase to ~60% of damages with an increased emphasis on short-lived

atmospheric effects; over 95% is accounted by increased cloudiness, attributed to H>O in this study.

Where results indicate that primary combustion products (CO2 and H,O) are the predominant agents of
climate damages, the estimated damages due to secondary combustion products (SOx, NOx, VOC, and
PM) are primarily through changes in air quality. While secondary products are also involved in climate
effects, their air quality impacts are estimated to be 2-3 orders of magnitude larger than their

contributions through climate vectors.

7.4.1. Factors affecting changes in damages with time

Identified that the most important factor determining changes in damages over time is the
dependence of impacts on the background environmental sensitivity.

The results of this study show that emissions reductions influence neither the magnitudes nor trends in
marginal damages because emissions impacts of US commercial aircraft are dictated by the progress in
controlling emissions from other sources. The attribution of trends to parametric inputs shows that air
transport emissions impacts are predominantly determined by the background environmental sensitivity.
Results show estimated changes in environmental metrics of ~1% due to commercial aircraft emissions.
Environmental sensitivities to emissions inputs in any one year are altered by an amount insignificant
compared to the change in responses over time. As a result, the economic and regulatory factors

controlling non-aircraft sources dictate marginal costs.
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The explanation of trends in emissions damages provides another important finding. From 1991-2003,
estimated annual climate damages grew at a median rate of 4% per year, twice the rate of annual air
quality damages and four times that of fuel consumption. These observations are explained by the
dependence of sum damages on the relative growth rates of air transport versus other source emissions.
Air transport emissions affecting both climate and air quality grow faster than non-aircraft sourées,
resulting in growth in’,dama'ges disproportionate to fuel consumption. Higher functional sensitivity on the

difference in growth rates accounts for the faster growth in climate as compared to air quality damages.

7.4.2. Policy choices

Because environmental interactions among CO2/H2O, the group of secondary products, and noise are at
most second-order to their respective damages, trade-offs are a direct functioh of interdependencies in the
aircraft system design. As a result, policy choices take on a broader context, involving trade-offs between
the large—séalé pelj'formance,of the air transport system toward mitigating global, long-term impacts (e.g.
climate), versus the smaller-scale, component-level metrics traditionally used to address short-lived (i.e.

air quality and noise) environmental impacts.

As COz and H2O emissions are proxies for fuel consumption, these results are strohgly suggestive of the
long-term value of impfovements in fuel efficiency and reductions in carbon intensity (relative to per-unit
energy). This does not imply that there is no value in mitigating short-lived effects, only that such action
exerts limited leverage against long-term climate change. Unlike noise impacts, the marginal costs of air
transport emissions impacts cannot be completely controlled through enddgenous technol‘ogical or
operational change. Without the ability to control the growth of marginal emissions damage costs,
decisions may be best served by identifying the most efficient combination of mitigation options. For
example, some control over cloud effects may be had in the near-term with the present fleet by altering
flight paths to avoid adverse weather conditions. The immediate benefits so obtained might justify the

COsts.
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7.5. Integrated approach to impact mitigation

Reassessed the environmental benefits of the aircraft retirements mandated by the 1990 Aircraft
Noise and Capacity Act.

From December 31, 1994 through December 31, 1999, FAA mandated a scheduled phase-out of portions
of the commercial fleet identified by their failure to meet a limit on noise levels (14CFR91.801-877
Subpart I: Operating noise limits). A reassessment of the environmental benefits derived from that
mandated phase-out of noisy aircraft during the 1990’s has been conducted, showing a different result.
Previous studies estimated a ~80% reduction in population exposure. In contrast, the reassessment
estimates a ~2% reduction, providing benefits 17-20 times lower than published estimates of abatement
costs. The difference is due to accounting for trends in both air quality and noise damages from 1991
2000 indicates emissions mitigation benefits of Stage 2 phase-outs exceeded benefits from noise reduction

by aratio of 2:1.

7.6. Trade-offs

Quantified the environmental trade-offs in decisions specifying aircraft performance for the
technology in the US commercial fleet from 1991-2003.

There are many trade-offs weighed during design of a new aircraft. Looking forward to the next
generation of aircraft designs, the central environmental dilemma is in determining an effective balance in
technology development that achieves benefits in environmental quality comprehensive of all impact

vectors. In short, we desire a clear design objective.

The traditional objectives of design toward regulatory standards are marked minimum NOx or minimum
noise. A more comprehensive perspective recognizes that different sets of environmental performance
characteristics can provide equivalent levels of welfare. This thesis estimates a damage function to
describe sensitivities to performance changes in the US commercial fleet from 1991-2003. The damage
function suggests a set of equivalencies that define a damage-neutral change to the air transport system
affecting any of the fuel consumption, fuel composition, emissions, and noise characteristics of the
commercial fleet. Tables 4.1,5.5, and 6.1 show medians and interquartiles for the 28 marginal damage
cost estimators as evaluated through MAIPA; emissions marginal damage costs are provided in the

denominations used for the damage equation $/EI.
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7.6.1. Elasticities of performance

Trade-offs are specified with comparisons among estimated marginal damage costs of emissions indices,
per-flight noise level, and fuel consumption. Figure 7.1(a) shows the trade-offs among fuel consumption
and emissions as elasticities—the percent change in fuel consumption that is equivalent to a percent
change in the emissions index. Figure 1.1(b) similarly plots the change in efficiency equivalent to a 1
dBA SEL change noise. Damage-neutral trade-offs between noise and fuel consumption vary by a factor
of 10 dependent on the policy definition of quiet—0.35 dBA SEL per 1%-m referencing the 55+ DNL

contour exposure area versus 0.038 dBA SEL per 1%-n referencing 65+ DNL exposure.

Figure 7.1. Fuel-emissions and fuel-noise damage elasticities
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Trade-offs quantified in this thesis are a set of probabilistic constraints on the direction of technological

change intended to increase expected benefits. Trade-offs help focus opportunities for research, design, or
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policy to reduce these constraints. One way to avoid trade-off complexities is to identify options that
bundle benefits. As example, nonvolatile PM inventories show the sharpest decline among all emissions
inventories, the result of a -1.6% annual rate of change in the estimated nonvolatile PM emisstons index
from 1991-2003. The cause of this decline was found to be the retirements of aircraft through the phase-
out mandates of the Airport Noise and Capacity Act of 1990. The technological correlation between noise,
and nonvolatile PM and VOC emissions that underlies this finding still exists in the fleet today; bundling

mitigation options into a portfolio-based policy can take advantage of these characteristics.

7.7. Next steps

Environmental law in the United States provides for a regulatory process designed to minimize
uncertainty in the objectives of these investments. To accomplish this, rule-making is coordinated with
developmental milestones to establish expectations for achievable emissions and noise mitigations.
Standards are negotiated periodically in reference to these plans, favoring stringency options that provide
the largest reduction in fleet emissions or noise per dollar technology cost. These procedures reduce the
risk that investments will fail to achieve compliance with standards. They are successful in this respect

because the requirements are controlled. Trade-offs challenge the certainty provided by this process.

Balanced technology goals will be realized by negotiating among mitigation objectives that are
established from a range of perspectives. Environmental, as well as infrastructure, safety, security, and
global technology leadership objectives place demands on available resources for air transport
development. The traditional regulatory process is not equipped to decide the proper balance for planning.
New technology development has found ways to make progress, but breaking these trade-offs remains a
stubborn impediment. There has been little attempt to evaluate environmental performance characteristics
specified by trade-offs. Working from an understanding of trade-offs, one branch of future work is to
characterize policy designs that best encourage improvements in overall environmental quality. Findings
in this thesis also emphasize the importance of understanding how such policies can be made most robust
to uncertainties that are only partially reducible, and what such methods recommend for technical

investigations.
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In this context, it is important to continue to ask the questions: (1) with what fidelity can we provide
assessment conclusions based on existing scientific understanding?; and (2) what capabilities are
important to expanding the contributions of assessments to decision-making? The highest priority
recommendations for future work are: (1) improving the characterization of air quality impacts,
particularly to clarify the role of exhaust plume production of precursors to PM2.5 and ozone, and the
apportionment of PM2.5 production among precursors; (2) evaluating the importance of extending
assessment capabilities to capture spatially-variable impacts, such as heterogeneity in the distribution of
radiative forcings, e.g. extend climate impulse response g(?) to g(x,f); and (3) determining the scale and

locations of macroeconomic shifts that may result in the presence of air transport environmental damages.

There are many possible approaches to mitigation. For-example: (1) attending to the ozone versus PM2.5
impacts of NOx; versus (2) decisions to cbntrol NOx, SOx, HC, or PMyy emissions to reduce air qualify
impacts; versus (3) the broader objectives for reductions in climate and noise as well as air quality; versus
(4) decisions that allocate resources towards emissions versus noise issues. National policy acts at the
broader end of this spectrum, while technology investment decisions are sérved by a higher resolution
specification of design requirements. This thesis demonstrates a means to achieve consistency across
these different levels of decision-making. There remains, however, the need evaluate constraints imposed
by policy-making, institutional or otherwise, in order to determine where increased resolution of impacts

would be most useful for decision-making.
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Appendix
1. Computation and analysis conventions

This appendix details the approaches to the specification of parametric, scenario, and structural
uncertainties, the computational implementation of uncertainty propagation, and the validation of results
where measurements may or may not be available.

All quantitative results are presented with two (2) significant digits
cf. Notation (at beginning of the document)

The Notation section at the beginning of this document defines symbolisms for ranges, intervals, and sets,

as well as all statistical parameters used in the thesis.

1.1. Specification of probability and distribution functions

To address parametric uncertainty and variability, each input variable is represented by a probability or
distribution function to describe the likely assignment of values. The important qualification for these
specifications is representativeness, meaning that we want to specify input distributions faithful to the
manner in which uncertainty (i.e. incomplete understanding, reducible) and variability (i.e. true
heterogeneity, not reducible) arise, with consideration of physical limits on parameter values (EPA 1997,

1999b).

The functional forms specified for input parameters are described throughout the text as they arise in the

discussion. All of these specifications following a common set of guidelines:

Little or no information about originating processes

*  Where no phenomenological information is available and where data are few, a uniform or triangular

probability function suffices, the latter in cases where a likely central value can be identified.

Parametric functions

*  Parametric probability functions apply where variance results from physical phenomena (e.g. normal

probability functions for additive process, lognormal functions for multiplicative process, €etc.).

» Physical limits can restrict variable specification to a known range of values, for which alternative
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parametric functions can apply. However, such applications are limited; often we understand a
process, such as random noise, but application of an unconstrained distribution in the context of a

simulation will result in non-physical values.

e Adecision has to be made whether to truncate or to apply a flexible parametric function that can

approximate with limits on tail extremes. This is a case-specific decision and is noted as applicable.

Nonparametric functions
» Nonparametric functions are employed where data are available to characterize variability or where

uncertainty results from extensive convolution of underlying physical processes.

»  Statistical models (e.g. regression) are in some places employed as an alternative approach to

representing trend and variability.

» Complex social processes are the primary area where goodness-of-fit parameter estimates provide a

model for describing the data.

1.2. Simulation technique

With simulation, it is possible to address uncertainties through both linear and nonlinear models in a
nonparametric fashion, if required. To determine the relationships between inputs and output, fewer
ass_umptibns are made about the nature of the random variables than with analytical methods. Input

distributions can be of mixed character, which is a requirement for the impact pathway analysis.

‘Parametric uncertainties and variability propagate through the impact pathway via Monte Carlo
‘simulation, a technique using statistical sampling to determine the distribution of model realizations
resulting from random inputs.! A sampling procedure is chosen and exercised to select, for successive
iterations, a set of inputs to run through the model. In the context of simulation, pseudo-random number
generators set an input matrix drawn from object probability or distribution functions. Several iterations
are accomplished using the pseudo-random draw, generating a probability distribution for the model

output.

1 Relative to analytical methods, Monte Carlo simulation is advantageous in evaluating complex systems such as the impact
pathway. Analytic methods typically require linearity assumptions to handle the propagation of uncertainties. It may be not be
possible to validate such an approximation beyond a small range around a particular result. Analytical methods also require that
the underlying model be differentiable near the point of interest.
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For this analysis, the extent of convergence is characterized by the standard error of the mean (SE) of the

output. The rate of approach is proportional to 1/ Jn 2

1.3. Assumptions of Monte Carlo simulation

Assumptions underlie the Monte Carlo technique that are similar to those of linear regression. First,
probability and distribution functions specified for input variables are assumed to faithfully represent the

generating process. Second, inputs are assumed independent.

Strict enforcement of the independence assumption is limited by the quality of data used to specify the
inputs. For example, in specifying aircraft performance, thrust and speed settings are governed and
connected by a set of control rules. However, without full knowledge of those control rules, the manner of

dependence cannot be specified.

In their absence, the assumption of independence is made, which introduces additional variability due to
the presence of unlikely or impossible combinations of inputs. The presence of such multicollinearity is
the most consequential in assessing the relationship between independent and dependent variables using
either a conditional or linear technique for inferring mean-shift and variance contributions (cf. section

AlS5Setseq.).

1.4. Choice of statistical descriptions of results

With a mixture of functional forms used to specify input parameters and other characterizations of
variability, the sample mean and standard deviation are poor characterizations of central tendency and
spread, primarily because all output parameter distributions are skewed and nonparametric. In this thesis,
the median and interquartile range are the preferred statistical characterizations. The exception is in
comparisons to data reported without statistical characterization or comparisons to deterministic model
results. In such cases, there is an underlying arithmetic average inherent or assumed; the mean and

standard deviation are more appropriate bases for comparison.

2 More efficient sampling procedures can be implemented to quicken the rate of convergence; for example, Latin hypercube
sampling.
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1.5. Estimation of variance and mean-shift contributions

An important benefit of the distributional output is that we can find where reducing parametric
uncertainties provides the most benefit towards reducing decision risk. Uncertainty in some inputs may be
more costly to minimize than in others. Simulation allows the relative efficiencies of input variance

reduction to be ranked to a degree limited by convergence error.

1.5.1. Difficulties with conditional expectation approach

Contributions to variance and mean-shift in output variables are most thoroughly ekplored using a
conditional expectation approach. In a simuiation framework, this involves observing the change in an
output probability function resulting from restrictions on the uncertainty in particular inputs in random
sa:rﬁpling. With this infonnation, the influence of an input can be mapped over a range of model |

computations to determine impact on the output.

The conditional expectation approach is avlarge computational burden; to be complete, all conditional
variations need to be evaluated, but only a finite number of simulations for a selected group of variables is
practicable. However, this is largely unnecessaify in MAIPA, particularly with respect to damage
estimates. There is often one primary influence and in those cases where there are several, their effect on

marginal damage estimates is washed out by the introduction of downstream uncertainty and variability.

1.5.2. Application of linear regression to identify important sources

Given the number of independent variables in the analysis and attendant computational limitations,
MAIPA uses linear regression to assess sources of variance var (y|x) and mean-shift Au(y) in key

output metrics. The mean-shift due to a change in xiis Au <y|xi> = ﬁx y / uy where the beta parameters
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are estimated using the regression coefficients (see footnote 3 for derivation). The ability of the linearized
model to capture these relationships is assessed via goodness-of-fit statistics. Confidence intervals are

specified for contributions to variance and mean-shift to show uncertainties in rank.

1.6. Conventions for estimating errors and differences

Quantification of the distance between compared results ( €) are calculated relative to the reference datum

or model result with the general definition as given in equation A1.1.

(AL.1) L8y, =(/ftqf u,';;“)/u‘:‘“

Equation A1.1 translates as, ‘... the mean estimated per-flight fuel consumption differs from the per-flight

fuel consumption calculated using U.S. DOT Form 41 reported fuel use data by (8 . 100)%

3 Referring to equations A 1.3, assuming random inputs xi are independent and the output y is well behaved in the area of

y = f(x,) , we take a Taylor series approximation for the function y = f(x;) around means pi of the random variables xi. Keeping
only the first-order terms, with the residual error less than or equal to the sum of the next higher-order terms, and using the
definition of variance, a linearized model results.

_) (x, —[.4, )dy+f2p dy+ cross - terms]

(A1.3) or=[>

The cross-term for the case of two independent variables x1 and x2is 2+ p(x, X, ) -0, *0,, where Q is the coefficient of
correlation. For the general case, the cross terms are 2-corr|x,,x; |-0,0; for i not equal to j. If the correlations among variables
is weak (i.e., the coefficients of correlation are small or identically zero on the correlation matrix off diagonals), then the cross-
terms are zero and we can approXimate the variance by the first term in equations A1.3.

The derivative dy/dx, is estimated by a linear multivariate regression model as y = f ( ) cognizant of its attendant assumptions
(i.e., representativeness, linear independence— no multicollinearity, homoscedasticity, uncorrelated normal errors, no systematic
error). Ignoring higher-order terms means that the linearized technique var (y f (x )) does not maintain all relationships among
input variables as in the conditional expectation approach, which looks to probe effects based on var(y Ix,.

The error in the variance model is the same as the error in dy/dx; , the error in the regression. coupling through the impact
pathway model, which, even if all variables are independent, can lead to nonlinearity. The linearized method reflects this in the
cross-terms via covariance, and this could be either positive or negative.
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Comparisons between results are typically presented as normalized variables to emphasize where the
comparative datum or model result falls within an estimated distribution. The normalized variable most
often used is written in equation A1.2 as a comparative datum or model result and the superscript ref

indicates the reference source (e.g. ref = F41).
(A12) (A-u?)/5, where u¥i
Using this variable, a value of zero means the reference datum or model result equals the calculated mean

estimate ﬁ while values of 1 and —1 demarcate the single standard deviations above and below the mean,

ref

|a-w|=

1.7. Descriptions and analysis of trends
e compound annual rate of growth (CAGR) for a specified period

« relative contributions of mean trends x versus residual x" accounts for the influence of propagated

uncenainty

. nonparametnc K-W hypothesis tests that are significant (p—O 05) indicate a cross-sectional resolution

that allows us determine trends
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Appendix
2. Benefit assessment in cost-benefit analysis

While the analysis and findings elaborated by this thesis derive from a formal evaluation of the welfare
consequences of air travel, this study is not a cost-benefit analysis. To reiterate, this thesis employs
welfare metrics to make primarily comparative conclusions to elucidate trade-offs and identify
improvements to current assessment practice, including where further scientific understanding is most
needed. This information is beneficial to decision makers independent of the framework chosen to
conduct policy discussions. However, a comprehensive cost-benefit analysis (CBA) capability is
envisioned as the next step in the expansion of AT-EIA capabilities and it is important to understand how
benefit assessments are applied in the context of CBA that derive from the considerations presented in this

chapter.

The damage function described in the previous section represents the opportunity costs resulting from
aviation emissions and noise impacts on people and their resource systems. Cost-benefit analysis entails
weighing environmental quality improvements, as expressed through the damage function, against the
costs of achieving changes. An account of environmental costs, such as provided in this thesis, is thus a
central element in any CBA conducted to assess research needs, design options, or to evaluate regulatory
approaches to internalizing aviation environmental costs. Traditional CBA implies a certain conception of
how we value decisions in the social aggregate. Social welfare is measured here by the value of
consumption, and to the extent that well-being can be represented in terms of utility, this metric helps
define the comparative desirability of decision options. CBA further implies that if total benefits exceed
costs, we should pursue a given option regardless of whether some individuals are worse off than before
(the Kaldor-Hicks compensation principle). This is Pareto-optimal in the sense that transfers could be
made such that everyone would be better off after the option is exercised (Kolstad 2000), but practically
such transfers do not necessarily occur. Nonetheless, CBA does identify distributional issues that have

significant implications for policy design.

To see the damage function and its relationship to CBA, refer to figure A2.1. There are many producers

(i.e. airlines) and many consumers (e.g. airport-local communities) of aviation noise and emissions.
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Figure A2.1(a) shows a notional marginal damage cost curve, relating a metric of environmental pollution

p and the marginal cost of an incremental change in environmental quality c.

Figure A2.1. Supply and demand for environmental resources

(a) an environmental good (e.g. quiet, clean air), and (b) a polluting good (e.g. air transportation services)

$ $
price price
(MWTP) (MWTP)

Crmdc

partial
internalization

pollution RPK

(a) (b)

The marginal damage curve generally increases with pollution, as shown here, but other shapes are
possible. Also shown is a marginal abatement cost curve, relating p and the cost of reducing emissions or
noise by an incremental amount (ca). The marginal abatement curve declines with increasing p since it
represents the savings to the firm by being able to pollute. For an airline, these savings may be in the form

of reduced capital (Ccap) and operating expenditures (Cop).!

A fundamental difference between c and ca is that the marginal abatement cost addresses a marketed good
for which prices are available. For example, there is a market for pollution abatement services that is

enabled by the ability to divide (excludable goods) and restrict access (rival goods) to such services. Thus,
the cost to reduce noise and emissions is associated with prices in the market. Comparatively, c represents

non-excludable and non-rival environmental goods for which there is no market because the medium of

! Uncertainties, existing economic distortions, and the non-competitive market structures evident in the air transport industry can
undermine an incentive policy. The availability of abatement options, technological, operational, or otherwise determines the
intersection between cmdc and cmac. The impact of an emissions restriction that pushes beyond the availability of abatement
options could be inefficient in the short-term. Depending on the nature of the restriction, a revenue stream could arise, for which a
use would need to be determined (e.g supporting innovation), or there could be a straight economic loss. It is uncertain whether
long-term options will become available (although there is an incentive to find options to be able to increase supply). These
market shifts need to be accounted if abatement costs are increased and environmental benefits realized. Thus, the analysis in this
thesis is necessary for policy design, but not sufficient.
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impact, air for example, cannot be divided or restricted in the same manner. However, we can derive
value for environmental goods by evaluating the trade-offs a consumer necessarily makes between these
goods and other ordinary goods in the presence of limited resources; this is the focus of consumer demand
theory. In the absence of a market, c(p) is constructed by asking consumers what they would be willing to
pay for environmental quality, or by statistically inferring that amount via their actions in other markets.
Thus, the marginal demand curve plots quality against marginal willingness-to-pay (MWTP), congruent
with price for market goods. In contrast to ca(p), we are interested in the aggregate MWTP for a given

quantity of the non-rival environmental good. The integral under the aggregate c curve represents WTP2

In the air transport context, marginal damages represent externalities to the extent that they are not
considered by producers (e.g. airlines) in making their supply decisions. The resulting market clearance is
thus not Pareto optimal and an economic inefficiency arises. This market failure generally occurs because
rights to quiet, clean air, or other environmental goods are defined poorly or not at all. This is often the
impetus for government intervention. Figure A2.1(b) shows an idealized picture of this situation (cf.
Schipper 2001). In figure A2.1(b), the supply curve represents the private cost of providing air
transportation services at various levels (measured by revenue passenger-km, RPK, in the figure). The
marginal damage cost in figure A2.1(a) is the external cost of transport services which when summed with
the private cost produces the marginal social cost curve cs(p). This is the total social cost of providing
services. In a perfect market, reflecting the marginal social cost in actual transactions, say via a tax or
charge, would change supply and price. However, c is uncertain, which leads to impreciseness or
inaccuracy in our determination of the efficient tax or charge to set. As suggested by figure A2.1, we are
concerned here with the costs related directly to production in the industry, not from manufacture or

disposal, and not from the presence of transport infrastructure.

In the cost-benefit framework, a public policy decision made to obtain a given change in emissions or
noise would be evaluated against the minimum sum of the change in environmental costs, C—the sum of

the shaded areas in figure A2.1(a)—and any costs incurred in achieving that change C,—the dark shading

2 This is akin to consumer surplus if the demand curve estimated is ordinary. This is a measure of welfare, although not
necessarily the preferred measure. Generally, however, the valuation methods for non-market goods employed in this thesis use
observed data that would result in ordinary demand and do not take steps to extend this to compensated demand where utility is
constant. For a more detailed theoretical development (cf. Braden and Kolstad 1991; Kolstad 2000; Haab and McConnell 2002;
Freeman 2003). To arrive at an aggregate ca(p) for the industry as a whole, we sum the abatement each producer is willing to
provide at a given price. The aggregate c(p) is the sum of individual marginal damage curves at a given quantity.
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in figure A2.1(a). This summation is minimized where the marginal damage cost is equal to the marginal
abatement cost, which, to ensure efficiency, should be equated across producers as described by equation

A2.1.The minimum is shown in figure A2.1(a) by the change p to p*.
(A2.1) min{C+Ca} or c=c,

This decision criteria, as well as the process developed in this thesis to estimate environmental costs, are
compatible with policy guidelines in the United States, Canada, and Europe (TC 1994; OMB 1996;
EAtHLG 1999; EPA 1999a, 2000; OMB 2003; FAA 2004). Note, however, that this formulation,
maximizing net .present value of surplus, assumes an underlying measure of welfare that is utilitarian and
not necessarily in corigruence with notions of sustainability (Chichilnisky 1996; Fankhauser et al. 1997,
Pezzy and Toman 2002). In particular, the criterion in equation A2.1 does not say how costs will‘ be
distributed through society. In séparating economic efficiency (or Pareto-optimality) fro‘mk other desirable
social objectives, such as equity, we are restricting ourselves to one framework for social choice. Other

useful decision frameworks exist, but none can be perfect (Arrow 1951; Arrow 1977) 2

For a given policy option &, the value of ¢, for a firm depends intimately on its technoiogical and
operational position. Under the neoclassical assumptions, an airline will ordinarily favor proposals that
maximize profit, which for pollution abatement expenditures would likely be at the lowest cost possible.
On the economic balance sheet, ¢, can be approximated to first order as C, , as in équat‘ion A2.1,fora
change in environmental quality or impact, measured by p, but only for the case where C, is linear. Where
C. is nonlinear, C, # C, and we must instead use the definition of marginal cost as in equation A2.3.
These costs affect the supply of air transportation services and may have multiplicative effects through the

- broader economy, resulting from changes in resources committed to providing such mobility.

3 We are also making the assumption that costs and benefits are finite in the formulation (i.e. not divergent with time; that is,
something can be done to stem impacts (cf. Tol 2003)).
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Figure A2.2. Roles of environmental decision-making and economic feedback
£ MAIPA

supply and demand abatement costs
for air transport services [etn)]
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Figure A2.2 depicts MAIPA within the broad context of a comprehensive cost-benefit analysis (CBA) that
considers the consequences of environmental policy decisions across a wide economic scope, showing the
physical, economic, and social flows of information that constitute the interactions we seek to influence.
Following the outlined paths, air transport activity (n), represented as operations or revenue passenger-
km (RPK), produces emissions and noise (q), changing environmental quality (e), affecting the economic
well-being of people through health and other impacts (w), such as those on ecosystems, which can be
expressed economically as damage costs c(w). Policy-makers, manufacturers, airlines, and citizens may
take various actions in response to these costs, considering the costs of pollution reduction, c(n). These
decisions affect the economy either directly through the primary markets associated with air
transportation (e.g. changing ticket prices), or indirectly through other avenues in the economy to impact
supply and demand for mobility by air (e.g. changing household production so that less income is

available for leisure).

These valuations must be distinguished from abatement and mitigation expenditures. Foremost,
abatement costs remain to be understood; technology options remain expensive, and the low marginal

costs attributed to noise and most emissions suggest a long wait between technology introductions under a
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traditional , cost-benefit analysis focused on Pareto optimality. Examiningi the comparative uncertainty in
¢i, Cn, and ¢, is a useful perspective from which to examine decision risks entailed in comparing policy or
design options; the expected value of reducing u_hcertainty in the welfare value of noise and emissions
impacts can be directly referenced to imprdved policy efficiency, enabling prioritization of research
agendas. Depending on the extent-of risk aversion, likely high given the magnitude of abatement costs,
certainty equivalents are potentially much higher than expected benefits. Market approachies may find
better use, but work in this area is limited. In the US, estimates place the total value of abatement and
mitigation expenditures (for all environmental impacts) at approximately 1-2% of US GDP, similar to

other industrialized countries.
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Appendix
3. Low complexity models of environmental performance

This appendix looks at the application of low complexity parametric models of flight performance in the
context of assessment practice. A performance model based on the Breguet equation highlights the

importance of flight distance specification to model error.

3.1. Aircraft performance and the Breguet equation

Aircraft performance can be generally described with the power balance shown in equation A3.1, which
relates the rate of work done by thrust (F) and drag (D) on the aircraft with the rate of change in potential
energy (i.e. due to altitude change) and kinetic energy (i.e. due to speed change). This is a constructive
form in the MAIPA context since it relates directly to energy change along the flight path, and thus gf. In
equation A3.1, W is weight, equal to m-g (mass times the gravitational constant), h is altitude, and uo is

the flight speed.
A3.1 Fu,=W—+——;—21+D
(A3.1) u + l\ 5 ) +Du

To first order, required F is set by aircraft size. The efficiency (1)) with which F is achieved is dependent
on engine thermodynamic cycle and component design. The basic relationships among fuel use, F, and 1
can be seen in equation A3.2, where F is specified for an engine with a single, core flow stream (e.g. a
turbojet engine). The approximate equivalence is achieved for conditions where 1 ¢ is a small part of

total mass flow through the engine, and where exit pressure, pe is equal to ambient pressure, po.!
(A32) F=meu,—m0u0+Ae(pe—p0)s mo(ue—uo)

Propulsive performance is defined by specific fuel consumption (SFC, e.g. mg/N-s). SFC can be related to

engine efficiency (o) as in equation A3.3, where LHYV is the lower heating value of the fuel (e.g. MJ/kg).

1 Thrust is produced when air moving through the engine is pushed out the exhaust at a higher speed than it entered (i €. at the
flight speed); Newton’s second law, F=ma.
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(A3.3) SFC=fo_to

F LHV-p,
- Engine efficiency is the product of propulsive (np) and thermal (nt) efficiencies. Propulsive efficiency
measures conversion of mechanical power (e.g. change in kinetic energy) to propulsive power (F-uo) and
increases as a smaller impulse is provided to a larger mass flow. Thus, for a given F, increasing engine
mass flow relative to intré—engine velocity change will increase np and decrease SFC. Where equal F can
be produced through a large impulse to a small mass flow or a small impulse to a large mass flow, the
latter option is the choice of civil applications for reasons of cfﬁciehcy and typically involves the use of a
second, bypass flow stream. This can be represented in equatioﬁ A3.2 by replacing ue with an exit
velocity equal to the appropriate average of the core and bypass flow streams. Thermal efficiency
measures conversion of fuel chemical energy to mechanical energy. Hi gher engine overall pressure rétio
and, for imperfect (i.e. non-isentropic) components, higher .turbihe entry temperature increase nt. Ideally,
for a given F required, u0, h, and limitation on peak températufe of the engine (e.g. by material
constraints), SFC is a function of the compressor and fan pressure ratios, and the bypass ratio of the

engine design.

The Breguet range equation shown in equation A3 .4 is an important simplification of the aircraft

performance equations, characterizing the role of technology in fulfilling flight goals.

(A34) gatelWD) i W )
8 SFC ( Wpayload + Wstrucm‘re‘-l- Wreserve }

The Breguet equation describes an aircraft in steady, level flight whére lift (L) just equals weight (W), and
thrust (F) just equals drag (D). Its typical use is to determine the maximum range (R) achievable for an
aircraft design represented by parameters describing propulsive, aerodynamic, and structural
performance. The specific fuel consumption (SFC) characterizes propulsive performance, u0 is the flight
velocity (here true airspeed), aerodynamic performance is described by the lift-to-drag ratio (L/D), a non-
dimensional parameter, and structural efficiency is described by the weight of the structure (Wstructure)

relative to the weight it can carry (i.e. payload, Wpayload; fuel used during operation, Wfuel; fuel reserve,
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Wreserve; and the structure itself, Wstructure).2 The resulting estimate for range using equation A3 4 is a
maximum because several flight segments are not accounted (i.e. idle, taxi, take-off and climb, and

descent and landing).

3.2. Breguet-based low complexity estimation of aircraft fuel consumption

A low complexity approach to estimating aircraft fuel consumption can be drawn directly from the basic
Breguet formulation of the aircraft performance equations. With a slight reorganization of equation A3 .4,
a model equation for fuel efficiency can be derived from the Breguet equation; from fuel efficiency, an
estimate for per-flight fuel consumption can be obtained. The Breguet-based specification is the least
complex performance formulation that can capture the influence of both technology and service use.
Considering the MAIPA approach in the context of the Breguet formulation highlights the minimum
performance representation sought in its development for this thesis. Equation A3.5 shows per-flight fuel
consumption as the product of fuel efficiency (nf) and a nominal flight distance (dsl) where fuel efficiency
is defined in units of fuel mass per unit distance. In the equation, nseats is the number of seats,
approximated as Wpayload / Wpsgr, nft is the flight time efficiency, an empirical operational parameter
that is the ratio of minimum flight hours (related to R) to total operational hours.3 The flight time
efficiency corrects for the influence of inaccurate utilization specification, due to ground and flight delays,
and non-cruise operation, but does not account for inaccuracies in fuel reserve amounts, non-reported
weight elements, and variability in performance parameters during the flight. Fuel consumption

inventories are then calculated with the summation of per-flight fuel consumption over all operations.

qj = dsl 'nf
g SFC 1
(A3.5) =d, We, '
qf ! Juel uo (L/D) In [1 + (quel /Wpayload + Wsrrucrure + Wreserve)] ) nff
Qf = nops .qf

2 The flight velocity can be alternatively represented by the Mach number (M), which is a more useful parameter since cruise
operation is typically specified with constant M.

3 Fuel efficiency defined in units of energy per unit available seat-distance are typically 1-2 MJ/ASK. For regional aircraft, the

range is 1.5-3 MJ/ASK. Historical trends are given in Lee et al. (2001) and Babikian et al. (2002) for large commercial and
regional aircraft.
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Using a database of technology parameters for 23 large aircraft types flown by U.S. airlines during the
period 1991-1998, Lee et al. (2001) estimate a fleet fuel consumption accuracy of +/- 20% againsf the the
same parameter calculated from F41 data. Babikian et al. (2002) find similar results for regional aircraft.
Breguet approximations are valuable as technology trending and forecasting metrics, and can be applied
to a large portion of the historical record to assess the technblogical and operational changes in the air
transport system.# However, the Breguet approach lacks a flight profile definition and is thus too low
resolution for ATEA practice; a distinction must be made among near-airport operations (terminal area
and the landjng—takéoff cycle, LTO) in order to correctly address eﬁﬁssidns‘ and noise impacting local

communities via changes to air quality and those resulting in climate perturbations.

3.3. Importance of flight distance specifications in low complexity models

The impoftant lesson from experience with the Breguet approach is that the specification of flight distance
is crucially important to accuracy; without the flight time efficiency correction applied, equation A3‘ Sis
highly inaccurate for short-haul flights. The flight rules selected for design evaluation using a proprietary
model are often dependent on the launch customer for é new product and thus specific to a particular
‘market application. Once introduced by an airline, an aircraft may' be frequently operated off the design
evaluation optimum, both with respect to stage length (or market aﬁplication) as well as speed and
trajectory selection. Thus, flight distance needs to be relevant to market application and the performance
specification must be flexible enough to account for the changes in performance resulting in off-
specification use. For MAIPA, these findings are applied in the choice of aircraft model aggregations into
representative aircraft types, first specified by matching flight distance among types, then further divided
within these groupings so that the spread in technology performénce is minimized, constrained by the
performance model fidelity (cf. next section). This second step reduces the elasticity required in the
aircraft performance model and thus improves chances for reducing complexity toward the objectives

discussed in chapter 2.

4 Lee et al. (2001) specifically assess equation A3.5 as a predictor of reported flight distance through a comparison with F41 data.
Using technology parameter values gleaned from public sources (and verified by manufacturers), dSL estimates without the flight
time efficiency correction were greater than reported by 10-30% for long-haul types and as much as 120% for short-haul types.
Correcting for flight time efficiency, remaining deviations were reduced to ~10% over all aircraft. Babikian et al. (2002) find the
uncorrected fuel efficiency results, on average, in 1.6 times higher error for regional jets compared to large types; however,
applying the flight time efficiency reduces errors to similar levels.
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Appendix
4. Historical operations data and representative aircraft types

This appendix describes the activity data available through DOT Form 41 and Form 298C and its use as a
source characterization input to MAIPA. It also details the approach to aggregating certificated aircraft
types into representative aircraft type groupings to characterize the technology operating in the historical

aircraft fleet.

4.1. Operational statistics for US commercial air transportation

This study uses historical operations data collected by the U.S. Department of Transportation (DOT)
Bureau of Transportation Statistics (BTS) under Parts 241 and 298 of Title 14 (Aeronautics and Space) of
the U.S. Code of Federal Regulations (14 CFR 241 and 14 CFR 298), otherwise known as Form 41 and
Form 298C data, respectively. Large certificated air carriers report traffic statistics via Form 41.
Certificated carriers that do not meet this classification (small certificated air carriers) and passenger air
taxi operators (commuter air carriers) are required to report via Form 298C; these carriers operate

regionally.

Each form is divided into schedules. Of relevance to this thesis are Form 41 Schedule T-2 (F41T2), which
summarizes data reported in Schedule T-100 by aircraft type, and Form 298C Schedule A-1 (F98A1). The
analysis accounts for scheduled and nonscheduled domestic and international operations with at least one
point of service in the United States or its territories for revenue passenger and revenue cargo service.
Both F41T2 and F98A 1 are reported quarterly. Military operations, as well as general aviation activity for
business, recreational, or personal use, are not included. The revenue focus additionally excludes piston-

powered aircraft.

Although traffic data for large certificated air carriers are available monthly via Form 41 Schedule T-100,
quarterly data is used to maintain internal consistency of resolution with other data sources. Data
components used in the analysis are listed in table A4.1. Only revenue aircraft-miles flown and revenue
aircraft departures performed contribute to estimated costs. Fuel use and the additional data listed are

employed for validation purposes only.
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Table A4.1. Operational statistics provided by DOT Forms 41-T2 and 298C-A1

921: AIRCRAFT_FUELS — Aircraft Fuels (gallons)
The amount of aircraft fuels issued, in U.S. gallons, during the reporting period for both revenue and
nonrevenue flights.

410: REV_AIR_MILES — All Services, Revenue Aircraft Miles Flown

Revenue aircraft miles flown are computed in accordance with the airport pairs between which service is
actually performed; miles are generated from the data for scheduled aircraft departures (Code 520) times
the interairport dlstances (Code 501)

510: REV_DEP_PERFORMED — All Services, Revenue Aircraft Departures Performed
The number of revenue ajfgrgﬂ 7departurgs:Ecierjformed

650: AIR_HOURS — Total Aircraft Hours Flown (Airborne)
The elapsed time, computed from the moment the aircraft leaves the ground until it touches down at the
next landing. This includes flight training, testing, and ferry flights.

630 :AIR_HOURS_RAMP — Aircraft Hours, Ramp-to-Ramp

The elapsed time, computed from the moment the aircraft first moves under its own power from the
boarding ramp at one airport to the time it comes to rest at the ramp for the next point of landing. This
data element is also referred to as ‘block’ and block-to-block aircraft hours.

140: REV_PAX_MILES — All Services, Revenue Passenger Miles (000), Total
Computed by multiplying the interairport distance of each flight stage by the number of passengers
transported on that flight stage.

240: REV_TON_MILES — All Services, Revenue Ton Miles, Total
Ton miles are computed by multiplying the revenue aircraft miles flown (410) on each flight stage by the
number of tons transported on that stage. (Note: sums RTM_PAX,, RTM_FREIGHT, a_p_c_jBTMfMAIL)

247: RTM_FREIGHT — All Services, Freight Revenue Ton Miles
Equals the volume of freight in whole tons times the interaiport distance

249: RTM_MAIL — All Services, Mail Revenue Ton Miles
Equals the volume of mail in whaole tons times the interairport distance

320: AVAIL_SEAT_MILES — All Services, Available Seat Miles (000), Total B
The aircraft miles flown on each flight stage multiplied by the seat capacity available for sale

Definition of seats available: installed seats in an aircraft (including seats in lounges) exclusive of any seats
not offered for sale to the public by the carrier; provided that in no instance shall any seat sold be
excluded for the count of available seats

Definition of seat-miles available: revenue: the aircraft miles flown on each flight stage multiplied by the
number of seats available for revenue use on that stage

410: AVAIL_TON_MILES — All Services, Avallable Ton Miles, Total
The aircraft miles flown on each flight stage multiplied by the available capacity on the alrcraft in tons

AIRCRAFT_HOURS — Aircraft Hours
AIRCRAFT_MILES — Aircraft Miles

AVAIL_SEAT_MILES — Available Seat Miles
AVAIL_TON_MILES — Available Ton Miles
DEP_PERFORMED — Aircraft Departures
REV_PAX_MILES - Bevenue Passenger Miles

REV_TON_MILES — Revenue Ton Miles
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There are important limitations to highlight. Complete fleet coverage, defined by airline data reporting of
better than 99.995%, is available only for 1991 to present. Prior to 1991, activity and fuels-issued data are
incomplete or missing for some air carriers. This, and BTS restrictions on data release, limit the analysis
to the 13-year period 1991 through 2003. Additionally, only scheduled service is reported on F98A1, with
no categorization by aircraft type and no record of fuel use. Since most of this activity is conducted using
regional aircraft, and given the coarse representation of such technology in this study, assumptions are
required to attribute emissions and noise performance parameters to these data; later sections provide

details.

4.2. Representative aircraft types

This thesis constructs aggregations of certificated aircraft types to account for fleet technology based on
fidelity considerations. A certificated aircraft type is a logical fundamental unit of technology with respect
to environmental impact. For a commercial aircraft, the primary mission is driven by the business of
efficiently moving people and goods between locations in a safe manner. This determines the design

characteristics of an airframe-engine combination.

Major product features critical to this objective are fuel economy, reliability, maintainability, and
environmental performance. These are offered at a cost, are to some degree correlated, and are variously
traded to determine the final form of an airframe-engine combination that will satisfy demand in a
particular market segment. The A380 case discussed in chapter 1 is an example of such trades as they
pertain to environmental performance. Over the five decades of modern air transport, product
requirements have led to a measure of design and operational standardization exemplified by the limited

variability in aircraft planform and assignment of mission rules.

4.3. Construction of representative aircraft types

MAIPA represents technological performance in the fleet at a resolution suitable for comparing the
magnitude of environmental costs across fleet segments. We wish to differentiate aircraft by market
application—as defined by mobility, not equipment configuration (e.g. number of seats, aisles, engines)—
with as complete coverage of fleet activity practicable, here measured by number of departures and

kilometers-flown for the relevance of these metrics as environmental drivers. Flight distance relates
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directly to divisions among mobility markets; equipment decisions correlate longer flights with larger
aircraft, which tend to have more engines and aisles. Larger differences among aircraft with regards to
energy use are attributable to operational rather than technological differences; further discussion of this

point is found in appendix AS.

Through average stage length, each representative aircraft type describes a particular market use, which
may correspond to many different city-pairs. Policy and design choices are made using distinctions
among technologies and categories are limited by the fidelity of input data, including activity and
performance. This also makes it possible to selectively substitute for individual aircraft types in

prospective analyses of changes in damage costs resulting from technology introduction.

Each individual airframe-engine combination cannot be specified uniquely. To arrive at distinct
categorizations, identified by non-overlapping activity, fuel use, emi‘ssions, and noise specifications,
aircraft models are aggregated. Generally, this means that the differenCes between representative types are
characteriZed by significant technology advancement relevant to environmental performance in
comparison to market predecessors. Specification of types at the resolution of city-pair markets is not

consistent with the resolution-of the input data.

To represent technology in the historical fleet, representative aircraft types were constructed from in-

- service technology as summarized for large types in table A4.2 and regionals in table A4.3. Other
categbrizations have been used for environmental analyses or other analyses pertaining to the air transport
markets. Equivalencies are shown in tables A4.2 and A4.3 for commonly cited sources, including the type
certification sheet designations and categorizations used by the Forecasting and Economic Sub-Group

(FESG) of the ICAO Committee on Aviation Environmental Protection (CAEP).
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Table A4.2. Representative aircraft type assignments for large DOT aircraft model identifiers with
type certification and FESG equivalents

gray-shaded entries indicate out-of-production models

'b747 819/ Boeing 747-400 B747-400_types  -400 1989; -400D 1991 FESG: 301-400
3)  820/Boeing 747f B747-200F -200F 1972
I B747-400F  |-400F 1993
b757 622/ Boeing 757-200 B757-200 1982 FESG: 151-210
623/ Boeing 757-300 B757-300 1999
r 626 / Boeing 767-300/300er B767-300 1986 FESG: 151-210
625 / Boeing 767-200/200er B767-200 1982
624 / Boeing 767-400 B767-400ER 2000
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a320 694/ Airbus Industrie A320-100/200 A320-100/200 series |-111/211 1988; -231 1989 FESG: 100-150
-212 1980, -232 1993
-233 1995; -214 1996

698 / Airbus Industrie A319 A318-100 series -112 1996
-111/113/114/131/132 1997
698 / Airbus Industrie A321 A321-100/200 -111/112/131 1995

-211/231 1997

b777 627 /Boeing 777 B777-200 -200 1995; -200ER 19897 FESG: 211-300

B777-300 1998
BY77-300ER 2004
b737n (614 / Boeing 737-800 B737-800 1998 FESG: 100-150
(5,6,7) 612/ Boeing 737-700/700Ir B737-700 1998
none B737-700C 2000 FESG: 151-210
634 / Boeing 737-900 B737-900 2001
615 / Boeing 737-5/600ir nfa n/a FESG: 151-210
633 / Boeing 737-600 B737-600 1998
b717 i608/Boeing 717 B717-200 1999 FESG: 100-150
Table notes:

(1) no —200F F41 designation

(2} not a separate Boeing or type cert designation for B737-300Ir

(3) —400 is similar to ~300; -300 is similar to ~200 with a stretched upper deck; -sp is essentially a long-range version of =100
(4) no -20 F41 designation, No activity reported for DC-9-15f over period considered.

(5) -600/700/800 all under same type cert

{6} no separate certification or Boeing designation, assumed same as —-600

{7) no —=700C F41 designation

(8} no 20 Boeing or type cert designation

(9 no —10F, -40F, or 15 F41 designation

(10) no —11F F41 designation
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Table A4.3. Representative aircraft type assignments for regional DOT aircraft model identifiers
with type certification and FESG equivalents

gray-shaded entries indicate out-of-production models

629 / Canadair Rj-200er
Sk ~ | |461/Embraer Emb-120 Brasilia
674 / Embraer-135 1441 / Aerospatiale/Aeritalia Atr-42
itish . £ 416 / Cessna 208 Caravan
628 / Canadair Rj-100/Rj-100er 483 / Dehavilland Dhc8-100 Dash-8
835 / Avroliner Rj85 h 442 / Aerospatiale/Aeritalia Atr-72

866 / Aerospace Bae-146-300

-145 1996; -145ER 1996 :
-145MR 1998; -145LR 1998
-145XR 2002; -145MP 2003
-145EP 2003

675/ Embraer 145 |EMB-145 series

H

|
H
i
; |
| {
; H
|
|

4.4. Coverage of US commercial aircraft operations 1991-2003

There are 19 designations, 16 for large aircraft operations, 3 for regionals, with one additional generic

specification. Only designations with adequate data to describe performance were considered. In addition,
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based on experience with computational overhead, only F41T2 designations for which revenue aircraft
departures performed or revenue aircraft kilometers (RAK) flown represented >0.3% of fleet totals

individually, or >0.3% as a group with other F41T2 designations, were used to construct representative
aircraft types. For each representative aircraft type, there is typically a dominant aircraft model (i.e. the

model that accounts for most departures or aircraft kilometers), denoted by underscore.

Collectively, representative aircraft types account for ~95% of departures performed, RAK flown, and
aircraft fuels issued as reported on F41T2 for the period 1991 through 2003. The remaining 5% is
specified as a fleet average, generic representative aircraft type. Data reported on F98A 1 increase total
departures by 25% and RAK by 7%. A summary of cumulative activity coverage is given in table A4 4;

an extended tabulation of data concerning activity coverage is contained in table A4.5.

Table A4.4. Representative aircraft type coverage of US commercial aircraft activity 1991-2003
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Table A4.5. Detailed statistics for representative aircraft type coverage of US commercial aircraft
activity 1991-2003

b757 Total 7471 6.7% 14091 1% 70334 9.8%
622 / Boeing 757-200 7427 99.4% 13994 99.3% 69862 99.3%
623 / Boeing 757-300 4 06% 97  07% a7 0T%

b767 Total 2715 2.4% 9365  7.4% 59461 8.3%
626 / Boeing 767-300/300er 1672 62% 5884  63% 37983 64%
625 / Boeing 767-200/200er 949  35% 3223 34% 19637 33%
624 / Boeing 767-400 9% 3% 258 3% 1840 3%

b747  Total . il
819 / Boeing 747-400 Lo
820/ Boeing 747t |
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|a320 |Total
E 694 / Airbus Industrie A320-100/200

[ 698 / Airbus Industrie A318

! 699 / Airbus Industrie A321

b777 627 /Boeing 777 372 0.3% 2029 1.6% 16874 2.3%

b737n [Total 2002 1.8% 3190 25% 11913 1.7%

3 614 / Boeing 737-800 1072 54% 1844 58% 7140 60%
612 / Boeing 737-700/700Ir 905 45% 1801 41% 4620 38%
634 / Boeing 737-800 25 1% 46 1% 153 1%

615 / Boeing 737-5/600ir - - -
633 / Boeing 737-600 S - - __
b717 608/ Boeing 717 1817 1.6% 1285  1.0% 2486  0.3%

€145 675/ Embraer 145 311 0.3% 237 0.2% 921 0.1%

ITota!
1629 / Canadair Rj-200er

674 / Embraer-135

628 / Ganadair Rj-100/Rj-100er
1835 / Avroliner Rj85

i 866 / British Aerospace Bae-146-300
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461 / Embraer Emb-120 Brasilia :
| 441 / Aerospatiale/Aeritalia Atr-42 1706 10% 523 10%

14%
416 / Cessna 208 Caravan 1705 10% 394 7% 0.4%
483 / Dehavilland Dhc8-100 Dash-8 1641 10% 449 8% 8%

442 / Aerospatiale/Aeritalia Atr-72

469 / British Aerospace Jetstream 31
R L

gidl

Notes:

(1) <<1% of DC-10 activity reported for DC-10-30cf and DC-10-20 over period considered.
(2) <<1% of DC-9 activity reported for DC-9-15f over period considered.

(3) no activity reported for Boeing 737-5/600Ir, 737-800 over period considered.

Absent from these lists are DC-8, A300/A310, and MD-90 models, each of which are older and/or
discontinued models fading from the U.S. fleet. In addition, newer large aircraft models entering the U.S.
fleet, for which limited or no activity data exists, include new A380,A330/A340, B737,and B777
models, several of which have completed certification within the last few years. There is a bias error
introduced due to the lack of full fleet coverage, downward in terms of inventories and environmental
costs aggregated at the national or airport level, but the sign of bias is ambiguous for fleet emission

indices or marginal cost estimates.

As shown in table A4.4, most missing contributions fall into the large transport category. To account for
this error, an estimated correction to inventories is introduced before deriving average or marginal

quantities based on averaged emissions and noise characteristics for the portion of the fleet specified by

235



representative aircraft ;types. This process provides a generic large transport representative aircraft type in

a manner similar to regional turbofans and turboprops.

4.5. Treatment of regional aircraft

Data are not available to fully characterize the regional fleet, particularly where noise and emissions
performance for many smaller engines have not been publicly reported. Even where such data are found,
measurement fechniques have been inconsistently applied across engine models, and comparisons are
suspect. Also, a large portion of regional activity is reported without attributionté an aircraft model via
FO8A 1. Some of these data issues have been addressed by Babikian et al. (2002), but only for the purpose

of examining fuel use.

As identified in table A4.3, only the Embraer 145, a turbofan-powered aircraft, i‘s‘ treated similarly to its
larger counterparts. The Embraer 145 is well-characterized by existing data usmg emissions and noise
measurement techniques similar to those standardized for large commércial aifcraft. Other regional types
are repreéented by summary categories, one for turbofans and another for tufboprops, but no piston-

powered models.

MAIPA treats all regional activity reported via F41T2 as distinct from the E145, and all activity reported
on FO98A1 with weighted average specifications for emissions and noise perfdrmance based on these
categories. Njoise and emissions inventories calculated in this manner are for comparison only to
determine the relative magnitude of contribution to overall damage costs. No $peciﬁc policy or.design

decisions should be made on the basis of results for the generic category.

4.6. Aircraft categorizations by service application

4.6.1. Basic types by flight distance

For inventory calculation, types were assigned to one of three categories organized by reported mean
flight distance. The categorization derives directly from the population of F41T2 quarterly reports. Table
3.1 in chapter 3 summarizes fleet categorization and assignment; the shading again designates types no
longer in production. The number of dcpartures or kilometers-traveled was used as an activity weighting

to develop parameter distributions in the probabilistic analysis. When distributions for emissions are
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generated for a representative aircraft type, the contributions of sub-types are determined by cumulative
kilometers-traveled over the period considered. This is a relevant weighting since inventory emissions
depend on total fuel burn, which is a strong function of kilometers-traveled. Similarly, a departures
weighting is used for determining aggregated noise characteristics. These distributions are also shown in

table A4.5; the listing order is by fuels-issued.

4.6.2. Apportionment of operational activity to freight service

Freight is separated in this analysis from passenger service. F41T2 and FO8A1 specify freight activity by
revenue ton-miles; departures are not called out specifically. Table A4.6 estimates the portion of activity
accounted by freight relative to passenger service. In calculating the ratio of freight to total mass flown,
the mass of a passenger (including baggage) is assumed to be 90.7 kg (200 Ibs). The portion of fuel
expended in freighter operations trends downward at rg”' = -0.27% and a declining fraction of large

aircraft fuel use, from 21% to 16% .
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Table A4.6. Estimated apportionment of US commercial operations to freight service 1991-2003

622 / Boeing 757-200
623 / Boeing 757-300
626 / Boeing 767-300/300er
625 / Boeing 767-200/200er
624 / Boeing 767-400

819/ Boeing 747-400
820 / Boeing 747

a320 694 / Airbus Industrie A320-100/200 | 5%
698 / Airbus Industrie A319 4%
699 / Airbus Industrie A321 |

627 /Boeing 777

b737n |614/Boeing 737-800 3w
612 / Boeing 737-700/700ir 4% §
634 / Boeing 737-900 3%
b717 608/ Boeing 717 ] 1%
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e145 |675/Embraer 145 S

ttan 629 /Canadair Rj- OOGr- -

674 / Embraer-135

628 / Canadair Rj-100/Rj-100er
835 / Avroliner Rj85

866 / British Aerospace Bae-146-300
tprp
461 / Embraer Emb-120 Brasilia

441 / Aerospatiale/Aeritalia Atr-42
416 / Cessna 208 Caravan

483 / Dehavilland Dhc8-100 Dash-8
442 / Aerospatiale/Aeritalia Atr-72
469 / British Aerospace Jetstream 31

4.7. Use of airport-specific operational data

In the absence of geographic specificity for local and regional effects, airport-specific operational and
demographic data are aggregated probabilistically using a sample of airports. The resulting probability
function conveys geographic variability to the damage function. A unified source of airport-specific
operations data does not exist for the US that differentiates by aircraft. These data are necessary for the
consistent evaluation of local effects, both air quality and noise-related. Total historical airport operations

since 1976 are available from issues of the FAA Terminal Area Forecast (TAF), but not at the resolution
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of representative aircraft types.! As a compromise, operations were disaggregated among major airports,
and thus counties, using a distribution of operations developed for use in the FAA Model for Assessing

Global Exposure to the Noise of Transport Aircraft or MAGENTA (CAEP 2001b, 2001a).

In application to MAIPA, this database is applied to partition operations reported via F41T2 and FO8A1
among major airports in the US and makes it possible to localize the evaluation of changes in
environmental variables. Only the 96 airports in the US (out of 1724 civil airports worldwide) for which
detailed operational and route data are available are used in this analysis. Operations at these airports are
categorized by aircraft type using the descriptive conventions of INM version 5.2a and derive from the
scheduled passenger, cargo, and charter operations reported in the Official Airline Guide (OAG ref).
Using the OAG in éombination with tower operations records obtained directly from-each airport, the

MAGENTA database spc’éiﬁes the average daily number of operations for each INM-type aircraft.

One difﬁculty in applyihg tﬁe'MAGENTA database is that its total operations counts are inconsistent with
DOT reported daté. Thé:'.OAG is a near-term forecast based on expected schedules repdrted by airlines.
This is qualitatively differént)fromthe FA1T?2 and FO8A 1 data, which are historical. At the time this
analysis was completed, an airCraft-type differentiated activity database was available for 2002 only. The
96 MAGENTA airports do not cover all operations reported on F41T2 and F98A; there are 22% fewer
operations reported‘ for 2002 than for MAIPA representative aircraft types.2 By government agreement,
airports in the MAGENTA database must remain anonymous, designated only by an index, so it is not
possible to fully explain these differences. This is an impetus for a generalized model of noise exposure,

treating this 96 airport set as a sample for the purposes of determining marginal damages.‘

To associate demographic data with each of these airports, it is necessary to designate a specific location
for each of the 96 indices. It is likely that the 96 airports correspond to one of the 134 large, medium, and
small hubs reported in the TAF for 2002. To attribute demographic and air quality data, airports were

matched to counties based on a likelihood indicator composed of the root mean square of population

1 The TAF designates airports in the US as either large, medium, small, or non-hubs, based on the number of enplanements
handled. Large hub airports each process >1% of total enplanmenents; medium hubs, small hubs, and non-hubs process
0.25-0.99%,0.05-0.24% and <0.05% respectively. There were 32 large hubs, 35 medium hubs, 67 small hubs, and 340 non-hubs
in 2002.

2 Comparing total MAGENTA opérations (including military and general aviation) with operations at the 134 TAF airports
suggests that the MAGENTA airports account for approximately 62% of reported movements.
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density and number of operations. Table A4.7 lists representative aircraft type assignments for

MAGENTA aircraft model identifiers using this procedure. To represent the uncertainty in using this

method to identify airports, data for the three airports most closely matching the MAGENTA indicator

value were carried through the analysis, combined through Monte Carlo sampling to derive demographic,

air quality, and operations parameters for each airport location. To estimate costs associated with changes

in noise (and air quality) in a manner consistent with the DOT activity data, total MAGENTA operations

were summed over all airports and scaled by a factor equal to the ratio of these operations to total F41T2/

FO98A 1 operations for the associated representative aircraft type. This reconciliation preserves the ratio of

movements among all airports for a specific representative aircraft type, and changes the ratio of

movements among representative aircraft types at a specific airport by < 5%.

Table A4.7. Representative aircraft type assignments for MAGENTA aircraft model identifiers

« aircraft models are listed by their DOT Form 41 identifiers

« gray-shaded entries indicate out-of-production models

b757

757PW 757RR

b767

767300 767400 767CF6 767JT9
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b777 (777200 777300 'none

b737n 787700 - 737800 4

b717 717200 _ o none -

€145 [EMBISEMBIAL B none i

ttan | BAE146 F10062 F10065 F28MK2 F28MK4 . none

tprp | CVRS80 DHCB830 EMB120 SF340 DHC8 BAC111 BEC300DHC6  ATR42 BEC200 DO328 FK70
~|DHC7 HS748A SD330 SAMER2 SAMER4 )




Appendix '
5. Flight performance model

This section describes the definition of the nominal representative aircraft types flight profile in reference
to flight procedures, and the parametric model of aircraft performance used to estimate flight operation

and time-in-mode.

5.1. Flight distance specification

Distributions for flight distance are detennined using quarterly F41T2 data from 1991-2003. Flight
distance is calculated as total RAK divided by total revenue departures performed (RAD) for the F41
identifying codes corresponding to the aircraft models specified in tables A4.2 and A4.3.! Given the .
limited number of values (n = 52), it is not pos‘sibleyto specif_y a form for the long-term distribution that

characterizes distance data. Thus, the probability distribution is specified based on this data as:
(A5.1) P(d,,) = P{unif,min(d,,), max(d,))

This restricts MAIPA to estimation of fleet-averaged performance for any representative aircraft type.
This distribution applies to the average flight over time, not the flight-to-flight variability within a

particular time period.

5.1.1. Corrections for deviations from great circle flight distance

- Reported distance data are based on city-pair great circle stage lengths. In service, dsl will be longer as a

result of air traffic controller or pilot decisions to deviate. A distribution for deviation in latitude and

! Scheduled rather than actual departures should be used because RAK in F41T2 is determined based on scheduled departures as
detailed in table A4.1 (cf. appendix 4). However, scheduled departures are not available from the U.S. Bureau of Transportation
Statistics, thus the use of actual departures. This introduces a upward distance bias into the analysis of an unknown amount.
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longitude ( Ac}s, ) is derived from an analysis of actual trajectory displacements calculated as the

difference between FAA ETMS radar-tracked flight positions and great circle routes (FAA 2003b).2

Deviations 5<d ﬂ) are input as perpendicular great circle distances from the halfway point of the flight
using the experimental distribution 3(0’ ﬂ>= Pex[midpoint deviation]; the deviation increases with flight
distance. The revised distance is calculated as the sum of two great circle routes to and from the newly
located halfway point. Because the Pex[midpoint deviation] is derived from individual flight statistics, it

overestimates the deviation contribution to variance by an unknown amount.

5.2. Flight profile segmentation for performance schedules

There are several options for setting flight rules given the description in equation A3.1 (appendix A3).
Using aircraft control inputs, any pair of flight speed, throttle (F), and rate of climb/descent (dh/dt) can be
specified to set performance, given a description of aircraft drag and weight. Flight rules are also
significantly influenced by safety regulations, air traffic control, and navigational requirements.> These
restrict possible sets of performance characteristics, particularly at altitudes below ~3 km where airspace
hazards increase. From the perspective of MAIPA performance modeling, this is advantageous since it

reduces variation among model types.

5.2.1. Flight profile segmentation by performance mode

For MAIPA, vertical flight profiles, h(t), are described in nine segments (nseg = 9). Four operational
modes below the nominal mixing height (h<bl) are set for the landing-takeoff (LTO) cycle: idle/taxi, take-
off, climb, and approach. For the LTO cycle, trajectories are specified through standardized methods
reported in the Society of Automotive Engineers (SAE) Aerospace Information Report 1845 (AIR, see

SAE 1986) for the FAA Integrated Noise Model (INM, see Bishop and Mills 1992; FAA 1999).

2 A simplified implementation of the FAA dispersion correction, which is specified as a function of distance, is used. For MAIPA,
a distribution of lateral deviations is specified at only the midpoint of the flight, from which a randomized deviation is selected.
The factor (Asl) is then determined using a geometric argument in equation E5.1.

(ES.1) Ag =4 + Ady, ) [dy

3 Within the boundaries of flight rules and physics, there is variability in flight profiles among aircraft types dependent upon
market application, which correlates with aircraft size. For design and market evaluation, ma