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ABSTRACT

When a boundary layer develops over a bed that is
hydrodynamically rough at a length scale or scales larger
than the grain size (a macrorough bed), as is usually the
case where bed forms are present, it is necessary to
distinguish among total boundary shear stress and its
components, form drag and spatially averaged skin friction.
It is known that the mean-velocity field reflects the
composite boundary shear stress. Above about one roughness
height above the tops of the roughness elements, the velocity
does not vary horizontally. Its vertical profile is
semilogarithmic and scales with the total friction velocity
uxy and total roughness length zot. This region is here
called the integrated logarithmic layer (ILL). Below the ILL
the velocity varies horizontally in response to the irregular
boundary; this region is called the surface layer.

In the first of two sets of experiments reported here,
skin-friction measurements were made with an array of
flush-mounted hot films at four points on the stoss slope of
one of a field of two-dimensional immobile current ripples.
Total boundary shear stress was also measured, as were
mean-velocity profiles in the ILL and the surface layer. The
ILL behaves as described above. Although surface-layer
velocity profiles are semilogarithmic, their semilogarithmic
slope is not proportional to the local skin-friction
velocity, so they do not locally obey the law of the wall.
Rather, the velocity field can be decomposed into a spatially
averaged rotational component and a local inviscid
perturbation. The measured skin-friction field is consistent



with a simple model for sediment transport over the bed forms
except near reattachment, where the fluctuating skin friction
is important. The data are also consistent with the
drag-partition theories of Einstein and Barbarossa (1952) and
Engelund (1966). Normalized skin-friction spectra do not
vary with streamwise position but do vary with Reynolds
number; skin-friction probability density functions show
significant increases in skewness and kurtosis near
reattachment but do not vary strongly with Reynolds number.

In the second set of experiments the skin-friction vector
field was measured around isolated hemispheres, with model
sedimentary tails one and four obstacle heights long and
without tails. The measured skin-friction fields are not
consistent with deposition along the obstacle-flow centerline
downstream of reattachment, which occurs about two obstacle
heights downstream of the trailing edge of the hemisphere.
This applies for local bed-load erosion and deposition and
for general deflation of the bed, and is not substantially
altered by the presence of either tail. Measurements were
also made of skin friction, total boundary shear stress and
ILL velocity profiles over h,B-rough arrays of hemispheres
with and without tails four roughness heights long, at two
areal densities. The skin-friction field in the denser array
is significantly distorted from that around an isolated
element. The measured skin friction in both arrays is
significantly greater than that given by a drag-partition
formula proposed by Wooding et al. (1973). The roughness
length z,t for both densities is not changed by addition of
the tails.
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1. Introduction.

l1.1. General. Much of physical sedimentology involves
consideration of the motion of fluid and sediment over
boundaries irregular on one or more scales. Bed forms are
among the commonest sources of irregularity, and they are of
particular importance geologically because in many cases they
produce a sedimentary record that is distinctive and
potentially rich in paleoenvironmental information. In the
analysis of modern environments, bed forms play an important
role as natural current meters; the information they provide
is potentially most valuable in places such as the deep ocean
where direct measurement of currents is difficult and
expensive. Interpreting both the ancient and the modern bed-
form records amounts to deducing flow properties from
observations of bed-form characteristics. This may be viewed
as an inverse problem in which the forward problem is to
determine the properties of bed forms developed under a given
imposed flow field. This forward problem in itself is
extremely complex: the simplest elements to which it can be
reduced form a coupled, turbulent system of flow and sediment
transport under locally nonuniform conditions. 1In the face
of this it is not surprising that the most productive
approach from a sedimentological viewpoint has been direct
and empirical (Southard, 1971; Dalrymple et al., 1978; Harms

et al., 1982).
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As in any branch of science, however, such empirical
information must always be supplemented by analysis aimed at
providing an understanding of why the results have the form
they do. Apart from the aesthetic pleasure such
understanding provides, without it we cannot assess the
stability of empirical results to changes in conditions from
those under which they were obtained. Spatial and temporal
variations in scale and magnitude of flow and in sediment
properties all affect bed forms in nature; to evaluate the
effects of all of these empirically we would have to generate
an enormous catalog of data. A more effective approach is
one that combines theory with well-placed critical
experiments.

So much for putting the general problem of bed-form
dynamics into geological perspective; it still needs to be
reduced substantially to bring it within range of the
available means of attack. I mentioned above that any
bed-form theory must involve consideration of both flow and
sediment transport over irregular (henceforth "rough")
boundaries. I have chosen to concentrate on the flow,
because the flow field must be understood at least near the
boundary before there is any hope of calculating the sediment
transport. There are, however, complex problems relating to
the sediment transport as well. Some of them will be
discussed in section 2.53, but the main emphasis in this work

will be on the flow and the tangential bottom stresses it

sets up.
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The nature of the boundary shear stress depends on the form
of the boundary, as illustrated by the three cases shown in
figure 1.1. 1In all three, it is assumed that the boundary
layer is steady, uniform, and unstratified, and that no
sediment transport is occurring. ("Boundary layer" will
usually be used in a general sense to mean that part of a
wall-bounded shear flow in which shear stresses generated
near the wall are dynamically important. Occasionally,
though, it will be necessary to distinguish among pipe,
open-channel and developing boundary layers.) More detailed
discussion of most of the following review can be found in
Tennekes and Lumley (1972, ch. 5), Arya (1975), Townsend
(1976, ch. 5), and Smith and McLean (1977).

Consider first a turbulent boundary layer developed over a
perfectly smooth surface (figure 1l.la). (We will see
presently that many real surfaces are "smooth enough".)
Although the boundary layer is fully turbulent, as we
approach the wall the viscosity must become important to
satisfy the no-slip condition. Hence the flow near the wall
is viscous-dominated; at the wall the Reynolds stress is
extinguished and the instantaneous boundary shear stress T,
is given by To=pv(3U/3y)o, Where p and v are the fluid
density and kinematic viscosity respectively, and U is the
instantaneous velocity at height y above the bottom (figure
l.2). The subscript zero indicates that both the stress and

the vertical derivative are to be evaluated at the bed.
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In a turbulent flow T, and U can be divided into
time-averaged and fluctuating parts. Nearly all of the flows
to be considered in this work will be turbulent; variables
describing them will be distinguished as follows. All
literal references will be to time-averaged quantities unless
stated otherwise. Among symbolic references, lower-case
letters or overlining will denote time-averaged quantities,
primed lower-case letters will denote temporal flucuations,
and upper-case letters will denote total instantaneous
quantities. Thus A=a+a' where a=(l/ta)zaAdt), and ty is a
time scale long compared with those of the turbulent
fluctuations.

Anticipating that t, as well as v may influence the flow
field near the smooth wall, we define a kinematic mean shear

2 having units of velocity and called the

stress u*=(ro/p)1/
friction velocity or shear velocity. Then a natural length
scale is v/ux and the velocity field near the bed is given by

u = fg(UrY) 1.1
u* \Y

Far from the wall, in the outer part of the flow, the
turbulence begins to be affected by the finite height of the
boundary layer D, so D becomes the length scale. Since the
outer scaling is to be viewed as being applied from the
surface downward, we refer the velocity to the surface
velocity ug; it should also scale with ux, on the grounds

that whatever is the overall driving force on the flow



19

Figure 1l.1.

Sketches of smooth, rough, and macrorough flows
(left) and corresponding mean-velocity profiles
(right). Multivalued profiles are for different
streamwise positions.

VDL - Velocity-defect layer

LL -~ Logarithmic layer

BL - Buffer layer

VSL - Viscous sublayer

ILL - Integrated logarithmic layer

SL - Surface layer
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Figure 1.2.

v

General Cartesian coordinate system (x,y,2z)

and corresponding velocity components (u,v,w).



(usually gravity or pressure), it must be balanced by the
boundary shear stress. Hence for the outer layer

ug-u = g(¥) 1.2
U* D

Millikan (1939) showed that by requiring that both (1l.1)
and (1.2) hold in some "overlap region" the velocity profile
there is specified to within two empirical constants:

u = ajln(¥*¥) + ap 1.3

U% \Y
This relation was originally derived in a different way, so
to maintain consistency aj is usually written as 1/« where «
is called the von Karman constant. Much has been written
about the constancy of k; it certainly has the value 0.4 in
smooth flow for the three general types of boundary layer
named above over the range of Reynolds numbers attainable in
the laboratory. This makes (1.3) a very powerful tool: it
is relatively difficult to measure ux directly, particularly
in field experiments, but it can be determined from (1.3) as
ux=¢du/d(1ln(y)). Making the required velocity-profile
measurements is usually relatively straightforward.

The numerical value of aj is of less interest for our
purposes. It is similarly constant at about 5.0.

So for a smooth turbulent boundary layer the velocity
profile looks as shown in figure l.la. Immediately above the
bed there is a viscous-dominated region called the viscous
sublayer in which the profile is linear: (u/u*)=(uxy/v).

This is overlain by a buffer or transitional region and then

22
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the logarithmic layer; the velocity profile there is often
loosely referred to as the "law of the wall" although
strictly speaking this governs the two layers below as well.
Beyond this is the outer or "velocity-defect" region,
governed by a form of (1.2) that varies according to whether
the boundary layer is fully developed in a pipe or in an open
channel, or is not fully developed.

Now consider a turbulent boundary layer over a uniform bed
of coarse sand of diameter h (figure l.1b). By analogy with
flow about an isolated sphere one would expect that, if
velocities near the bed are large enough, flow separation
should occur around the grains and the resulting wakes should
disrupt the velocity field. We define a roughness Reynolds
number R* = uxh/v; empirically, if R* is greater than about
5, the viscous sublayer is affected by the presence of the
grains, and if R* is greater than about 70 (fully rough flow)
it is completely destroyed in a formal sense. Of course,
there must still be a viscous-dominated region on the surface
of each grain to satisfy the no-slip condition, and with it a
viscous shear stress. Continuing our analogy with the
behavior of an isolated sphere, however, we expect the
dominant part of the drag on the grains to be pressure or
form drag induced by the separated flow about the grains.

The boundary shear stress, in which this drag is averaged

over the bed, is thus independent of viscosity and so of Rx.



The scaling arguments outlined for smooth flow can be
extended to the fully rough case, provided we exclude from
consideration the region very near the bed where the grains
affect the flow field individually (figure 1l.1b). The length
scale in the law of the wall includes the viscosity, which is
clearly inappropriate here; it is natural instead to choose
h, the grain height, as the inner length scale. We retain ux
as the scaling velocity and write the law of the wall as

U fr(Y) 1.4
h

U*

The outer flow, on the other hand, includes no explicit
dependence on v so there is no reason to modify (1.2) for
rough flows. In an overlap region where (1.4) and (1.2) are
both valid, we obtain the rough-bed equivalent to (1.3):

U = a3ln(Y) + ay 1.5
U h

It is one of the most fundamental and remarkable results of
the study of turbulent boundary layers that a3 = aj; that is,
that the relation between ux and du/d(ln(y)) in the
logarithmic region is the same in both smooth and rough
flows. On the other hand, a4 is different from the smooth
case and depends on the geometry of the roughness. It is
usual to rewrite (1.5) as

v - lin(Y) 1.6
U K ZO

where z, is called the roughness length; it is a length scale
proportional to the scale of the roughness. The constant of

proportionality depends on the roughness geometry. (Here I

24



am generalizing slightly from the example of closely packed
sand under consideration to similar kinds of small-scale,
uniformly distributed roughness.) For closely packed
sand-grain roughness, zo=h/30.

It is possible to imagine sediment transport under either
smooth or rough conditions as described above, although for
the smooth case the viscous sublayer is disrupted by the
moving grains (Gust and Southard, in press) and the length
scale in Rx may need to be redefined. 1In any case the force
propelling the sediment is the boundary shear stress pu*zz
for both kinds of boundary layer considered so far, this is
the average tangential force per unit area on the grains.

Now suppose we have a similar situation =-- a bed roughened
with large (say a few centimeters), closely packed spherical
grains -- but imagine them to be laid in a single layer on a
flat, smooth surface. Water flows over the bed so that ux is
about 1 cm/s and Rx is a few hundred, comfortably above the
limit for fully rough flow. What happens if we remove grains
one at a time, leaving individual grains surrounded by smooth
surface (figure 1l.1c)? (It would be necessary to adjust the
mean velocity continuously to keep the boundary shear stress
constant.) The large grains still separate the flow, exert
form resistance, and shed wakes that locally disrupt the
viscous sublayer. But the no-slip condition implies the
existence of a viscous-dominated region near the wall: at

the bed surface the boundary shear stress has the same
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viscous form as it does on a smooth wall: 10=pv(aup/ayn)o,
where yn is locally normal to the bed and has its origin at
the bed surface, and up is the velocity locally parallel to
the surface. Such small-scale, local shear stress is known
as skin friction. Due to gradients in pressure and
turbulence intensity induced by the presence of the large
grains, the skin friction varies with position over the bed.

We may define the total bottom stress 1ot as

T, = i(fponydA‘ + g?v(ﬁgp)onydA') 1.7

ot A A n

where A is an averaging area that includes a number of
roughness elements, A' is a true wetted surface area, Po is
the local pressure on the boundary, ny is the vertical
component of a unit vector normal to the surface, and up is
the velocity parallel to the surface. This is the total
boundary shear stress acting against the flow, so that in a
wide, uniform open channel of depth D and slope S,

= DS 1.8
Tot P9

The first term in (1.7) is called the form drag (tof); it is
meaningful only in a spatially averaged sense. On the other

hand, the skin friction (t1og) is the integrand in the second

term; it is a well-defined local quantity although it enters
the total bottom stress in spatially integrated form.

The boundary layer over a bed of widely and perhaps
irregularly spaced roughness elements is thus considerably
more complicated than either a rough or a smooth boundary

layer; it really combines elements of both. The work to be
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described in this thesis is aimed at clarifying aspects of

this type of flow, which will be referred to as macrorough.

Most of the further discussion of macrorough flow will be
left to later, more detailed sections, but a few additional
general comments should be made here. First, each of the
three boundary shear stresses in (1.7) -- 1ot, Tof, and

Tog —— can be converted to a friction velocity ux = (10)1/2.
In light of the role of ux in scaling velocity profiles,
embodied in (1.2), (1.3) and (1.6), one would expect the
composite nature of the boundary shear stress to be reflected
in the velocity field. We can get a rough idea of how this
works by considering the consequences of a general increase
in the length scale of the turbulence with height, which in
turn is a simple kinematic result of the increasing distance
of the eddy centers from the wall (Townsend, 1976, p. 156
ff.). As eddies become larger, they respond more slowly to
changes in strain rate, and as their distances from the wall
increase, they are advected more quickly by the mean
velocity; the net result of both effects is that the area of
the bed to which the turbulence responds increases with
height in the flow (Townsend, 1965a). (These ideas will be
developed in more detail in section 3.53.) Since the total
bottom stress 1ot is spatially averaged by definition (1.7),
it can be a valid scaling parameter only above some height at

which the turbulence is large enough to average the variable

bottom stress. This height cannot be less than some small



distance above the tops of the roughness elements
(empirically, it will be seen in section 2.32 to be about one
roughness height), because the form drag, included in (1.7)
as an integral of pressure on the boundary, appears in the
flow as excess Reynolds stress generated in the wakes of the
roughness elements. One must be somewhere above the tops of
the roughness elements before the wakes will have merged to
produce a Reynolds-stress field that is uniform in the
streamwise direction. Below this, the velocity and
turbulence fields vary spatially in response to the rough
topography.

Combining all of the above, the following picture emerges.
In macrorough flow, the spatially integrated region well
above the tops of the roughness elements corresponds to the
logarithmic layer given by (1.6); it will be referred to here

as the integrated logarithmic layer (ILL). In deriving the

profile law (1.6) for fully rough flow, a single friction
velocity equivalent to u*y emerged naturally as the velocity
scale because there was no need to consider the details of
the viscous shear stress on the grain surfaces. But in
macrorough flow there are areas between roughness elements
where the boundary shear stress is purely viscous;
furthermore the disposition of this viscous stress and its
contribution to the total boundary shear stress both depend

on the geometry and arrangement of the roughness elements.
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These complications make it necessary to distinguish
explicitly in macrorough flow between the resistance to flow
caused by local, viscous stress -- the skin friction -- and
that caused by the integrated boundary pressure field -- the
form drag. 1In the ILL, however, both contributions are
combined. To find an image of the variable skin friction in
the velocity field, we must look at flow closer to the bed.
Below the ILL, the flow field varies spatially in response
to the rough topography; such a region will be referred to

here as a surface layer. In the smooth areas between

roughness elements, extension of our scaling argument for
purely smooth boundary layers suggests a surface-layer
velocity profile scaled with a local "skin-friction velocity"
u*s=(vaup/ayn)o)1/2 and the viscosity. Here one must be
careful because it is not obvious to what extent the wakes
affect flow near the bed. This will be discussed in more
detail later on, but the possibility of such a locally
governed sublayer should be kept in mind.

The careful distinction that has been drawn between the
two components of the total bottom stress may seem pedantic,
but it is not. Think again of our prototypical macrorough
bed: large, isolated roughness elements arranged on a flat
surface. Now imagine that this surface is made of sand fine
enough that the flow is locally smooth, at least as long as
no sediment transport is occurring. The forces on these

small grains are determined by conditions in their immediate
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vicinity. They are not directly dependent on the form drag
carried by the large roughness elements; rather the
tangential stress on the fine sand at any point is given by
the skin friction. To understand sediment transport on the
bed, knowledge of the distribution of skin friction is
absolutely necessary -- although, as mentioned earlier, once
the sand begins moving, this can itself alter the skin-
friction field. It is straightforward to extend this picture
to the more familiar one of sand moving over a field of
ripples or dunes (figure 1.3). The elements of macrorough
flow described above are all present: flow separation occurs
at the bed-form slip face, giving rise to a strongly
turbulent wake and to form drag, and there is a local skin-
friction field that varies spatially. The main additional
complication is that bed slope as well as wake relaxation
contributes to the variability in skin friction. The
behavior of a sediment wave is determined by the relation
between the topography and the variation in sediment
transport over it (Smith, 1970; Middleton and Southard, 1977,
p. 7.26 ff.). The latter depends on the skin-friction field,
which in turn is controlled in large part by the topography.
Thus, understanding the skin-friction field and its relation
to topography is an essential part of understanding bed-form
stability and dynamics.

Several more general points about macrorough flow are worth
mentioning before we move on. As we have seen, the ILL is

equivalent to the logarithmic layer in smooth and rough flow;



FREE-SHEAR LAYER
WAKE

//f:/ - o . | . . ) \\\\>i""j‘f———_

7 -

. v STOSS SLOPE
LEE RECIRCUL ATION
SLOPE REGION
REATT ACHMENT
POINT
- L .

Figure 1.3.

General features of a bed form and its associated flow field.

1€



32

its velocity scale is ux¢ and its length scale is zot. These
are both integrated scales, characteristic of the bed as a
whole. The friction velocity uxty is defined implicitly
through (1.7); the roughness length zot is a function of the
geometry of the bed. A few general relations giving z,t as a
function of the size, spacing, and shape of roughness
elements have been suggested (Lettau, 1969; Kondo, 1971;
Wooding et al., 1973), but none have been shown to be
accurate over a wide range of conditions (Yaglom, 1979). The
roughness length also plays a role in generalizing the
Reynolds-number criterion for fully rough flow given above
for uniform, closely packed sand roughness: if 2z, has been
determined for a given bed, one can identify an equivalent
sand roughness as kg = 30zot. The criterion for fully rough
flow is then ux¢kg/v > 70.

Although a profile scaled with a bottom parameter like 2zt
(as opposed to D) is generally called an "inner law", for
macrorough flow there is a surface layer to which explicit
attention must be paid below the integrated logarithmic
layer. The terms "inner" and "outer" are confusing in this
context and will not be used in this work.

In both rough and macrorough flows, the irregular form of
the lower boundary makes it unclear where the plane defined
by y=0 (the "zero plane") should be placed. Since the
position of the zero plane is uncertain to within the height

of the roughness elements, this is a problem only if
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measurements are to be made less than a few tens of roughness
heights above the bed. Unfortunately, for most laboratory
investigations of macrorough flow (including this one) this
is necessary because of depth limitations, so the location of
the zero plane (the "zero-plane displacement") is important
in describing flow in the ILL. There is no universally
accepted technique for finding the zero-plane displacement,
although commonly it is chosen to optimize agreement between
measured data and equation (1.6) (Perry et al., 1969). A
theoretical study of the zero-plane displacement done by
Jackson (1981) does not yield a straightforward method for
its determination. Methods used in this study for fixing the
zero plane vary and will be described as they appear.

In deriving the logarithmic law for the velocity profile
over smooth and rough beds, recourse was made to an outer or
velocity-defect law (1.2) that governs flow between the
logarithmic layer and the top of the boundary layer. 1In
principle, there is no reason why there should not be a
velocity-defect region over macrorough beds, but
investigations so far have not revealed one (0O'Loughlin and
Annambhotla, 1969; Sadeh et al., 1971; Bayazit, 1976; Smith
and McLean, 1977; Nowell and Church, 1979). There is no
velocity-defect region in the results reported here, either.
The reason for this is presumably to be found in the large
values of relative roughness h/D (0(0.1) or more) that

characterize all of these studies. The development of a
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velocity-defect region probably requires that the bed length
scale and the overall length scale (roughly h and D
respectively) be separated by at least two orders of
magnitude. In any event, the absence of a velocity-defect
region in many examples of macrorough flow is noted but will
not be discussed further in this work.

Finally, we return to the skin friction, whose behavior on
macrorough beds forms the main theme of this work. Our idea
of skin friction must be generalized somewhat. As mentioned
above, the form given in (1.7) is valid only when the
macrorough boundary is locally smooth, so that the local
boundary shear stress is purely viscous. But this need not
be the case. If grains are in motion they can exert a
tangential force on the bed through collisions; or the
sediment may be coarse enough for conditions to be rough even
at the smallest scale (imagine that the flat bed with
isolated large grains discussed above is made of coarse
sand). Skin friction, then, is any local boundary shear
stress: it is the time-averaged tangential force on the bed
per unit area averaged over an area of a few grain diameters
squared; in the limit as the grain size becomes small the
definition implied by (1.7) holds. What is considered skin
friction evidently depends to some extent on what problem one
is interested in. Here, we are ultimately concerned with the
transport of uniformly sized sediment, so the skin friction

is taken to be the average local stress on the grains
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regardless of whether it is purely viscous or includes a
small-scale form-drag or grain-impact component. Our concern
is to distinguish the skin friction from form drag induced by
features larger than the grains themselves. Thus a
macrorough bed should be thought of as one that is
hydrodynamically rough at any length scale or scales larger
than the grain size.

This discussion sets the stage for the work to be
described, which consists of investigations of velocity,
total bottom stress, and skin friction over beds with two
kinds of macroroughness elements: two-dimensional current
ripples and crag-and-tail marks. In both cases the bed forms
are idealized representations of common natural forms and in
both cases the bed is immobile. The intent has been to focus
on the variable skin-friction field caused by the macrorough
boundary in the absence of additional complications due to

sediment transport.



1.2, Experimental Methods

1.21. General. This section describes only principles and
methods relevant to both chapters 2 and 3. The properties of
macrorough flow whose measurement, intercomparison, and
interpretation form the theme of this work are total bottom
stress, time-averaged velocity, and skin friction. Equipment
and methods used to measure each of these will be discussed
in turn.

1.22. The flume. The experiments were done in a

recirculating flume whose channel is 20 m long, 0.6 m wide
and 0.3 m deep (figure 1.4). The channel can be tilted about
its midpoint by means of two coupled sets of screw jacks to
maintain uniform flow. Discharge and hence mean velocity
were determined to within 3% using a calibrated orfice-plate/
manometer system. Two rails running along either side of the
channel carry a rolling frame to which instruments can be
fastened. Velocity profiles were made using a vertical
traversing device mounted on the frame that could be
positioned to within 0.05 mm.

The flume was equipped with two point gauges about 12 m
apart for measuring water-surface slope, from which total bed
shear stress was determined using (1.8). Each point gauge
could be read to within 0.05 mm, and the measured differences
in height were typically 1 - 5 mm. However, because of
turbulent fluctuations in the water surface the overall
precision of measurements of slope (and hence of shear

stress) is about 5%.
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Figure 1.4. The flume in which all the experiments were

10.

11.

12.

done.

Main channel; the position of the number corresponds to
that of the test section where the measurements were
made.

Hinged expansion section

Tail box
Pump
Screw jacks for adjusting the channel slope

Pivot

Return pipe

Orifice plate, connected to a U-tube manometer to
measure discharge

Manifold and inlet box

Point gauges

Square well in which plates could be mounted flush with
the channel bed

Flow straighteners
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When surface-slope measurements in a channel with smooth
sidewalls are used to estimate the total bottom stress on a
rough bed using (1.8), the estimate is biased by the drag of
the sidewalls; (1.8) is strictly valid only for infinitely
wide flows. 1In all the data reported here, this has been
corrected for by the method of Vanoni and Brooks (1957),
which was found by Knight and MacDonald (1979) to be accurate
to within 20% over a wide range of conditions. The magnitude
of the correction to the bottom stress is about 20% in the

results reported in chapter 2 and 10% for those in chapter 3.



1.23. Thermal anemometry. Thermal anemometers are used to

measure fluid motion indirectly by measurement of the rate of
transfer of heat to the fluid from a small surface. In this
work they have been used to measure both velocity and skin
friction. The former is the more common and easily
understood application, so I will begin there.

Velocity measurement: hot wires. If an infinitely long

cylinder immersed in a moving fluid is heated, it loses heat
at a rate that depends on the temperature difference between
cylinder and fluid, on the component of the free-stream
velocity normal to the cylinder axis, on the dimensions of
the cylinder, and on the physical properties of the fluid
(figure 1.5; Hinze, 1975, ch. 2; Comte-Bellot, 1976). The
latter include viscosity, density, coefficient of thermal
expansion, and specific heat. There has been considerable
theoretical work on heat transfer from cylinders immersed in
moving fluids, beginning with the classic study of King
(1914). Hinze (1975) and Comte-Bellot (1976) provide the
following semi-empirical formula for the heat transfer:

RyI° =24+ BU’*® 1.10

(Ry—R3a)
where Ry is the resistance of the wire at operating
temperature, Ry its resistance at the ambient (fluid)
temperature, I is the current in the wire, U is the component
of the free-stream velocity normal to the wire, and A and B

are empirical constants.
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Figure 1.5.

Schematic section of flow and the thermal
boundary layer (stippled) about a hot wire

(cross-hatched).



If Ry and Ry are known, (1.9) could in principle be used to
relate the current or voltage measured in the cylinder to U.
In practice even semi-empirical relations like (1.9) are not
very useful, mainly because of effects arising from the
finite length of real hot wires. These induce heat losses to
the wire supports and temperature gradients across the wire,
neither of which are accounted for in (1.9) (Hinze, 1975, ch.
2; Comte-Bellot, 1976). The result of all this is that hot
wires must be calibrated for use. Because the physical
properties of the wires themselves change with time and
because it is impossible to control experimental conditions
completely, it is important that this be done as often as
possible.

The calibration of thermal anemometers in the same fluid
and at the same temperature (and, if possible, at about the
same Reynolds number) at which the measurements are to be
made eliminates the need for explicit consideration of the
physical properties of the fluid and sensor. Hence we are
left with the temperature difference between fluid and sensor
and the free-stream velocity as free parameters. The former
can be treated in either of two ways. If the current I in
the sensor is kept constant the temperature of the sensor,
and hence its resistance, becomes a function only of the
velocity. On the other hand, if the temperature of the
sensor is kept constant against the fluctuating velocity by a

fast feedback system, the applied voltage is uniquely related
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to the velocity. The latter arrangement is preferred for
most purposes and has been used here: because the wire is
kept at constant temperature the response of the system is
not limited by thermal lag in the wire (Comte-Bellot, 1976).

The reason for using a wire of finite length is, of course,
to permit truly local measurement of the velocity field. On
the other hand, if the wire is not many times longer than its
diameter it responds to velocity components parallel to its
long axis and loses directional sensitivity. The wire
transmits heat to the fluid via a thermal boundary layer: a
region of heated fluid that diffuses into the surrounding
fluid much as vorticity does in the more familiar viscous
boundary layer (figure 1.5). The velocity that the wire
senses 1is that at the edge of this boundary layer. If the
wire is many times longer than it is thick, the thickness of
the wire plus its associated thermal boundary layer is still
much less than the length, so the latter may be thought of as
the spatial averaging scale for the wire.

Application. Velocity measurements in this study were

carried out with commercially available anemometers
manufactured by Thermo-Systems Incorporated (TSI). Different
sensors were used in each part of the study; they will be
discussed in the next two chapters. The electronic measuring
and processing units used in the anemometry system are also
manufactured by TSI; they are shown schematically in figure

1.6. The sensor forms one leg of a Wheatstone bridge, which



Figure 1l.6.
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BV

DA

Simplified diagram of the circuiﬁry for a
constant-temperature thermal anemometer.

R1 and R2 are fixed bridge resistors, RC is a
fixed control resistor, Rw is the heated sensor,
DA is a direct-current differential amplifier,

and BV is the bridge output voltage.
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is kept balanced by a fast amplifier when the sensor is being
run. With the amplifier turned off, the bridge can be used
to measure the 'cold' (ambient-temperature) resistance of the
probe, Ry, using the variable resistor shown. The operating
resistance Ry is calculated from the overheat ratio Ay=Ry /Ry,
set on the variable resistor and maintained by the amplifier,
whose voltage output is read as a measure of the velocity.
The overheat ratio is chosen by the investigator. A large Ay
gives a high operating temperature and increases the
sensitivity of the system but makes the sensor more
susceptible to contamination by material suspended in the
water. For the hot wires used in this work A,=1.05 was found
to be a reasonable compromise.

There are several operating details that must be attended
to to ensure optimal performance of the anemometer system.
Coaxial cables must be used wherever possible to minimize
noise. The cable connected to the sensor must have its
impedence compensated for before the ambient-temperature
resistance Ry is measured. The gain and bias of the bridge
amplifier must also be adjusted for each sensor to provide
maximum frequency response without introducing feedback
noise.

Two aspects of the fluid system are especially relevant to
the operation of thermal anemometers: temperature stability
and suspended material in the water. The temperature must be

controlled because it affects the overheat ratio A, via the



ambient-temperature resistance Rz. Variation in temperature
may be compensated by changing Ry, but since this is done
using a control resistor that cannot be varied continuously,
small changes in temperature cannot be precisely corrected
for. In addition, it was found that calibrations made at
different temperatures at the same overheat ratio did not
always agree. Therefore, a copper cooling coil was mounted
in the flume tailbox and connected to a source of cold tap
water. Before beginning each run, the water temperature was
raised to an operating value several degrees above that of
the cooling water. The operating temperatures varied between
20.00 °C (winter) and 26.00 °C (summer). By varying the rate
of cooling water flow, these temperatures could be maintained
to #0.05 °C, as monitored on a mercury thermometer that could
be read to #0.02 °C. Temperature control to *0.05 °C has
also been recommended by Comte-Bellot (1976).

All the experimental work described here was done in tap
water. If there is any material suspended in the water, it
collects on the heated sensor and eventually attenuates the
bridge signal. The sensing elements were cleaned before
every reading was taken, using an artist's paint brush
(occasionally dipped in acetone). The water was replaced
every few days and was always charged with algicide.
Filtering the water through fiberglass was attempted but was
found to produce no noticeable improvement and so was not

continued.
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All the velocity measurements reported here were obtained
by reading the time-averaged analog voltage produced by the
bridge/amplifier system. The signals were not linearized.
The bridge output was fed through an averaging circuit with a
10 s time constant and was read over a period of about two
minutes to *0.01 v from a digital voltmeter. The quality of
the data was checked by repeating measurements, by
recalibrating sensors, and by observing the output voltage
at the free surface, where the velocity was measured to #3%
(standard error) by timing surface floats. Based on these
methods, the absolute accuracy of the velocity data is 6%,
the relative accuracy of points in successive velocity
profiles is 3%, and the relative accuracy of successive
points in a profile is 1%, unless otherwise noted.

Calibration. The hot-wire probes were calibrated by

placing them in a series of flows of known velocity and
measuring the output voltage; this was done in the flume in
which data were taken, and at similar Reynolds numbers.
Calibration curves and methods for individual experiments
will be referred to in the sections dealing with them.
Earlier calibrations are simple polynomial fits to the
measured points; later it was found that some of the
variability between curves could be removed by using the
form

v-vo = AuB 1.11

where v is the unlinearized bridge output voltage recorded
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for mean velocity u and v, is that at u=0 (the
free-convection voltage), and A and B are empirical
constants.

Skin-friction measurement: flush-mounted hot films.

Measurement of skin friction using heated elements mounted
flush with the surface is based on the same principles as
hot-wire anemometry. For both hot-wire and hot-film sensors
the velocity field varies rapidly in the neighborhood of the
sensor, because each forms a boundary on which the no-slip
condition applies (figures 1.5, 1.7). It is really this
boundary layer that controls the rate of heat transfer; in
the case of hot wires the boundary layer is controlled by the
velocity at its edge for fixed operating conditions, so the
anemometer can be calibrated in terms of the velocity without
explicit reference to the details of the boundary layer. A
similar argument applies to flush-mounted hot films. 1In this
case, however, the boundary layer near the sensor is not
imposed by the presence of the sensor, which does not disturb
the flow field at all if it is truly flush-mounted and the
bed is locally smooth. Rather, the velocity field results
from the presence of the wall and is governed by (1.1l) since
the film presents a locally smooth surface. If the
temperature of the fluid is held fixed, the kinematic
viscosity v is constant, so the only variable parameter is
ux; one can thus obtain a unique calibration relating u#* to

the output voltage. The use of flush-mounted hot films to
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Figure 1.7. Schematic diagram of flow and the thermal

boundary layer (stippled) over a flush-
mounted hot film (cross-hatched). Din is
the thickness of the thermal boundary layer

and D_ that of the viscous sublayer.



measure skin friction has become a standard practice in
turbulence research (Bellhouse and Schultz, 1966;

Brown, 1967; Wallace et al., 1976; Blackwelder and Eckelmann,
1977; Sreenivasan and Antonia, 1977; Kreplin and Eckelmann,
1978). Related work has also been done using flush-mounted
mass-transfer analogs of hot films (Hanratty et al., 1977;
Zilker and Hanratty, 1979).

Ludwieg (1950) and Liepmann and Skinner (1954) did early
theoretical work on hot-film anemometry; a somewhat more
sophisticated treatment is that of Brown (1967). Using
dimensional analysis and linearized boundary-layer equations
for heat and momentum, these authors obtain a relation
analogous to (1.10):

1/3

I1°R, = Ato 1.12

Ry-Ra

where A is a constant that depends on the physical properties
of the sensor and the fluid.

There is a vertical scale associated with hot films; it is
the height of the thermal boundary layer (figure 1.7). This
is not an averaging distance but rather defines the region
near the wall within which the similarity relation (1l.1l) must
be identical in both calibration and test conditions in order
for the calibration to be valid. A formula for the height

Diy, of the thermal boundary layer has been derived by Ludwieg
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(1950) using similarity theory; it reads

Dth = 1.86(5::“[‘)1/3 1.13

oS

where a is the diffusivity of heat of the fluid, u is its
dynamic viscosity, and L is the sensor length.

For a typical to5 of 1 dyne/cm?Z, Dth for the hot-film
sensors used here is about 0.025 cm. As discussed by
Liepmann and Skinner (1954) and Brown (1967), the most
important way in which velocity similarity in the thermal
boundary layer may be confounded is the presence of a
pressure gradient in the test case. The pressure gradient
may be used to form a vertical length scale Lp (Yaglom,

1979):

N

pux

Lp = Ip 1.14
(5x

—r

The effect of the pressure gradient on the velocity profile
is negligible at heights less than Lp so transference of
hot-film calibrations to flows with pressure gradients is
valid as long as Dthp<Lp. The validity of the skin-friction
measurements reported here will be checked using this
criterion in the next two chapters.

In theoretical work heat is assumed to be transferred only
from the film to the fluid, but in practice a substantial
amount may be transferred to the fluid or lost via the
substrate (Brown, 1967). As with hot wires, accurate

relations between skin friction and voltage can only be
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obtained by calibrating the sensors.

Application. Flush-mounted hot films were used in this

study in a variety of configurations. In all cases the
sensing elements were square films 1.8 mm on a side
manufactured by Micromeasurements, Incorporated (Model
WTG50A). Their use as skin-friction meters was pioneered by
G. Gust. The conducting element itself is not a continuous
film but a fine nickel grid embedded in an epoxy film.
Typically these devices have a resistance of about 50 Q at
room temperature, substantially higher than those of common
thermal-anemometry probes. The overheat ratio can thus be
kept constant against temperature changes with relatively
fine sensitivity using a discrete control resistor. The
overheat ratio A, used was 1.05, resulting in a temperature
difference between sensor and fluid of 9 °C.

The quality of the skin-friction data has been checked by
recalibrating the sensors, by repeating measurements, and by
comparison of the mean skin friction as determined from the
sensor and from smooth-flow slope measurements (see next
section) during runs. Based on these methods, the absolute
error in the measured skin friction is 10%, the relative
error among sensors in an array is 5%, and the relative error
among data collected sequentially in the same run with the
same sensor is 2%.

The frequency response of the skin-friction sensors was
determined by G. Gust (personal communication) by using the

square-wave test (Freymuth, 1967) to compare their frequency
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response with that of a probe for which it had been
determined dynamically (Perry and Morrison, 1971). The test
indicated that the frequency response of the sensors used
here is flat to at least 20 Hz.

Calibration. 1In this study, skin-friction sensors were

calibrated by mounting the sensors in smooth flow at depths
of 7-10 cm, measuring the bridge output voltage, and
determining the shear stress by measuring the surface slope
and using (1.8). For a finite-width flow with smooth
sidewalls, the depth in (1.8) must be replaced by the
hydraulic radius (the cross-sectional area of the flow
divided by the wetted perimeter). The sensor to be
calibrated was placed along the centerline of the flume about
12 m downstream of the inlet. The aspect ratio was always at
least 6; according to Knight and MacDonald (1979a) this is
sufficient to ensure that the skin friction averaged over the
wetted perimeter, given by (1.8), is within 5% of that at
the centerline. Also, Gust and Southard (in press) made
skin-friction transects across the flume used here at an
aspect ratio of 6, using a movable hot film, and found
variations of less than 2% across the central 0.5 m of the
channel.

Individual calibrations will be discussed as the data are
presented. They have the form

v-vo = A Tog)B 1.15

where A and B are empirical constants.



54

1.24. Data processing. In this study, recordings were made

of skin friction and, to a limited extent, of velocity.
Signals were recorded as voltage time series through the
chain shown in figure 1.8. A fixed integer voltage was first
removed from the signal to bring it within the 5-volt range
of the recorder; then it was low-pass filtered at 200 Hz to
suppress noise within the anemometer system. When either one
or two channels were being recorded, the recorder operated at
128 Hz and the 4-pole anti-alias filter was set at 50 Hz. A
few three-channel recordings were also made at 64 Hz and a
filter frequency of 25 Hz. Only two such time series were
used in this study; they are identified where they appear.
The data recording and processing system used here has been
designed and used by Gust (1982a) for marine turbulence
research. Recording was done onto tape cassettes using a Sea
Data Model 655-1 burst recorder. The recorder has a range of
5 volts and a resolution of 12 bits; files were recorded over
the maximum possible duration of 4.3 minutes. The tapes were
read and processed using a Sea Data reader linked to a DEC
MINC minicomputer at the University of South Florida. First
the time series were sorted and transferred to nine-track
tape. Then a linear calibration for the A/D converter in the
recorder, determined by recording fixed, accurately known
(+0.01 v) voltages, was applied to convert the raw data into
a voltage time series. The appropriate calibration curve was
applied next to obtain the desired velocity or shear-stress

time series.
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Figure 1.8.

The instrument chain used for recording digital

data.
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Each time series was operated on to provide time-domain and
frequency-domain statistics. The former include moments and
probability density functions, which were calculated
according to standard methods (Otnes and Enochsen, 1972;
Tennekes and Lumley, 1972, ch. 6). The latter include only
spectra. The data were divided into blocks 2048 words long
and the time-domain statistics and spectral estimates were
calculated for each block. The calculations were preceded by
removal of the mean and first-order trend from the data and,
for the spectra, by application of a 10% cosine taper to the
ends of each block. The spectral estimates for each block
are four-frequency moving averages of the squared fast
Fourier transform of the data. The final statistics for each
file are averages over all the blocks.

There are two sources of error in the time-domain
statistics: the finite length of the records used to estimate
them, and errors in calibrating the sensors. If a random
signal of bandwidth B is measured for a time t, the standard
error of the estimated standard deviation (rms value) is
1//(Btgy) (Bendat and Piersol, 1966, sec. 5.4.2). The rms
skin friction is defined by

(o0)% = (1/ta) ,(l)'ta(Tos—-ros)zdt 1.16
where ty is an averaging time equal to 4.3 minutes in the
present experiments. Taking for the bandwidth the point at
which the spectrum is attentuated by 10 dB gives B = 5 Hz

(section 2.42) and a contribution to the error of about 3%.
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The magnitude of the error from sensor calibration  has been
estimated as follows. The calibration curve may be taken to
be approximately linear over the range of the fluctuations,
so the rms skin friction is related to the rms voltage oy by
or = (dt/dv)oy. For a typical calibration curve (nine
points, r? = 0.97), the standard error of the slope drt/dv
(Wonnacott and Wonnacott, 1972, ch. 12), and hence of o., is
7%. Adding the two contributions, the overall error in the
rms skin friction is about 10%. The overall error in the nth
skin-friction moment is about 10n%.

Confidence intervals for the spectral estimates ¢ have the

endpoints A,B where (Otnes and Enochsen, 1972, section 5.3):
A = No/X%\; 4/2 and B = No/X’N;1-4/2 1.17

where N is the number of degrees of freedom in the spectral
estimate (between 84 and 90 for the data reported here), x2
is a point of the chi-squared distribution, and o = 1l-p where

p is the significance level (always taken as 0.95).
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2. Flow and skin friction over two-dimensional current

ripples.

2.1. Introduction. Current ripples form under a wide range

of conditions where water flows over fine sandy surfaces, and
their cross-laminated remains are common enough in the
sedimentary record to have attracted the attention of
geologists for over a hundred years. Natural current ripples
are three-dimensional in plan form under most if not all
circumstances (Allen, 1969; Harms, 1969; Banks and Collinson,
1975; Allen, 1977). However, in many cases their crests
cross the flow steeply enough that their lee eddies are
closed (Allen, 1968, ch. 7), so two-dimensional forms are a
natural first approximation that includes the essential
features of separation and reattachment at a level of
complexity far below that of natural beds.

A number of workers have studied flow over current ripples
in the laboratory. Vanoni and Hwang (1967) immobilized
fully developed rippled beds using a plastic spray. They
measured the overall resistance properties of the ripple
fields and made velocity profiles with a Pitot tube. Because
of the large size of the tube (3.2 mm) they were unable to
make detailed measurements near the bed, nor were they able
to measure the skin friction. The main conclusion drawn from
their velocity profiles was that the velocity responds more
strongly to the topography near the bed than it does farther

away.
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Znamenskaya (1967) studied the flow field over ripples by
filming tracer particles. She divided the flow field into
three parts: (1) the stable recirculation eddy, (2) a thin
zone of high shear on the stoss slope, and (3) a "transit
zone" above the first two where the streamlines are
sinusoidal.

McQuorquodale and Giratella (1973) studied the flow field
over stabilized natural ripples and idealized,
two-dimensional ripples of triangular section, using hot-wire
and Pitot-tube anemometry. They found no significant
differences between the two types of bed under the same flow
conditions. They also compared streamwise profiles of
turbulent and mean velocities made at thirteen bed-form
heights and less than one height above the bed forms. The
former show almost no variability; the latter, not
surprisingly, vary considerably. The ripples used were
rather small (6 cm long and 5 mm high), so it was impossible
to obtain detailed velocity profiles on the stoss slope below
crest level. There were no skin-friction mesurements.

Raudkivi (1963, 1966) presents the most detailed set of
laboratory measurements that has yet appeared, including
Reynolds shear stress, two components of turbulence
intensity, mean velocity, skin friction, and pressure over an
isolated bed form 38 cm long and 2.9 cm high (a small dune).
The turbulence quantities were measured with hot-film
anemometers, the mean velocity and skin friction with Pitot

and Preston tubes respectively. The data show strikingly the
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strong effect of the wake on the flow near the bed: it
manifests itself as a bulge in profiles of all turbulence
quantities that relaxes going downstream from the crest. The
mean velocity does not show a clear wake signature, but there
is a region of strong shear about at crest level that also
relaxes downstream. Streamwise variability in the mean
velocity appears to be negligible by about one bed-form
height above the crest. The skin-friction data show
substantial scatter but clearly increase monotonically from
reattachment to the crest. Unfortunately, the velocity
profiles, taken with a Pitot tube, are not sufficiently
detailed near the bed to determine how the profile there is
related to uxg.

None of the data sets obtained over current ripples
provides a detailed account of the variation of skin friction
over the bed together with the near-bed velocity field
associated with it. As a result, it is not surprising that
in none of the above studies is there any attempt at
modelling flow near the bed, despite its fundamental
importance to bed-form dynamics. The most sophisticated
approach to this problem so far is that of Smith and McLean
(1977). They obtained data over sand waves in the Columbia
River, measuring mean and turbulent velocity fields, and, to
a limited extent, skin friction. Their results are presented
in terms of a flow-field model that requires an understanding

of the "boundary layers within boundary layers" known as
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internal boundary layers (IBLs). We will examine these in
some detail before considering their application to bed
forms.

2.11. Internal boundary layers. When a developed boundary

layer encounters a change in bottom roughness, the response
takes the form of an internal boundary layer that adjusts to
the new roughness and grows into the old boundary layer much
as a classical boundary layer grows on a flat plate (Elliot,
1958; Townsend, 1965a,b; Rao et al., 1974; figure 2.1). It
is natural to ask how closely IBLs resemble their more
familiar counterparts. In an early attempt to describe the
behavior of IBLs, Elliot (1958) suggested that the boundary
layer downstream of transition could be divided into two
parts: in the lower part (the IBL) the velocity profile is
given by (1.6) scaled with uxy and z,3, representing
respectively the total bottom shear stress and roughness
length of the downstream surface. The upper part preserves
flow in equilibrium with former conditions; the velocity is
again given by (1.6) but scaled with uxj and z,], both
characteristic of the upstream surface.

This point of view implies that the entire region affected
by the new surface is in equilibrium with it, and that the
shear stress changes discontinuously from p(u*2)2 to p(u*l)2
at the top of the IBL. More sophisticated approaches have
been devised by a number of investigators, of which the most
extensively developed is due largely to Townsend (1965a,b;

1966). He showed that conditions for self-preserving flow
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Figure 2.1.

Simplified diagram of an internal boundary layer
(stippled) developing at a smooth-to-rough

transition (z,2>2z01), after Elliot (1958).
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(of which Elliot's postulated field is a special case) in an
IBL would be met for a wide range of roughness changes, but
his calculated velocity profiles show a region governed by
(1.6) scaled with uxy and z,p (an equilibrium region) only in
the lowermost part of the IBL. An extensive set of field
measurements by Bradley (1968) supports this view of the
velocity field, as does a second-order numerical solution
calculated by Rao et al. (1974). Rao et al. explicitly
resolved the thickness of the equilibrium region within the
IBL and found it to be of the order of 0.1 times the total
thickness.

The top of an IBL may be defined as the point where the
velocities in the IBL and the preexisting boundary layer
match, leading to a relation for the height of the IBL in
terms of distance downstream of transition and the roughness
lengths of the two surfaces. Despite the fact that Elliot's
(1958) calculation of the IBL height is based on an
inaccurate description of the velocity field, his results for
the height have been supported by subsequent workers
(Bradley, 1968; Rao et al., 1974): extension of (1.6)
through the entire IBL gives a good estimate of its thickness
although not of its velocity distribution. For both
smooth-to-rough and rough-to-smooth transitions, the growth
of the IBL height Dj is proportional to x0:8, where x is
distance downstream of the transition, and is bounded by

Dj < 0.1x 2.1



The growth of the equilibrium layer depends on the sense of
the transition, occurring more slowly if it is
rough-to-smooth than the reverse. 1In the former case the
lowermost 5% of the IBL is in equilibrium, so the logarithmic
sublayer grows as

Dinp < x/200 2.2

2.12. Application of IBL theory to flow over macrorough

beds. Arya (1975) has used IBL theory to describe the
boundary layer developed over regular arrays of
two-dimensional or three-dimensional bluff obstacles
(obstacles that induce flow separation) on flat surfaces.
His model applies when the elements are sufficiently far
apart that reattachment occurs on the intervening flat
surface. It is assumed that an IBL begins to grow near
reattachment; this may be thought of as an extreme case of a
rough-smooth transition. Above the IBL is a region
influenced by the wake of the roughness element immediately
upstream and then an integrated logarithmic layer (ILL) as
described in section 1l.l1. Arya assumes that within the
entire IBL the velocity profile is given by (1.6) scaled with
uxg and zog, the latter being the roughness length of the
surface between the macroroughness elements. In this respect
his theory follows that of Elliot (1958). If the surface is
smooth, zZog may be written as 0.14v/u* to make (1.6)
equivalent to (1.3).

An IBL developed between roughness elements is an example

of a surface layer whose velocity field is locally determined



by the skin friction, a possibility raised in section 1l.1.
A surface layer in which the velocity field is given by
(1.6) in appropriate local form will be called an

equilibrium surface layer (ESL).

Arya goes on to assume that the wake of the roughness
element immediately upstream has relaxed sufficiently that it
can be ignored and the IBL velocity profile matched directly
to the integrated logarithmic layer to complete the
description of the velocity field. By assuming that the IBL
develops at the same rate as it does under a change in bed
roughness, this matching scheme can also be used to calculate
the skin-friction field. By ignoring the wake the range of
applicability of the analysis is restricted to beds on which
the roughness elements are far apart (at least a few tens of
element heights); otherwise the flow may still be distorted
substantially from its equilibrium form by the time the next
roughness element reseparates it.

Smith and McLean (1977) modelled the flow over sand waves
in the Columbia River in similar terms. The bed forms had
spacings L of 60-100 m and heights h of 1-3 m, so their
aspect ratio (L/h) was about 50. Unlike the idealized
situation considered by Arya (1975), flow separation did not
always occur over the sand waves. Whether it did or not, an
IBL was presumed to develop over essentially the whole length
of the bed form (figure 2.2). As in Arya's model, the

equilibrium profile (1.6) was taken to be valid throughout



the IBL and was matched to the integrated logarithmic layer
at the average height of the IBL. Smith and McLean
concentrated on describing the flow field averaged over one
bed-form wavelength. Thus although their model involves a
local description of the flow field, embodied in (1.6) scaled
with zog and u*g, it is compared with data only on a
spatially averaged basis. The data include all mean-velocity
and Reynolds-stress components, all measured using ducted-
propeller current meters that the authors claim have a
frequency response of 5 Hz. The velocity measurements were
made to within 3 cm (of the order of 0.01 bed-form height) of
the bed. There are also some Preston-tube skin-friction
measurements.

The spatially averaged velocity profile that results from
the models of Arya (1975) and Smith and McLean (1977) has a
distinctive form. The velocity profile in the integrated
logarithmic layer is given by (1.6) scaled by spatially
averaged quantities (ux{ and zot), so spatial averaging
leaves it unchanged. For the ESL, the velocity profile given
by (1.6) depends on x only parametrically, via uxg. Denoting
the spatial average by angle brackets so that

A
<a> = (1/A)/f adx, we obtain in the equilibrium surface layer
0

<u> = iln( Y ) 2.3
<u*s> K Z og

Since u+¢ includes both <uxg> and u*f, it is larger than

<uxg> and the logarithmic slope du/d(1ln(y)) is greater in the

68
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Figure 2.2.

An internal boundary layer model for the
velocity field over bed forms of large aspect
ratio (0(100)), after Smith and McLean (1977).
The IBL is stippled; within it the
semilogarithmic slope du/d(1ln(y)) increases
linearly with uxg going from reattachment to the

crest.
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integrated region than in the surface layer. Qualitatively,
the spatially averaged velocity profiles look as shown in
figure 2.3, with a characteristic kink at about one bed-form
height reflecting the transition from the ESL to the ILL.
This is an idealized general form expected for velocity
profiles on macrorough beds. The data of Smith and McLean
(1977) show it clearly, as do those of Nowell and Church
(1979), O'Loughlin and Annambhotla (1969) and Raupach et al.
(1980). Although the measurements behave approximately as
shown in figure 2.3, they generally show a transition between
the equilibrium surface and integrated layers, rather than a
sharp break. This reflects the influence of the wake as well
as the limited extent of the IBL to which (1.6) may be
rigorously applied (section 2.11).

The idea of the two-part logarithmic profile shown in
figure 2.3 has also been applied to the interpretation of
field measurements. A two-part profile observed in the deep
sea has been seen by Chriss and Caldwell (1982) as evidence
for an undetected bed form upstream of their sensor array.
The general ubiquity of macrorough beds in nature and the
two-part profile form led Gust (1982b) to caution against
attempting to infer skin friction and sediment transport from
logarithmic profiles measured far above natural boundaries.

Several questions come to mind in connection with the view
developed so far of the boundary layer over bed forms. First,
although the Smith-McLean model describes the local form of

the near-bed velocity profile, the model is compared with
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data only on a spatially averaged basis; it is natural to
wonder how well it works for individual profiles. Second,
the model involves extrapolation of (1.6) throughout the
boundary layer, effectively ignoring the wake. As I
mentioned in connection with Arya's (1975) model, this
requires that the spacing of the macroroughness elements be
large compared with their height; applied to bed forms it
means that their aspect ratio must be large.

This brings us to an important point, for there are three
other respects in which the aspect ratio may be important in
determining the way the boundary layer develops over bed
forms. First, the relations for the rate of IBL growth used
by both Smith and McLean (1977) and Arya (1975) to find the
skin-friction distribution were developed for IBLs developing
in the absence of strong external pressure gradients. 1In
Arya's idealized roughness field this condition is met
because the area between macroroughness elements is flat, but
this is not true on bed forms. By continuity the flow
accelerates up their backs, so there must be a concomitant
pressure decrease. Qualitatively one would expect the
magnitude of the pressure gradient to increase with the
slope, and hence inversely with the aspect ratio, so the
pressure gradient should become increasingly important as the
aspect ratio decreases.

The second reason for including aspect ratio in the
analysis is related to the rate of growth of the IBL. As

discussed in section 2.11l, the equilibrium region of an IBL
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Figure 2.3.

The idealized two-part semilogarithmic form of
the spatially averaged mean-velocity profile in
macrorough flows possessing an equilibrium

surface layer.
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grows no more rapidly than about Dj, = x/200. So the
thickness of the equilibrium surface layer at the crest
compared with the bed-form height is bounded by

Din/h < L/200h 2.4
Din/h goes directly as the aspect ratio; if L/h is of order
10, Djp << h. Based on observations such as those of Nowell
and Church (1979), Raudkivi (1963, 1966), and Vanoni and
Hwang (1967), and for the physical reasons outlined in
section 1.1, the integrated logarithmic layer does not extend
below about lh above the crest. So if Djp << h, there must
be another layer between the equilibrium surface layer and
the integrated logarithmic layer. One would expect such a
layer to be strongly influenced by the wake.

The third reason for considering the influence of aspect
ratio on bed-form dynamics is also closely connected with
possible effects of the wake. Wakes, as mentioned earlier,
are sites of vigorous generation of turbulence (this is
because of strong shear between the rapidly moviné
free-stream fluid and the slowly moving fluid stranded by the
obstacle), so the reattachment region where the wake plays on
the bed may be expected to be an area of large fluctuating
skin friction. Sediment transport is known to be a nonlinear
function of mean shear stress under turbulent uniform
conditions; if this is true instantaneously as well, such
fluctuations may dominate sediment transport in the
reattachment region. The reattachment distance is a fixed,

small number of obstacle heights downstream of the obstacle
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(about 7.5 when it occurs on a horizontal surface: Eaton and
Johnston, 1981), so the relative fraction of the bed form
influenced by the wake increases with decreasing aspect
ratio. 1In computing the sediment-transport pattern from only
the mean skin-friction field, as was done in Smith and McLean
(1977), for example, the possible effects of such
fluctuations are ignored; it is not clear at present under
what conditions this is acceptable.

How variable are the aspect ratios of natural bed forms?
The bed forms studied by Smith and McLean (1977) are in the
range commonly cited for sand waves: about 20 to 200
(Dalrymple et al., 1978). The smaller two-dimensional dunes
have aspect ratios of the same order (Costello, 1974).
Three-dimensional dunes, however, show less scatter and a
smaller mean value of about 15 (Costello, 1974). Current
ripples show the smallest and the least variable aspect ratio
of the unidirectional bed forms: about 10 (Costello, 1974).

Over bed forms of large aspect ratio, then, there is good
reason to expect the surface layer to be in equilibrium. But
as the aspect ratio decreases, the effects of wakes and
pressure gradients associated with the bed forms may change
this picture significantly. The experiments described in
this chapter have been designed to measure the mean
skin-friction and velocity fields over bed forms of small
aspect ratio, concentrating on the surface layer, to
determine whether there is an ESL present or not. They have

also been designed to provide basic data on the fluctuating
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skin-friction field in order that its importance to sediment

transport may be
two-dimensional,
include the mean
three streamwise
friction at four

are described in

evaluated. The bed forms were

immobile current ripples; the measurements
velocity to within 1 - 3.5 mm of the bed at
locations, and the mean and fluctuating skin
streamwise locations. Experimental methods

the next section, followed by sections on

mean fields and the fluctuating skin-friction field, and

finally by a discussion of the implications of the results.
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2.2. Experimental Methods.

All the experiments were carried out in the 20 m flume
shown in figure 1.4. General experimental conditions are
given in Table 2.1.

The bed. Construction of the rippled bed was begun by
smoothing a bed of fine quartz sand (mean size 0.2 mm) about
10 cm thick using a plastic blade mounted on the rolling
carriage (section 1.22). Then a similar blade mounted normal
to the channel axis was used to make defects 1 cm long and a
few millimeters deep spaced every 10 cm along the length of
the channel. This spacing is typical of ripples in fine
sands (Costello, 1974). The bed was then exposed to a weak
flow (about 15 cm/s) at a water depth of 10 cm for several
hours until the entire exposed surface had been shaped by the
flow; during this time the developing two-dimensional bed
forms migrated about half a wavelength and their height
increased to approximately 1 cm, giving them a typical ripple
aspect ratio of about 10 (Costello, 1974). The development
of the bed was stoppped when random small disturbances began
to appear in the crest lines. These irregqularities affected
no more than a fraction of a percent of the bed; otherwise
the ripples were extremely two-dimensional, with spanwise
variations in height and spacing of only a few percent.

The water was then carefully drained and the bed allowed to
dry until the surface was damp but free of standing water.

It was dusted with 1-3 mm of sieved concrete made with sand

identical to that in the bed; the concrete was sprayed with
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Rx

150

184

236

259

313

Table 2.1.

10.64

(cm)
10.50
10.00

10.56

10.39

=

15.1
(cm/s)
19.7
23.3

28.4

32.9

16,100

20,700

23,300

30,000

34,200

2.08 2
(dynes/cm”)

9.02

General experimental conditions for runs over

two-dimensional ripples.



water mist from an atomizer and allowed to harden. The
resulting surface was reasonably strong and no rougher than
the sand mixed into it.

Velocity measurement. One of the major objectives of this

part of the study was to determine the relationship between
skin friction and flow in the surface layer. This required
detailed velocity measurements within one crest height (1 cm)
of the bed, so a small hot-wire sensor especially designed
for near-wall studies (TSI 1218 20W) was selected for use
(figure 2.4). The sensing element comprises a substrate on
which a platinum film is deposited and an outer quartz
coating for work in water; the element is 1 mm long and 50 um
in diameter. At an overheat ratio of 1.05 the wire is

19 °C warmer than the fluid. These sensors are particularly
susceptible to calibration drift, presumably due to
contamination by debris in the water as well as wire aging
and strain (Perry and Abell, 1975; Gust, 1982a). Because it
was considered essential to obtain reliable absolute values
for the mean velocities, the probes were calibrated on the
day of each run. The output voltage was measured at three
different surface velocities (figure 2.5), corresponding to
three different discharges. The velocity was measured by
timing a float on the water surface to a precision of about
3% (standard error). The final discharge, intermediate in
magnitude among the three, was that at which the run was to
be made. At the end of each profile, the sensor was raised

to the surface to check that no drift had occurred, to within

80
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Figure 2.4.

The TSI hot-wire sensor used to measure velocity
in the two-dimensional ripple experiment.

The heavy grid lines have a spacing of 1 cm.
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Figure 2.5.

Hot-wire calibration curves for each of the

three runs in which velocity measurements were

made.
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the error margin of 3% for these experiments.

The skin-friction array. A linear array of five

flush-mounted skin-friction sensors (Micromeasurements Corp.
WTG 50A) was built for the experiments (figure 2.6). The
sensors were mounted on a flexible substrate of rubber backed
with a thin aluminum strip. The five sensors were calibrated
in the flume before the ripples were made by mounting the
array in a metal plate. After the ripples had been
immobilized, a slot to accept the array was cut in the stoss
side of a test ripple, the array was bent to shape and
fitted, and the edges were smoothed with cement. It was
discovered after the array was in place that sensor 4 (at
reattachment) had failed, so no data were obtained from it.
After the experiment was completed, the array was removed,
the bed was broken up and removed, and the sand was removed
from the flume. The array was recalibrated in the flat metal
plate. The pre-experimental and post-experimental
calibrations are shown in figure 2.7. Sensors 1,2, and 5
recalibrated well but sensor 3 suffered drift during its ten
months under water. From observations of zero-flow voltages
and repeated measurements, the drift appears to have been
roughly linear with time, so this approximation was used to
correct the data from sensor 3. The mean data were not
affected, since they were taken soon after emplacement of the
array, and the effect on the fluctuations is not great
because only the coefficient and not the exponent in the

power-law calibration curve changed (figure 2.7).



It was necessary to check that the curvature of the
substrate needed to fit the array into the ripple did not
affect the calibration of the sensors. Accordingly a single
sensor was made up like those in the array and calibrated in
the flow near the free surface (that is, as a velocity
sensor) mounted both on a flat plate and on a pipe whose
radius of curvature was smaller than any encountered in the
ripple. The axis of the pipe was mounted parallel to the
flow so that the sensor would not be affected by the pressure
gradient induced by curvature in the direction of flow. The
resulting calibrations proved to be identical (figure 2.8).

As discussed in section 1.23, the use of constant-pressure
calibrations for flush-mounted hot films is valid in flows
with pressure gradients as long as Dgp < Lps where Dtp is the
thickness of the thermal boundary layer on the sensors (0.025
cm) and Lp is the pressure-gradient length scale. The latter
has been estimated using the results of section 2.32; its
minimum value is 0.05 cm for all the runs discussed in this
chapter. Hence the condition Dth < Lp is satisfied and the

calibration procedure is valid.
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Figure 2.6.

(A) Photograph and (B) section of the hot-film
array used to measure skin friction in the

two-dimensional ripple experiment.
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Figure 2.7.

Calibration curves for the skin-friction array
shown in figure 2.6. Filled and open symbols
denote different sensors, squares and circles
give results for two calibrations made before
data were gathered, and triangles give results
for a calibration made after data were gathered.

Values of r? for the lines are:

(1) 0.993
(2) 0.990
(3 before) 0.983
(3 after) 0.970
(5) 0.986
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Figure 2.8. Comparison of the output voltage of a hot film
mounted on a rubber substrate that is flat
(squares) and curved normal to the direction of
flow (circles) for different values of flow

speed given in arbitrary units (the range of

speeds is about 3 - 40 cm/s).
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2.3. Results: Mean Quantities.

2.31. Skin friction. Values of the mean skin friction for

each of the four working sensors are shown in figure 2.9,
nondimensionalized with the total bottom stress.

Measurements are shown for three Reynolds numbers Rx, defined
using ux derived from the total bottom stress and the
bed-form height (1.04 cm). The data shown include mean
values computed from recorded time series and from the analog
signal averaged through a 10 s filter. It is not clear why
the analog means show less scatter than the recorded means,
but the overall ratios uxg/ux¢ computed using both types of
data agree fairly well. There is no residual systematic
behavior evident in figure 2.9, so nondimensionalizing the
skin friction field by uxty collapses the data

satisfactorily.

The measured skin friction is smallest in the trough. It
has about the same value at the mid-stoss and crest
positions; the stress at mid-stoss is augmented by the
favorable pressure gradient there. This is a manifestation
of the phase shift between shear stress and near-bed velocity
over wavy beds that has been invoked frequently in the
stability analysis of bed forms (Engelund and Fredsoe, 1982)
and has been measured by Zilker (1976) for flow over a
sinusoidal boundary. There is also a substantial shear
stress in the region of reverse flow upstream of

reattachment, equal to about 23% of the value at the crest.



The roughness Reynolds number R* used to index runs in this
series of experiments is defined using overall bed quantities
h and u*y. A roughness Reynolds uumber may also be defined
using the diameter of the sand from which the bed was made
(0.02 cm) and the skin friction. The largest value of this
"skin-friction Reynolds number" encountered in these
experiments is about 3.6, below the upper limit of 5 given in
section 1.1 for smooth flow. Hence there is no reason to
expect that the small-scale roughness of the ripple surface
has any direct effect on the near-bed flow field; nor is
there any hydrodynamic difference between the surface
presented by the skin-friction sensors and the ripple surface

adjacent to them.
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Figure 2.9.

Mean values measured with the skin-friction
array shown in figure 2.6, nondimensionalized
with ux{, as a function of R+ and sensor
position. Values obained by averaging the
unlinearized analog bridge voltage are shown as
circles and those obtained by averaging digital

time series are shown as squares.
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2.32. Velocity.

Coordinate system. The mean-velocity data will be analyzed

and presented in the framework of a curvilinear coordinate
system, as follows. As discussed in section 1.1, the
velocity field far from the bed (above about one crest
height) responds to the bed only in a spatially averaged
sense; it is insensitive to streamwise position. Here
the coordinate system should be rectilinear, and the correct
vertical scale is the height above some uniform reference
level. On the other hand, near the bed the flow follows the
surface, so the vertical coordinate there should be the local
distance from the bed. The velocity measurements were all
made in the forward-going part of the flow, whose lower
surface coincides with the bed only downstream of
reattachment. Upstream of this point, the lower boundary
lies in the free-shear layer, at the top of the recirculating
region (figure 1.3). The shape of this composite surface may
readily be approximated by a sine wave (Znamenskaya, 1967).
For a sinusoidal lower boundary, a natural choice for a
vertical coordinate that has the characteristics given above
is ¢z (figure 2.10) given by:
y = ¢ + ae~KZcos (kx) 2.5

where a is the wave amplitude and k its wavenumber.

The sinusoidal approximation used here for the bottom
boundary of the flow is shown in figure 2.10. It fits the
bed well downstream of reattachment and incorporates a

reattachment distance that is in good accord with the
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distance estimated by observation of neutrally bouyant
particles (about one-third of the spacing). Values of ¢ were
calculated iteratively, using this boundary profile and input
values of the local height, with program YBL (Appendix). It
will be shown presently that lines ¢ = constant are
equivalent to streamlines obtained from linear potential
theory for an infinitely deep flow over a sinusoidal
boundary.

Results. Mean-velocity profiles for the upper part of the
flow field referred to the curvilinear (x,z) coordinate
system are given in figure 2.11, nondimensionalized by ux*¢.
It should be noted that this choice of coordinate system
eliminates the zero-plane displacement as a free parameter:
the vertical coordinate far from the bed is referred by
definition to a plane lying halfway between crest and trough.
The velocity profiles shown in figure 2.11 yield mean
regression estimates for von Karman's constant « of 0.445 and
a roughness length (z,) of 0.03 cm. (All points above ¢ =
1.5 cm were used and the minimum value of r2 is 0.97; the
standard error of the estimated « is 0.03). A common
laboratory value for « is 0.41 (Daily and Harleman, 1966, p.
234). In view of the fact that the zero-plane displacement
was not adjusted and that errors in measurement of both
velocity and total stress (section 1.23) affect the
estimates, agreeement with the expected value is considered
acceptable.

Mean-velocity profiles for the surface layer are shown in
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Figure 2.10. Sketch of the curvilinear vertical coordinate ¢

in comparison with the rectilinear coordinate

y.
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Figure 2.11. Mean-velocity profiles measured over
two-dimensional ripples, nondimensionalized
with the total friction velocity uxt. Only the

upper part of the measured flow field is shown.
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figure 2.12: the velocities in this case are
nondimensionalized with u*g . If (1.6) were obeyed locally
in this region, all the profiles shown would have the same
slope du/d(1ln(z)). It is clear from figure 2.12 that this is
not the case. For each sensor position, an apparent value «p
for von Karman's coefficient can be calculated as «xp =
uxg/(du/d(1ln(g)); these are given in figure 2.12. The slopes
du/d(1ln(z)) were determined from least-squares fits to the
lowermost six points in each profile. All the correlation
coefficients r? were greater than 0.99 and the standard error
of the fitted slopes gives a standard error for «p of 5%.
Hence the differences between the calcualated «kp at positions
1 and 3 and the expected local-equilibrium value of 0.4 are
highly significant.

One would immediately suspect the pressure gradient induced
by the wavy bed as the cause of the distortion, but this is
not the case. Pressure measurements over bed forms by Vanoni
and Hwang (1967) and by Raudkivi (1963, 1966) show that the
pressure field over the stoss slope is qualitatively what one
would expect (from potential theory, for instance): it is
approximately sinusoidal and out of phase with the bed by
180° referred to the crest. Thus the pressure gradient is
largest at mid-stoss (position 2), where agreement with
local-equilibrium expectations 1is best.

The data may be interpreted more successfully by applying
potential flow theory, so I will discuss some elements of

this before returning to the problem at hand.



Potential flow. By taking the curl of the Navier-Stokes
(

equationl

Uirt + U305, = =(1/p)P,i + Ui s 2.6

and simplifiying, one arrives at an equation for the
vorticity Qk = €ejikUi,j (see, for example, Tritton, 1977,
sec. 6.5)):

DRj = Qi,¢ + Ujﬂi'j = QjUi'j + "Qi'jj 2.7
Dt

If the viscous term is neglected, one has

DRy = R4Ui, 4 2.8
Dt I

The term on the left represents the change in vorticity
experienced by a fluid particle as it is advected by the
velocity field. If the vorticity field @i is ever zero
globally, then it is always zero: the vorticity of a moving
particle can change only through the action of the velocity
field on a pre-existing vorticity field. This classical
result establishes a strong connection between inviscid flows

(v=0) and irrotational flows (Qj=0).

The condition 2j=0 may be satisfied by writing the velocity

lyector equations will usually be written in tensor notation
in this work: t is time, all other subscripts are directions

in a right-handed coordinate system (figure 1.2), a comma
denotes differentiation by the variables following it, and
repeated indices indicate summation over the three
coordinates.
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Figure 2.12. Mean-velocity profiles measured over
two-dimensional ripples, nondimensionalized
with the local skin friction velocity uxg, for
skin friction measuring positions 1 (A), 2 (B)
and 3 (C). The apparent von Karman
coefficients xp are derived from
semilogarithmic regression fits to the

lowermost six points in each profile.
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field as

Ui = ¢si 2.9
where ¢, the velocity potential, is a scalar function of
position that satisfies Laplace's equation ¢,jj = 0 if the
fluid is incompressible. This is a major simplification:
the problem of solving the nonlinear system (2.6) has been
replaced by that of solving Laplace's equation, which is
linear and has been extensively studied by mathematicians and
physicists.

What is the physical meaning of an irrotational velocity
field? Clearly, (2.8) cannot exactly describe the flow of a
real fluid; these always have finite viscosity. Furthermore,
since v multiplies the highest-order derivative in (2.6), the
viscous term can never be ignored throughout an entire flow
field, regardless of the outcome of any overall scaling
arguments. To satisfy all the boundary conditions
constraining solutions to (2.6), including the no-slip
condition, the viscous term must become important at least
near solid surfaces (this is lucidly discussed in
Schlichting, 1979, ch. 4). This idea is at the heart of
boundary-layer theory; as discussed in section 1.1, it plays
an important role whether the boundary layer is rough or
smooth.

Generall, one uses solutions to (2.9) to describe the flow
field outside the boundary layer. Think of flow over a

curved surface like a wing or a wavy bed. Regardless of the
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details of the flow response, the fluid must conserve mass,
speeding up where it is constricted and slowing down where it
expands. This forces a response described by the Bernoulli

law, given for inviscid flow by:

where C is a constant throughout the flow field. The
pressure variation arises in direct response to the changes
in the velocity field required to conserve mass: where the
fluid accelerates, the pressure must decrease downstream to
provide the necessary force. Inspection of (2.6) shows that,
without the viscous term, the equation of motion (the Euler
equation) simply expresses this balance between acceleration
and pressure gradient. So the irrotational solution for a
given boundary geometry may be thought of as the simplest
possible response of the flow to the geome