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Computer aided fabrication environment (CAFE) is
a software system being developed at MIT for use
in the fabrication of integrated circuits and micro-
structures. The distinguishing feature of CAFE is
that it can be used in all phases of process design,
development, planning, and manufacturing of inte-
grated circuit wafers. CAFE presently provides
day-to-day support to research and production facil-
ities at MIT with both flexible and standard product
capabilities. This manufacturing software system is
unique in the development of a process flow repre-
sentation and its integration into actual fabrication
operations. CAFE provides a platform for work in
several active research areas, including technology
(process and device) computer aided design
(TCAD), process modeling, manufacturing quality
control, and scheduling.

2.1.1 Architecture

The CAFE architecture is a computer integrated
manufacturing (CIM) framework for the deployment
and integration of integrated circuit (IC) and process
design and manufacturing software. CAFE uses an
object oriented database model which is imple-
mented in a layered manner on top of a relational
database. Our database schema is based on
GESTALT, an object oriented, extensible data

model. GESTALT is a layer of abstraction which
maps user defined objects onto existing database
systems (e.g., a relational DBMS) and shields appli-
cation programs from the details of the underlying
database. The integration architecture includes the
conceptual schema and models used to represent
the IC manufacturing domain in CAFE, and the user
and programmatic interfaces to the various applica-
tions. Two important CAFE applications relate
process simulation and actual wafer fabrication to
the very same process flow representation.

2.2 CAFE Applications

The fabrication of wafers with a process repres-
ented as a process flow representation (PFR)
involves several steps. A suitable PFR for the spe-
cific process must be created and installed. Wafer
lots must be created and associated with this spe-
cific PFR. These lots must then be "started" to
create a task data structure which is isomorphic to
the hierarchical structure of the PFR.

At this point, actual machine operations can be
scheduled and reservations made for both
machines and operators. Finally, the machine
operations can be performed, instructions given to
the operator and machines, and data collected from
the operator or machine and entered into the data-
base.

Current work involves the implementation of hierar-
chical scheduling, development of factory design
tools, real time process control using the PFR, and
integration of a TCAD system using the PFR.
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2.3 Organization of Data and
Algorithms for Factory Design and
Control

Project Staff

Miltiadis A. Stamatopolous, Stanley B. Gershwin,
Professor Donald E. Troxel

A methodology for the design, redesign, dynamic
reconfiguration, and operation of production
systems is proposed. A set of tools and data
abstractions provide aid in decision making for the
whole life cycle of factories.

An important aspect of our approach is the use of
common data and, when appropriate, common
code, both in the analysis and simulation as well as
in the operation of production systems. This way,
the analysis and simulation are more realistic; and
the tools provided for the operation are extensively
tested before they are put in use.

In order to effectively tackle such problems as
factory design, redesign, dynamic reconfiguration,
and operation of production systems, it is necessary
to have an efficient way of organizing all the rele-
vant data. This data can be abstracted in informa-
tion about where to produce, how to produce, as
well as what and how much to produce. Further-
more, a performance matrix according to which
systems can be evaluated (how wel) in a con-
sistent manner is required. This information must
be specified conveniently and in a way that allows
several application programs to access and use the
same data. In this way, consistency in different
experiments and analytical calculations will be guar-
anteed.

It is very important to ensure the commonality of
the data in all applications that require it. In partic-
ular, the same data, as well as scheduling algo-
rithms and code, must be used both in the
simulation and in the real time control of production
systems. In this way, the simulation will be more
realistic; and the scheduling code can be exten-
sively tested before it is put in use.

Several commercial simulation packages exist, but
none can guarantee the consistency of data and
algorithms used in the design process and in real
time control of production systems. In this paper,
we develop a methodology that incorporates all
stages of factory life, from design to operation. To
realize this task, we break it into meaningful
abstractions both in data organization and in the
procedures used.

2.4 Statistical Process Control Charts
for the Computer Aided Fabrication
Environment

Project Staff

Nicole S. Love

Statistical process control (SPC) charts are means
of improving process performance through the anal-
ysis of post-process measurements. SPC charts
for the computer aided fabrication environment
were developed to assist in the manufacturing of
integrated circuits. This thesis describes the appli-
cation program to produce the SPC charts focusing
on four main objectives: generating the control
charts, accessing the data from the database,
caching the data, and combining control charts.
The generation of the control chart is independent
of the data and requires a data file of the correct
format. The control chart user interface is imple-
mented using the Tcl/Tk scripting language along
with [incr Tcl], an extension to Tcl. Accessing the
data is accomplished by using the PFR to link a
process step with the corresponding inspection
step. Caching the data is accomplished using a
Gestalt object to store the time frame of the data,
the data, and other information used in generating
the control chart. The advantages and disadvan-
tages of combining control charts, including multiple
machines running the same recipe, and multiple
recipes on the same machine, are examined.

2.5 Run-by-Run Control: Interfaces,
Implementations, and Integration

Project Staff

William P. Moyne

One of the largest barriers to implementing
run-by-run (RbR) control of manufacturing proc-
esses is compatibility with existing systems. Man-
ufacturers are reluctant to modify "working"
equipment to implement an unproven modification.
The RbR controller will attempt to remedy this. The
controller will use layered messaging as its inter-
face model. Multiple layers will be designed to
interact with external data sources at different levels
of abstraction, from objects to primitive scalars.
Internally, the controller will use an object based
interface to its data as well as a well-defined algo-
rithmic interface. These interfaces are needed for
implementation of existing algorithms as well as
future algorithmic development. Finally, as a test of
the above goals, the RbR controller will be inte-
grated into a variety of systems including both a
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local CIM system and a control framework being
developed as a joint university and corporate effort.

RbR control is a form of process control. It uses
post-process measurements and possibly in situ
data to modify models of the process, and based
on these adaptive models recommends new equip-
ment settings for the next run. Although RbR may
use in situ data, it differs from real time control in
that it only adjusts process variables between runs.
RbR control can be effective in keeping a process
on target and in statistical control in the presence of
process noise and drift.

There are many approaches to RbR control. One
basic approach is gradual mode control. This
method assumes that the actual changes in the
process are minor (less than three standard devi-
ations) and only small changes in the control
parameters are required in order to compensate.
Usually, an exponentially weighted moving average
filter is used to distinguish between random noise
and real disturbances, thus smoothing the control
decisions. This form of control complements
existing systems well by suggesting new recipes to
the operators of the equipment.

A modified version of gradual mode which was
developed at Texas Instruments is predictor
corrector control (PCC). This method more explicitly
models the time dependence of disturbances.
Trends in the drift are monitored over many runs
and are factored into the suggested recipes. This
method requires the addition of state to the process
model, but has shown improved performance over
gradual mode when persistent drift is present. An
example cause of such drift is equipment aging.

Another approach to RbR control is the rapid mode.
This addition integrates control with more traditional
statistical process control (SPC) charting and alarm
methods. Using statistical rules, the performance of
a process is classified as either in-control or out-of-
control. Gradual mode control is used for an in-
control process, while a more aggressive control
strategy (rapid mode) is used to bring out-of-control
processes back on target. This provides both rapid
correction for statistically large variations such as
step changes, while reducing the risk of over
control through filtered gradual mode control deci-
sions.

In addition to the methods already discussed,
neural networks have also been applied with some
success. In this method, a neural network is trained
on the inputs and outputs present after a shift has

occurred. The controller then uses this information
to immediately compensate for disturbances after a
shift rather than waiting for convergence in the case
of gradual mode. Gradual mode control may then
be applied once the shift has been compensated
for. Experiments have shown that this method does
reduce process variation when compared to pure
gradual mode.

The concept of a clean and open interface to the
above algorithms has not been studied as well as
the algorithms themselves. However, there have
been several attempts at defining the form of the
data needed for RbR control as well as presenting
the controller in a user friendly and easy to use
manner. The control algorithms have also been
converted to "C".

Incompatibilities between existing equipment and
current control implementations are a barrier to
adoption of RbR control routines in the VLSI fabri-
cation environment. The RbR controller will attempt
to address some of the leading issues blocking
existing implementations. In order to communicate
with existing systems, the RbR controller will use
layered messaging as its interface model. Multiple
levels of communication will be possible to provide
a wide range of interaction, from complete object
interaction to primitive scalar data passing. There
will be well defined boundaries between each layer,
and translation modules will be written to promote
multiple primitive data items into complete objects.
The controller itself will use an object based com-
munication model and rely on these translations for
interaction with non-object based external sources.

Once the communication model has been defined,
the controller will provide a well-defined interface to
existing algorithms to ensure that maintenance of
code and integration of new algorithms will be as
efficient as possible. This interface will embrace
ideas such as a programmatic interface, data
abstraction, and ANSI "C" coding techniques.

Finally, as a test of the above techniques, the con-
troller will be integrated into an existing CIM system
(CAFE), a control framework (GCC), and a locally
produced RbR graphical user interface (GUI).
These widely varying implementations will test the
robustness of the RbR controller's communication
model as well as its performance in a wide variety
of implementations. It is hoped that by providing a
generic and robust model of communication, the
RbR controller can become both a test bed for
further algorithmic development as well as a model
for RbR messaging techniques.
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2.6 Hardware Setup for a Remote
Microscope

Project Staff

James T. Kao

We have defined the equipment needed to set up a
remote microscope (inspection) unit. Although our
test unit will not be mounted on a microscope ini-
tially, this could be easily accomplished in the future
by using a special mount. The hardware for the
remote inspection unit basically consists of a PC
(connected to the network) installed with a
framegrabber board, which will grab images from a
video camera.

After capturing images with
we will save these files
PC-NFS and an ethernet
Interlan PCI Ethernet card.
user interface software will
processing this image and
inspection sites.

a framegrabber board,
to the network using
adapter such as the

The remote microscope
then be responsible for
transferring it to remote

Typically in a remote microscope setup, the RGB
video signal from the camera's DSUB connector will
be sent to the Targa+ DSUB input using a
CCXC9DD cable. However, to view the live video
image, a separate video monitor must be used. By
getting the monitor's video signal from the Targa+
instead of the video camera, one can view the
video exactly as seen by the framegrabber board.
On the other hand, if one would rather use the
camera-monitor setup without going through the
computer first, the camera can be attached directly
to the monitor. The CCXC9DD monitor has a hori-
zontal resolution (420 lines) that matches the capa-
bilities of the DXC151 camera (440 lines RGB or
460 lines Y/C or VBS); but depending on one's
desired applications, a lower resolution (cheaper)
monitor might be preferable (for example, if the
monitor is used only as a view finder and not as a
detailed display). Regardless of the resolution of
the video monitor, the frame captured by the
Targa+ board will still be very high quality, since the
capture resolution of the Targa+ is 640x480.

We are now developing software to control the
system. One possible approach is to have the
remote inspection site's terminal serve as a client
that will connect to a local server that can request
grabbed frames from the PC. Another approach
would be to have the PC become the actual local
server to which a remote client would connect. In
either case, the hardware described here (Targa+,
camera, lens, power supply, cables, Pentium com-
puter, ethernet card, and video monitor) will still be
required in order to provide capability for capturing

video frames and passing them through the
network.

2.7 First-Order Model for Remote
Fabrication

Project Staff

Jimmy Y. Kwon

The first-order processing model makes explicit the
information transfer stage during remote proc-
essing. The processing of information might
proceed as follows. The user writes the process
flow text, installs it into the CAFE database, and
then creates a new lot and task tree. The local
machine operations are then done in the typical
operate machine/next operation cycle. When a
remote machine operation comes up, the operate
machine/next operation cycle breaks in preparation
for the remote operation. The first step is the
locking of data.

The locking step is needed to provide some
measure of data security in the local database.
Assume for simplicity that both the local and remote
facilities are running CAFE. When a lot leaves the
local facility, the database should reflect that state
and prevent any changes to the information associ-
ated with the lot until the lot returns. This could be
thought of as a delayed evaluation. Suppose one
wants to compute the product 7*17 on a remote
processor. The value 7 is stored in a variable x and
the value 17 is stored in y. After storing the values
in the variables and sending the computation
request, one cannot change the values in x and y
until the computation is complete; or else the result
one gets will be wrong for the original problem.
Similarly in CAFE, appropriate objects in the data-
base should be protected from changes while the
lot is away.

We need to consider what sort of objects should be
locked in CAFE while operations are done remotely,
since in CAFE objects typically contain references
to other objects. To begin with, the lot object itself
needs to be locked. Lots contain wafer sets, which
contain wafers, so these also should be locked. The
lot has an associated task tree, so the parts of the
process flow and task tree that are sent to the
remote facility should also be locked and protected
from tampering. In this case, we can lock only the
portion of the task and flow tree that involves the
remote operations, leaving the other parts free for
modification (i.e., the present group of remote oper-
ations are locked, but future operations may be
modified). Leaf tasks have opinst objects that may
also need to be locked.
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2.8 Estimating the Lead Time
Distribution of Priority Lots in a
Semiconductor Factory

Project Staff

Asbjoern M. Bonvik

We consider the lead time of priority lots in a semi-
conductor factory. The main cause of delays is
waiting for repairs of failed machines, and the fail-
ures are mainly caused by power disturbances.
This can be modeled as an exogenous time-
dependent failure process, and we develop a prob-
abilistic model of the system based on this. Using
this model, a convolution algorithm for finding the
lead time distribution is described.

We describe a method of creating synthetic
samples of the lead time from historical failure and
repair data collected in the factory. Based on such
a sample from the MIT Integrated Circuits Labora-
tory, we approximate the distribution of lead times
by a gamma probability density function shifted by
the smallest possible lead time for the product type.
The parameters of the gamma distribution are
found by using a maximum likelihood estimator.
The resulting distribution gives good agreement
with the synthetic data for values less than two
standard deviations above the mean lead time.

Since our procedure depends only on a description
of the process and the failure and repair history of
the factory, it can also be used to obtain lower
bounds on the lead time for new product types.

2.9 Factory Display Software

Project Staff

John C. Carney

A semiconductor manufacturing facility contains
several machines, each of which operates on lots.
At any given time the state of a machine may
change. The machine might go down for repairs or
might receive a new lot on which to operate. Status
information of this sort is of great importance to
managers and workers of the facility. Factory
display software has been developed which makes
this information available graphically. By providing
the user a map of the facility, with iconic represen-
tations of machines, the user can quickly and easily
view the status of the facility. In addition, the user
can probe the map to obtain other desired informa-
tion about the machines and lots within the facility.

It is intended that the factory display software will
be used in real time, showing the current status of

machines and lots with an active display that
dynamically changes as the status information
changes. However, there are other important uses.
The factory display can also be used to "play back"
the events of a facility much faster than real time.
This would allow a user to perhaps view the entire
previous week's events in just a few minutes. The
graphical manner in which a user can see all
machines at every instant in time can convey an
enormous amount of information in a very suitable
way. While a view of the facility's historical informa-
tion is useful, also very useful is a view of simulated
information. The factory display software has been
designed with this in mind. It can be integrated
with facility scheduling and simulation software to
provide an "output device" for the data produced by
such programs.

The factory display software is written in Tcl/Tk, a
scripting language and toolkit for creating graphical
user interfaces under X Windows. The display
program uses a message passing system to
dynamically receive messages containing status
information about the facility. The message passing
nature of the display program allows it to be easily
integrated with other existing or developing
systems. The factory display program has success-
fully been integrated with CAFE.

2.10 Message Passing Tools for
Software Integration

Project Staff

John C. Carney

Unix-based environments typically provide a rich
abundance of tools. Generally these tools are inte-
grated by operating on a common set of files. There
are no interactions among tools and each provides
its own interface. One approach for integrating tools
is through the use of a message passing system.
The goal of a message passing system is to
provide a method by which structured information
can be exchanged between two or more running
processes. These processes may all run on a
single workstation or on separate workstations con-
nected by a network.

A flexible peer-to-peer approach to message
passing has been developed. This approach allows
an enormous variety of connection architectures,
where each program establishes one or many con-
nections with various other programs. The commu-
nications handling application tools (CHAT) suite
has been developed, providing the programmer with
a suite of libraries which can be used to integrate
software based on the peer-to-peer message
passing approach. The suite contains three libraries
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of routines which provide support for packaging of
data into messages, handling of incoming mes-
sages, and establishment of connections between
programs. All three libraries are written in C and in
Tcl/Tk. The CHAT suite will allow for arbitrary com-
binations and architectures of "C" programs and
Tcl/Tk programs to exchange messages.

Libraries within the CHAT suite have been used to
integrate a new factory display program into CAFE.
Libraries have also been used to integrate a graph-
ical user interface and simulation environment with
an RbR control server. Plans have been made to
use the CHAT suite in research work being done on
the remote fabrication and remote inspection
projects within MIT's computer integrated design
and manufacturing (CIDM) project.

2.11 CAFE at MIT Lincoln Laboratory

Project Staff

Gregory T. Fischer

MIT Lincoln Laboratory is using CAFE as the CIM
system for use in their IC processing facility. Mul-
tiple lots are being processed daily via PFR based
fabrication. Lincoln Laboratory is committed to
having 100 percent of their wafers in this facility
processed with PFR based fabrication.

Release 5.3 of CAFE was installed at both MIT and
Lincoln Laboratory. A number of enhancements
and improvements have been made to CAFE in
response to user requests and feedback both at
Lincoln and at our campus fabrication facilities.
They are described below. Perhaps most note-
worthy is the substantial speed-up of Generate
Traveller and Operate Machine.

Generate Traveller has been modified extensively
due to previous speed problems and corrupted
traveller cache files at Lincoln Laboratory. The
traveller report for a PFR lot is precalculated and
stored in files for faster generation of a traveller
report upon request by a user. In previous releases
of CAFE, the initial traveller cache for a PFR lot
was calculated the first time a user selected the
"Generate Traveller" menu option. For CAFE
release 5.3, the initial traveller cache is now calcu-
lated at "Start Lot" time, cutting the initial cache cre-
ation time by a factor of at least five.

The caching scheme for a traveller report was also
altered. The old caching scheme involved up to
three files for a PFR lot: a past report file, a present
report file, and a future report file. "Generate
Traveller" would check the lot to see which oper-
ations had been performed since the last traveller

report generation and would update the three files
accordingly. With CAFE release 5.3, a traveller
cache file is created for each top-level opset task in
a lot's task tree. These files are stored in a
/usr/cafe/cache/traveller/<lotname> directory. Each
filename is a number, such as 003; and listing the
directory will display the files in the same order as
they appear in the task tree. A schema change
was made to add an "advice" slot to TASK data-
base objects, providing a place to store the traveller
cache filename which belongs to a given top-level
opset task.

The updating process for an existing traveller report
has also been enhanced. Any function which alters
a task's status, such as "Operate Machine", now
updates the correct traveller cache file for that task
upon exiting. Any function which alters a lot's task
tree must delete the appropriate traveller cache file
for recalculation at a later date. Upon invoking
"Generate Traveller", if only task status has been
modified, generation of the traveller report now
takes three to five seconds. If a lot's task tree has
been altered, only the top-level opset tasks which
have no traveller cache file are updated before the
full traveller report is generated. This takes about
half the time it took to update the traveller cache in
previous versions of CAFE.

Enhancements to the speed of "Operate Machine"
have also been performed. The functions which
calculate the WAFERSET and/or WAFER display
have been optimized. Also, at "Start Lot" time, the
Fabform user interface screen for each fringe task
is calculated and stored in the PLANNEDOPINST
object for that task. In tests on cafe.mit.edu and
garcon.mit.edu, these enhancements have dropped
the time to get into "Operate Machine" from twenty
seconds to around five seconds. The time to get
out of "Operate Machine" has been slightly retarded
due to traveller cache file updating, seven seconds
in the previous version of CAFE to twelve seconds
in CAFE release 5.3.

"Operate Machine" and "Next Operation" have been
modified to allow users to continue from one
"Operate Machine" to the next without getting back
to the "Fabrication Tools" menu. Once an opera-
tion is completed in "Operate Machine", a message
is displayed informing the user of the next machine
operation to be performed; and the user is asked if
he wishes to indeed operate the next machine. If
the response is "yes", "Next Operation" is called. If
there is only one machine choice for the next oper-
ation, "Operate Machine" is immediately entered
again for that machine. If more than one machine
is valid for the next operation, a cleaner "Next
Operation" screen is presented which allows the
user to choose which machine to operate.
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"Start Lot" has been modified to check a lot's wafer
sets against the wafer sets specified by the PFR
process. If a lot is found to be lacking wafer sets
needed by the process, an error message is dis-
played informing the user as to which wafer sets
are missing. "Start Lot" also generates the initial
traveller cache for the lot.

New trend chart applications are now under the
"Reports" "Trend" menu. Tcl/Tk graphical user
interfaces allow users to design, edit, display and
plot SPC charts for PFR-based diffusion processes
which have been performed.

Traveller caches for all PFR lots are now updated
overnight via backgrounded cache update func-
tions. Invoking these functions during nightly cafe
maintenance will insure up-to-date traveller reports
each morning.

A new Tcl/Tk graphical user interface has been
developed to replace the current Fabform user
interface. The new interface combines graphical
menus with Fabform-based application interfaces.
Users can toggle between the new interface and
Fabform via the "General Purpose" "Change Inter-
face" application.

A new PFR-based process rule checking capability
is now available via the "Task Editor". This allows
a user to test a process and check for possible
problems and safety hazards, such as placing
wafers which are still coated with photoresist into a
diffusion furnace. Eighteen rules are currently
checked.

A new user interface has been developed for the
"Modify Machine Status" application which allows
users to modify the status of multiple machines
within a facility without having to return to the
"Labstaff Tools" menu.

A new subclass of the OPINST database object
was created: REALOPINST. Subtypes of a
REALOPINST are ACTIVEOPINST and
COMPLETEDOPINST. The TASK schema was
modified to use the REALOPINST in the "opinst"
slot. This change will prevent PLANNEDOPINSTs
from incorrectly pointing to a TASK's "opinst" slot.

It is now possible to view CAFE Help and Lab
Manual text via the World Wide Web and xmosaic.
Options have been added under the "Help" and
"Help" "Equipment Help" menus which will initiate

an xmosaic window displaying the specified help
text section.

2.12 Error Handling Within CAFE

Project Staff

Gregory T. Fischer, Thomas J. Lohman

CAFE users were frequently encountering errors
within the CAFE software package, both at the MIT
Microsystems Technology Laboratories (MTL) and
at Lincoln Laboratory. These errors would often
result in the user being dumped in to the Lisp
debugger and/or having the CAFE session abort
completely. After investigation, new methods of
catching these errors were developed and incorpo-
rated into the CAFE software.

The interception of the Lisp error handlers and the
ability to disable CTRL-C signals have been instru-
mental in tracking and preventing CAFE errors.
The frequency of error email messages has
dropped dramatically from an average of five a day
to only one or two per week, suggesting that the
previous user CTRL-C interrupts were causing
more wide-ranging problems than was first thought.

2.13 Semiconductor Manufacturing
Process Flow Representation

Project Staff

Michael B. Mcllrath, Professor Donald E. Troxel,
Professor Duane S. Boning, Evren R. Unver

2.13.1 Introduction

The PFR and its integration into both design and
fabrication operations is central to the CIDM
program and the CAFE software system.' CAFE is
currently being used at the semiconductor fabri-
cation processing facilities of the MTL, Lincoln Lab-
oratory, and Case Western University. Activities in
this area include both formal methods for process
modeling and the practical application of process
representation to process design and execution.

For high performance computing systems and other
advanced technology, concurrence in the design of
the product, manufacturing process, and factory is
crucial. The goal is to achieve fully integrated

1 M.B. Mcllrath, D.E. Troxel, D.S. Boning, M.L. Heytens, and P. Penfield, Jr., "CAFE - The MIT Computer-Aided Fabrication Environ-
ment," IEEE Trans. Comp., Hybrids, and Manuf Tech. 15(2): 353-360 (1992).
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design and manufacture, in which the boundary
between design and manufacturing domains is elim-
inated: in particular, information from the manufac-
turing floor is continuously available from the
earliest stages of process and device design
onward. Conversely, the manufacturing process,
developed concurrently with the product, continues
to undergo design via improvement and modifica-
tion while in production. Computer integrated
design and manufacture, therefore, requires a
coherent manufacturing process representation
capable of storing information from a variety of dif-
ferent knowledge domains and disciplines, and sup-
porting access to this information in a consistent
manner. We believe that our general semicon-
ductor process modeling framework organizes the
complexity of this interrelated information and puts
our PFR on a sound footing by giving it clear
semantics.

A high level conceptual model for describing and
understanding semiconductor manufacturing proc-
essing is a crucial element of both the CIDM
research program and software frameworks for
TCAD and CIM, including MIT CAFE. Initially a
two-stage generic process step model was used,
which described processing steps in terms of two
independent components: (1) an equipment-
dependent, wafer-independent stage, which maps
equipment settings to physical processing environ-
ments; and (2) an equipment-independent, wafer-
dependent stage, which relates physical
environments to changes in the input wafers.
Driven by the needs of process control and opti-
mization research, including sophisticated modeling,
design, and experimental model verification, our
fundamental conceptual process model has evolved
from the two-stage generic process model into one
which is part of a more general process modeling
framework, in which the earlier two-stage model is
a special case. Our approach to process represen-
tation for both TCAD and CIM is based on this
general modeling framework for semiconductor
processing. In this framework, state information
(e.g., wafer, environment, and equipment state),
and models, or transformations, that describe
relationships between state descriptions, are
formally identified and described. The purpose of
this comprehensive framework is to enable an
effective representation that can be used
throughout the IC semiconductor process life cycle,
from early conception and design phases through
fabrication and maintenance.

In the MIT CAFE system, the PFR is expressed in
a textual (ASCII) format and then converted into
Gestalt objects and loaded into the CAFE data-
base. The textual language of the PFR is
extensible, so that it can flexibly accommodate

changes and extensions to both the underlying
modeling methodology and the needs of specific
applications. The object-oriented nature of the
Gestalt database interface enables the convenient
evolutionary development of CAFE software appli-
cations built around the PFR. The PFR allows
process step descriptions to be underdetermined;
for example, by expressing only the wafer-state
change, making it possible to develop a process
incrementally with increasing degrees of detail. In
addition to expressing the fundamental concepts of
wafer transformation within individual process steps,
the PFR supports both hierarchical and parameter
abstraction and embedded computation, thereby
providing support for modular process design and
development. Processes expressed in the PFR can
be simulated using a variety of technology CAD
tools; PFR extensibility allows the incorporation of
both simulator-dependent and simulator-in-
dependent information. A simulation manager
application uses the appropriate information in the
PFR along with knowledge of specific simulators to
invoke simulation tools and maintain simulation
state.

2.13.2 Process Development and Execution

The PFR has been used to develop and execute all
of the fabrication processing at Lincoln Laboratory
during the last two years. Over five hundred fabri-
cation runs have been completed with around forty
lots in process at any given time. These lots repre-
sent a variety of technologies, including CCD, low
power CMOS, and SOI. All of the Lincoln facility
processing uses CAFE and the CAFE PFR.

Additionally, at MIT the PFR is used for both
baseline and research processing: in particular, in
support of other CIDM and MTL research activities
including hot carrier reliability and extreme
submicron technology design.

2.13.3 Design Rule Checking for Wafer
Fabrication Using CAFE

We have developed an extensible and general
framework for process design rule checking. A
table-driven approach used is to check for rule con-
straints at each processing step, based on the
current state of the wafers. By wafer state here we
refer not only to the simulated or measured process
effects but also to the process history. The rule
checker can be used in two ways: on-line, to
prevent unsafe operations from occurring during
fabrication; and during process development, to
warn a user that an illegal or incorrect process flow
has been specified.
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Each design rule is a separate entity and can be
developed and applied independently. Customized
groups of rules can be created. Each rule is a con-
straint associating wafer state information and
process step information. Rules may be based on
any process attribute or set of attributes, e.g., wafer
state, physical treatment, equipment, etc. The con-
straint is active just when the process step informa-
tion matches the attributes of the process step
specified in the PFR. If a constraint is not satisfied,
an error is signaled. Unsatisfied constraints thus
"block" further execution of the process. If the step
can proceed (that is, all rules are satisfied) the
running wafer state is updated with the necessary
information, determined from the process attributes.
Rules are applied in parallel in a single walk
through the process; it is not necessary to sequen-
tially run multiple design rule checking programs.
Splits and joins are supported.

In on-line (fabrication) rule checking, running wafer
state information is maintained in the task tree.
The on-line wafer state can also be used to verify
the correctness of changes made to a flow during
processing by inserting, deleting or modifying the
nodes of the task tree associated with the flow.

2.13.4 Conceptual Graphs Applied to
Semiconductor Processing

Conceptual graphs are known to be relevant to a
broad spectrum of problems in knowledge repre-
sentation, including modeling of physical processes.
We have applied the conceptual graph formalism to
the general process modeling framework underlying
the PFR 2 and are working on the application of con-
ceptual graphs to semiconductor problems including
process control and design.

2.13.5 Investigation of PFR Requirements
for Factory Design and Real Time
Scheduling

We have begun investigation of PFR requirements
for factory modeling and design, simulation, and
real time scheduling. The goal is to be able to
support the development of methods for the design
of an efficient factory and the efficient operation of
a factory to meet production requirements. Among

the needs that have been identified are a more
sophisticated and precise definition of operation
time, including setup time, initial operator time,
unattended operation time, and final operator time;
and the proper handling of PFR conditionals for
scheduling, including predictive branching.

2.13.6 Extension Language Interface

An extension language provides a programmable
way for users to extend an application software tool
or framework. An extension language interface to
the CAFE system has been implemented and is
designed to be compatible with the CAD framework
initiative (CFI) extension language (EL), which is
based on Scheme. Because the PFR has a
programmatic, textual form, designed for
extensibility, extension language forms may be
embedded in the PFR to access the CAFE data-
base and services and express computations. An
extension language intepreter has been integrated
into the PFR interpreter, and we are experimenting
with the use of this capability in process design and
fabrication.

2.13.7 Ongoing Standards Activities

Work is continuing in conjunction with the CFI
working group on semiconductor process represen-
tation (SPR). A pilot implementation of SPR is
being built at Technology Modeling Associates
(TMA) and an early version is in use in the
Sematech Lithography Modeling Workbench. We
are working closely with TMA and Sematech to
insure compatibility with larger integrated design
and manufacturing framework principles and goals.
A formal base information model for SPR, devel-
oped largely from MIT work, is currently being con-
sidered by the SPR working group and Sematech
reviewers.

2.14 Computer-Aided Technology
Design

Project Staff

Professor Dimitri A. Antoniadis, Professor Duane S.
Boning, Lynn D. Gabbay, Jarvis B. Jacobs, Michael
B. Mcllrath, Nadir E. Rahman, Kit Yan Tso

2 D.S. Boning, M.B. Mcllrath, P. Penfield, Jr., and E. Sachs, "A General Semiconductor Process Modeling Framework," IEEE Trans.
Semicond. Manufact. 5(4): 266-280 (1992).
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2.14.1 Introduction

The design of advanced integrated circuit microsys-
tems is increasingly linked to the design of both the
component devices of the microsystem and the
microfabrication process used in its manufacture.
Traditionally, the devices and manufacturing
process used in building integrated circuits are col-
lectively called the technology. The objective of
microsystems technology design is to devise a fab-
rication process sequence which yields structures
with some desired characteristics. Actually, two
activities proceed in parallel: design of (1) the
device structures and (2) the process to fabricate
them. In general, the design space for both is
explored by the technology designer using a combi-
nation of physical experiments and numerical simu-
lation.

The microsystem (circuit) designer typically views
the technology through a very limited interface;
usually a set of process parameters, which describe
electrical behavior of underlying structures (for
example, resistance of polysilicon), and the design
rules, which express the allowable manufacturing
limits in geometrical terms (i.e., minimum line
width). The high-level goal of this project area is
the development of tools and methodologies for
more fully integrating the technology design with
both the product design and the manufacture of
integrated circuit microsystems.

2.14.2 Technology CAD Framework

Contemporary large-scale software system engi-
neering emphasizes frameworks, wherein common
structure and interface specifications enable both
current and future software components to be inte-
grated in a flexible and modular way. Frameworks
have been particularly successful in the develop-
ment of electronic circuit CAD systems. Software
may be generally divided into (1) tools, such as a
simulator, which perform some part of an applica-
tion task, and (2) services, such as a database,
which provide some necessary support capability
used by various tools.

With framework standards, reusable, interchange-
able software components from various suppliers
may be deployed in systems which comply with the
standard. In the broad sense, a framework
standard specifies:

* data representations for the objects of dis-
course in the application domain and their

semantics, and programmatic interfaces to
those representations; and

architecture; that is, interactions among soft-
ware components (tools and services), and
how tools fit together to perform application
tasks for the user.

Standards for CAD frameworks are currently being
established by the CAD framework initiative (CFI), a
broad organization of vendor and user companies
which has expanded its scope to include technology
CAD. Technology CAD (TCAD) framework compo-
nents include programming representations for the
fundamental objects of process and device CAD:
the physical structures on the wafer, the manufac-
turing process, and the structure and behavior of
the resulting devices. A TCAD framework standard
should also specify how application software is
structured to use these representations and the
underlying software services in process and device
design and simulation activities.

The problem of wafer representation can be divided
into geometry (shapes of regions and their
relations) and fields (variations of properties over a
region). A wafer representation for two dimensional
simulation has been designed and prototyped and
proposed through the CFI semiconductor wafer rep-
resentation (SWR) working group. Current
research is focused on three-dimensional represen-
tations.

An information model for semiconductor manufac-
turing processes has been proposed through the
CFI working group on semiconductor process repre-
sentation (SPR). A pilot implementation of SPR is
being built at TMA and an early version is in use in
the Sematech Technology CAD Workbench.

2.14.3 Process Capabilities Database

As semiconductor manfacturing becomes increas-
ingly expensive, few institutions can maintain com-
plete processing capability at the leading edge of
research. We have built an information entry and
retrieval system for data about university fabrication
facilities collected by the Semiconductor Research
Corporation (SRC). The system is accessible
through the World Wide Web (WWW). Through a
web-based query interface, remote users can find
university facilities with particular fabrication capa-
bilities and resources. Owners of remote fabri-
cations in the database can update information
about their own facility.
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2.14.4 Advanced Process Simulation and
Design Environments

We are looking at higher-level architectural issues,
such as the interrelationships between the frame-
work data representations and the connection of
compliant tools to achieve end-user design objec-
tives. We are also investigating the larger
questions of the relationship between frameworks
for different related domains (e.g., circuit CAD and
TCAD), and the integration of design frameworks
into frameworks for computer integrated manufac-
turing (CIM).

Commercial one- and two-dimensional process sim-
ulators have been integrated into the CAFE system
through a simulation manager interface to the
process flow representation (PFR). Full two-
dimensional physical simulation of the MIT CMOS
baseline process and research processes have
been performed from CAFE.

Through a description formalism for device struc-
tural and behavioral goals, we hope to be able to
extend traditional process and device simulation
further towards actual design. Such goals may be
direct structural goals (e.g., junction depth, sidewall
slope), or they may be electrical, mechanical, or
thermal goals (e.g., threshold voltage or impact
ionization current at a specified bias).

2.14.5 Conceptual Graphs and
Manufacturing Processes

Conceptual graphs are known to be relevant to a
broad spectrum of problems in knowledge repre-
sentation, including modeling of physical processes.
We have been working on the development and
application of conceptual models of semiconductor
manufacturing processes, applying the conceptual
graph formalism to the representation of state
(wafer, physical variables, and equipment, including
actuators and sensors) and relationship information.
Specifically, we are investigating: (1) descriptions of
the causal chain of effects in manufacturing; and (2)
a predictor concept for expressing in detail how
effects propagate.

Applications of the conceptual graph formalism to
semiconductor manufacturing include causal rea-
soning about manufacturing processes, process
synthesis, diagnosis, and control. In particular, the
determination of potential opportunities for closed
loop process control is becoming more important
given the increasing quality and repeatability
demands of semiconductor manufacturing. Anal-
ysis of the possibilities for control (e.g., of equip-
ment state, physical variables, or intermediate or

final wafer state, via open or closed loop) may be
made from the paths in the conceptual graph of
process effects. Specific controller synthesis
requires predictors detailing the relationship
between states in the graph.

2.14.6 Determination of Doping Profiles
from Electrical Device Data

We are exploring a novel method for the determi-
nation of a two-dimensional (2D) doping profile of a
MOSFET using inverse modeling. With the advent
of shallow junction technologies using preamorphi-
zation acceptor implants, e.g., indium, determination
via simulation of the 2D doping profile near the
drain/source junctions has been made more diffi-
cult. In the case of indium, the basic implant statis-
tics and diffusion coefficients used in simulators are
not as well-characterized as are the data for boron
and arsenic. Inverse modeling provides an alterna-
tive methodology to understand the 2D doping
profile. These methods utilize one-dimensional
(1D) experimental doping profile data and meas-
ured device data. The 1D experimentally extracted
long-channel doping profiles and measured device
data consist of: 1D channel profile and 1D exten-
sion drain profile versus depth into the silicon; and
the threshold voltage versus channel length, drain-
induced barrier lowering versus channel length, and
threshold voltage versus substrate bias as a func-
tion of channel length, respectively. We have found
that it is possible to generate a 2D doping profile
which matches the above data. To show that our
result is unique, the experimentally extracted doping
profile data at the center of the channel as a func-
tion of channel length is being incorporated into this
analysis to reduce the chances of error. Different
approaches are being explored for automation of
the inverse doping profile modeling process,
including both heuristic and purely numerical
methods. Understanding the exact nature of the
implant profiles enhances our ability to design next
generation technologies.
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