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Abstract

Instrumenting patients with small, wearable sensors will enable physicians to con-
tinuously monitor patients outside the hospital. These devices can be used for real-
time classification of the data they collect. For practical purposes, such devices must
be comfortable and thus be powered by small batteries. Since classification algo-
rithms often perform energy-intensive signal analysis, power management techniques
are needed to achieve reasonable battery lifetimes.

In this thesis, we describe software-based methods that reduce the computation,
and thus, energy consumption of real-time medical monitoring algorithms by exam-
ining less data. Though discarding data can degrade classification performance, we
show that the degradation can be small. We describe and evaluate data reduction
methods based on duty cycling, sensor selection, and combinations of the two.

Random duty cycling was applied to an online algorithm that performs risk as-
sessment of patients with a recent acute coronary syndrome (ACS). We modified an
existing algorithm that estimates the risk of cardiovascular death following ACS. By
randomly discarding roughly 40% of the data, we reduced energy consumption by
40%. The percentage of patients who had a change in their risk classification was 3%.

A sensor selection method was used to modify an existing machine learning based
algorithm for constructing multi-channel, patient-specific, delay-sensitive seizure on-
set detectors. Using this method, we automatically generated detectors that used
roughly 60% fewer channels than the original detector. The reduced channel detec-
tors missed seven seizures out of 143 total seizures while the original detector missed
four. The median detection latency increased slightly from 6.0 to 7.0 seconds, while
the average false alarms per hour increased from 0.07 to 0.11.

Finally, we investigated the impact of approaches that combine duty cycling with
sensor selection on the energy consumption and detection performance of the seizure
onset detection algorithm. In one approach, where we combined two reduced channel
detectors to form a single detector, we reduced energy consumption by an additional
20% over the reduced channel detectors.

Thesis Supervisor: John V. Guttag
Title: Professor
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CHAPTER

Introduction

Instrumenting patients with small, wearable sensors will enable physicians to contin-
uously monitor patients outside clinical environments while they go about their daily
routines. By analyzing the physiological signals that are collected, these portable
devices can be programmed to track or detect interesting changes or anomalies in a
patient's medical condition. If the detected event is potentially harmful, the device
could be further used to alert a caregiver or to initiate a therapy to relieve symptoms
or prevent injury.

To enable continuous monitoring applications, designers of portable medical mon-
itoring devices must address the issues of patient comfort and convenience. Since
ambulatory devices must be worn or implanted, small batteries with limited energy
capacities must power them. Unfortunately, biomedical signal processing algorithms
tend to be computationally and energy intensive and will quickly drain these batteries.
Thus, careful power management is needed to extend battery lifetime.

In this thesis, we describe software-based methods that reduce the energy con-
sumption of real-time ambulatory medical monitoring algorithms. In many cases, our
methods reduce energy consumption by collecting or analyzing less data without sig-
nificantly degrading performance. We evaluate these methods in the context of two
medical monitoring applications: seizure onset detection and risk stratification of pa-
tients with a recent acute coronary syndrome (ACS).

To detect seizures, data from 16 to 21 electroencephalographic (EEG) channels are
first collected. The data is then processed and analyzed for seizure activity. To reduce
energy consumption, we show that a subset of the input signals can be used instead. To
find this subset, we use a sensor selection algorithm for constructing patient-specific
seizure onset detectors. When we applied this approach to 16 patients with epilepsy,
the resulting detectors identified 136 out of 143 seizures using only 36% of the data
and 60% of the energy used by the original algorithm-only three fewer seizures than
we would have detected had we used all the data. In addition, the number of false
detections increased only slightly, from 0.07 to 0.11 false declarations per hour, while
the median detection delay increased from 6.0 to 7.0 seconds.

In the post-ACS risk stratification problem, an algorithm is used to distinguish
between patients who have a high or low risk of cardiovascular death using electro-



cardiogram (ECG) data. To reduce the energy consumed by this algorithm, we used
random duty cycling method to avoid examining 40% of the data, and thus, reduced
energy consumption by about 40%. Using this duty cycling approach to analyze the
input data, only 22 out of the 753 patients were reclassified relative to the non-duty
cycled algorithm.

In an effort to further increase battery lifetime of the seizure detection algorithm,
we also explored the use of two hybrid energy saving strategies-methods that com-
bine duty cycling with sensor selection. The first method reduces energy consump-
tion by gating the operation of a reduced channel detector with a screening detector,
an algorithm that approximates the behavior of the base detector but with even fewer
channels. This approach resulted in an additional 20% reduction in energy consump-
tion with a marginal degradation in detection performance. In the second approach,
we adaptively duty cycle the reduced channel detector on a window-by-window basis.
This approach reduced energy consumption of the reduced channel detector by 25%
while degrading detection performance by only 2%.

In the rest of this chapter, we describe the two example ambulatory applications
that we will focus on. Next, we give an overview of the methods that we use to de-
crease energy consumption. After surveying the state-of-the-art in medical monitoring
systems, we provide an overview of the rest of the thesis.

1.1 APPLICATIONS

The medical applications we will consider analyze physiological data to provide a
quantitative medical assessment of a patient or to track temporal changes in a pa-
tient's physiological state. In this thesis, we focus on two specific medical monitoring
applications: seizure onset detection and real-time risk assessment of patients who
recently suffered an acute coronary syndrome (ACS).

1.1.1 Seizure Onset Detection

Epilepsy is a neurological disorder characterized by recurring unprovoked seizures.
Seizures typically cause no direct harm to a patient with epilepsy. Instead, patients
often become injured due to the symptoms of seizures, e.g., involuntary convulsions.
Despite advances in the management of epilepsy, more than 20% of individuals will
continue to experience seizures. A portable seizure monitor could benefit these indi-
viduals by alerting caregivers of an impending seizure or by automatically initiating a
therapeutic intervention that may reduce seizure intensity or duration [58]. For these
monitors to be useful however, such a device must be able to reliably detect a seizure
with low latency. In addition, the number of false detections must be kept low to avoid
alarming caregivers and the patient unnecessarily.

To detect seizures, most state-of-the-art algorithms process multiple channels of
electroencephalographic (EEG) data. Shoeb et al. have designed a patient-specific
seizure onset detector that can operate in real time [44]. In this detector, EEG data is
sampled from multiple EEG channels. The samples from each channel are grouped
to form windows where the beginning of each window overlaps with the previous
window by one second. Spectral features are extracted from each window and then
aggregated to form a single feature vector. The feature vectors are then labeled to



indicate whether a window contains seizure activity. If persisting seizure activity is
detected, a seizure is subsequently declared.

1.1.2 Real-time Risk Stratification of Post-ACS Patients

Acute coronary syndrome (ACS) is used to describe the clinical signs and symptoms
of sudden myocardial ischemia-a sudden reduction in blood flow to the heart. ACS
is often used to describe patients who present with either unstable angina (UA) or
acute myocardial infarction (MI).

One study has shown that people who have been diagnosed with ACS have a
higher risk for future adverse events, such as myocardial infarction and sudden cardiac
death [2]. However, the risk levels for adverse cardiac events can vary among patients
diagnosed with ACS. Thus, accurate risk assessment is important, not only to identify
the high risk patients, but also to determine the appropriate treatments to administer
to each patient.

One class of risk stratification techniques involves using long-term electrocardio-
graph (ECG) recordings [30,47,51]. Using long-term ECG for risk stratification can
be beneficial since these recordings are routinely obtained during hospital stays or by
portable Holter monitors. Moreover, ECG data can provide a wealth of diagnostic
information about cardiovascular function.

In this thesis, we will focus on one ECG-based risk stratification algorithm: the
Morphological Variability (MV) algorithm [51]. The MV algorithm performs risk
stratification by quantifying the variation of morphologies in the heartbeats captured
in an ECG signal. This algorithm, like all ECG-based risk stratification methods,
operates in batch mode where analysis of the ECG signal is performed after sufficient
data-typically 24 hours worth-has already been collected.

Instead of processing the signal offline, we propose to perform online analysis
of the ECG signal. From a medical perspective, processing ECG in an online fash-
ion could provide fine-grained information about how cardiovascular health varies
throughout a day. While the benefits of online risk assessment using MV is not known,
we believe that the MV value and the intermediate values generated by the MV algo-
rithm, may have utility for cardiovascular health assessment.

In the online algorithm, data is processed one window at time, instead of as a
single 24 hour recording. As we will show in Chapter 3, the output of the online
algorithm provides a reasonably good approximation of the output of the original
batch algorithm.

1.2 STATE-OF-THE-ART AMBULATORY MONITORS

Both implantable and non-invasive portable, ambulatory medical monitoring devices
are routinely used during clinical practice. Most of these monitoring devices have
recording and monitoring capabilities, but only a few perform online processing and/or
initiate treatment in response to an event. Since these devices are designed for long-
term ambulatory monitoring, long battery lifetimes are important.

For cardiac ailments, portable long-term monitoring devices have been helpful not
only for diagnosis of cardiac conditions, but also for treatment of harmful arrhyth-
mias. Implanted devices such as pacemakers ensure that a heart continues to beat at



a normal rate by issuing periodic electrical pulses. Implantable cardioverter defib-
rillators (ICDs) are similar devices, but can issue higher energy electrical shocks to
control life-threatening arrhythmias. Both devices sample and process sensor data,
but because computations are fairly simple, these devices have battery lifetimes of up
to seven years.

For patients who are being diagnosed for an underlying heart condition, patients
can be given a non-invasive Holter monitor or cardiac event monitor. Holter monitors
continuously measure the electrical activity of the heart using electrodes attached to
the body. Holter monitors are recording devices only and typically, are designed to
continuously record data for a period of 24 hours. Data is then analyzed offline for
various rhythm abnormalities. On the other hand, a cardiac event monitor is designed
to detect intermittent events. They do not continuously collect ECG data, but instead
record short segments of ECG data surrounding the occurrence of a patient-detected
event. Each recorded segment is approximately 60 seconds in duration.

Non-invasive and implanted devices for monitoring abnormal neurological activity
also exist. Recently, companies such as NeuroVista and NeuroPace have introduced
inter-cranial implants that can monitor EEG for seizures and stimulate the brain using
electrical pulses or shocks.

Non-invasive ambulatory recorders for EEG are also available for clinical use [17].
The majority of these recorders are only capable of capturing and storing EEG for later
review by clinicians. While a few models are equipped with real-time seizure event
detectors, they make no guarantees on how quickly seizures are detected. Thus, these
recorders are unsuitable for alerting or initiating therapies. Integrating seizure onset
detectors [20, 59] with current commercial EEG recorders will make delay-sensitive
applications a possibility.

Lowering the energy consumption of medical monitoring devices would reduce
battery replacement frequency or allow the use of smaller batteries to achieve reason-
able battery lifetimes. For example, without applying our methods to the seizure onset
detection algorithm, a lightweight Li-Ion coin cell battery would last only 18 hours.
In contrast, by applying our data reduction methods, we could extend battery lifetime
to three or four days without degrading detection performance significantly.

1.3 REDUCING ENERGY CONSUMPTION

Ambulatory medical monitoring systems generally consist of the same set of elec-
tronic components. There are sensors to measure physical phenomena, analog-to-
digital converters (ADC) to transform analog signals into samples, microprocessors
or digital signal processors to compute or process the data, and wireless radios for
communication. A good energy saving strategy should target the components that
consume the most energy to realize the largest savings. In general, communication
components have the highest power consumption and computation components have
the lowest power consumption. However, system energy consumption depends not
only on power consumption, but also on how often a component is used.

To determine the energy consumption of a wearable monitoring system, we built
a prototype seizure monitor. In our device, sensor components are placed on or near
the head to gather EEG data. To limit the weight of the devices worn on the head,



we avoid including a complex microprocessor or large battery. Instead, to process the
data, a radio is used to transmit the data to a computer located at the belt or within the
room, where more complex operations can be performed and more energy capacity is
available. Table 1.1 shows the energy required to send 18 channels of EEG data using
the radio-the energy consumed by the radio dominates.

To extend battery lifetime, reducing the energy consumed by the component that
uses the most energy will yield the largest energy savings. Optimizing hardware com-
ponents or using more efficient algorithms are two common approaches for reducing
energy consumption. The software-based methods that we consider in this thesis re-
duce energy consumption by examining less data. These methods can provide enor-
mous energy savings, since they affect all levels of the architecture. The two primary
data reduction methods that we will consider are duty cycling and feature or sensor
selection.

1.3.1 Duty Cycling

One method to reduce the energy consumption of real-time medical monitoring al-
gorithms is to duty cycle the entire device or components of the device periodically.
While this method is guaranteed to reduce energy consumption, turning a device off
at the wrong moment or for too long can cause a delay in the detection of an event or
cause an event to be missed. These situations may not matter in applications where
the goal is to derive statistical information from the data, such as event frequency and
mean heart rate.

In Chapter 3, we describe and apply a duty cycling approach to reduce the energy
consumption of the online risk stratification algorithm.

1.3.2 Feature or Sensor Selection

In applications where data from multiple sensors are needed to detect events, we can
reduce energy consumption by processing data from fewer sensors. Depending on
the architecture of the device, fewer sensors will allow less data to be acquired, less
processing to be performed, and less data to be transmitted. The risk of using less data
is that detection performance may degrade-specificity and sensitivity may decrease
and detection latency may increase.

Applications that acquire a signal from a single sensor, but extract multiple fea-
tures from the data stream, can also benefit from this approach. By extracting fewer

Table 1.1: Energy consumption of the different components in our head-
mounted prototype seizure monitor to process one second's worth of 18
channels of EEG data. The energy consumed by the radio dominates. See
Chapter 4 for more details.

Component Energy Consumed (mJ)

EEG sensor 5.4
CPU 6.7

Radio 18.6



features from the data, energy savings can be realized. However, this is possible if the
computational and energy cost of feature extraction is high.

In Chapter 4, we use this method to reduce the number of channels needed to
build an energy-efficient seizure onset detector with high sensitivity, high sensitivity
and reasonable detection latency.

1.3.3 Combining Channel Selection with Duty Cycling

Applications that use multiple sensors for event detection can benefit from both sensor
selection and duty cycling methods to realize additional energy savings. In theory, by
combining duty cycling and sensor selection, any desired level of detection perfor-
mance can be achieved using minimum energy.

One way to combine the two methods is to organize classifiers into a tree with
the lowest energy classifier at the root and the highest energy classifiers at the leaves.
Classifiers near the root are consulted first, while classifiers closer to the leaves are
consulted as needed. If the classifier at the root is able to quickly and accurately clas-
sify a large number of windows using low energy, then the overall energy consumption
will be smaller than when using a classifier from a leaf. In some sense the lower en-
ergy classifier duty cycles the higher energy classifier based on the data it analyzes.
We call this hybrid method screening.

Another way to combine the two methods is to simply duty cycle the reduced
channel detector and determine the impact on detection performance. In Chapter 5,
we apply these techniques to the problem of seizure onset detection and measure their
impact on detection performance and energy consumption.

1.4 THESIS CONTRIBUTIONS

In this thesis, we made the following contributions:

(a) We identified real-time monitoring applications where software methods that ex-
amine and process less data can be used to reduce energy consumption without
impacting the quality of the monitoring.

(b) We devised a systematic method for transforming an offline algorithm that an-
alyzes ECG data using batch processing into an online algorithm that performs
the same task while processing the data in real-time as it is collected. The goal of
both algorithms was the same: to risk stratify post-ACS patients into two groups-
those with high risk of cardiovascular death and those with low risk of cardiovas-
cular death. The online version of the algorithm achieved an average error of 2.0
with a standard deviation of 6.3 for a test population of 753 patients. This error
resulted in only 38 out of 753 patient reclassifications.

(c) We applied duty cycling to the online risk stratification algorithm to selectively
process portions of the ECG data stream. The data that remained was used to ap-
proximate the output of the online algorithm. We demonstrated that by sampling
60% of the windows and thus, reducing energy consumption by approximately
40%, only 3% of the patients or 22 out of 753 patients were assigned different
risk levels as compared to the non-duty cycled online algorithm.



(d) We devised a patient-specific machine learning-based method for automatically
reducing the number of sensors needed to perform real-time event detection on an
energy-constrained device.

Using our channel reduction method, we were able to reduce the average number
of channels needed to perform seizure detection for 16 patients from 18 to 6.4.
This corresponds to an average energy savings of 60% or an increase in battery
lifetime of 2.5 x. The impact on detection performance was minimal. Of the 143
total seizure onsets, the reduced channel detectors were able to find 136 seizure
onsets compared to 139 detected by the full 18-channel detectors. The median
detection latency increased slightly from 6.0 to 7.0 seconds, while false alarm
rate per hour increased only marginally from 0.07 to 0.11.

(e) We designed and built a prototype of a single channel wireless EEG acquisition
system. The energy consumption of the acquisition system was measured to de-
termine how energy consumption varied with the number of sensors.

(f) We devised and evaluated the impact of combining a screening detector with a
reduced channel seizure onset detector on energy consumption and detection per-
formance.

On average, we reduced the energy consumed by the reduced channel detectors
by 69%. Each screening detector used 2.8 channels on average. In terms of
detection performance, 78 out of the 80 seizures detected by the subset detectors
were detected when screening was added. The median latency increased slightly
from 6.2 to 6.3 seconds, but the false alarm per hour decreased from 1.2 to 1.1.

(g) Finally, we evaluated the impact of duty cycling the reduced channel detectors on
detection performance.

In expectation, our random duty cycling scheme was able to reduce energy con-
sumption by about 25% while degrading detection performance by only 2%. As
expected, average latencies increased, but only by 1.1 seconds. Moreover, the
false alarm rate per hour decreased by 0.3 events per hour. In general, detection
performance is patient-dependent.

1.5 THESIS OUTLINE

The rest of the thesis is organized as follows: In Chapter 2, we provide additional
background material on the medical monitoring applications that are described in this
thesis. In addition, we describe the general structure of the algorithms used in real-
time ambulatory monitoring systems and discuss how these algorithms can be modi-
fied to reduce energy consumption. Next, in Chapter 3, we analyze the performance
of a duty cycling strategy for reducing the energy consumption of a risk stratification
algorithm designed for patients who have recently suffered an ACS. In Chapter 4, we
devise a patient-specific feature selection algorithm for selecting useful channels for
detecting seizure onset. We then evaluate the detection performance of the reduced
channel detector constructed using the channels suggested by the algorithm. The
energy consumption of the resulting detectors is determined using an energy model



based on a prototype EEG acquisition system, which is also described in this chapter.
Finally, in Chapter 5, we describe methods that employ both duty cycling and channel
selection for reducing energy consumption in the context of seizure onset detection.
The performance of the detectors that utilize these hybrid approaches is compared to
the detectors described in Chapter 4.



CHAPTER2

Background

Ambulatory medical monitoring devices have the potential to give physicians a better
understanding of a patient's medical condition by collecting and processing physio-
logical data as the patient goes about his or her daily routine. Typically, these devices
are designed to be worn on or implanted in the patient and thus, must be powered by
batteries.

A device designed for long-term ambulatory monitoring must be comfortable and
convenient to wear. One important factor that influences comfort is device weight
and size. Since batteries can be a large contributor to the size of the device, batteries
need to be small. Unfortunately, small batteries have limited energy capacities. Since
biomedical signal processing algorithms often involve energy-intensive operations,
careful power management is needed to extend the battery lifetime of these devices
and to avoid frequent battery recharging or replacement.

In this chapter, we describe the types of applications and algorithms of interest
to us in this thesis. First, we describe two example monitoring applications that are
representative of real-time medical monitoring algorithms: seizure onset detection
and online risk stratification of post-ACS patients. These applications will be used
throughout the thesis to illustrate how the methods are applied and their effective-
ness. Next, we characterize the general structure of real-time medical monitoring
algorithms and describe possible architectures of ambulatory medical monitoring de-
vices. Finally, we provide an overview of the methods we use for reducing energy
consumption and also describe other related methods.

2.1 SEIZURE ONSET DETECTION

Epilepsy is a chronic neurological disorder characterized by recurrent unprovoked
seizures. According to the Epilepsy Foundation of America, epilepsy affects over 3
million Americans of all ages, at an estimated annual cost of $15.5 billion in direct
and indirect costs [18]. Despite recent advances in the management of epilepsy, more
than 20% of individuals experience refractory seizures, seizures that cannot be com-
pletely managed with anti-epileptic drugs. A portable non-invasive seizure monitor
could benefit these individuals tremendously. For instance, a monitor might be used



to alert patients or caregivers of seizure onset before symptoms of the seizure cause in-
jury [56]. In addition, an ambulatory seizure onset monitor might be used to automat-
ically initiate delivery of a therapy to reduce both seizure intensity and duration [58].
Both alerting and therapeutic applications require seizures to be detected reliably with
low latency. In addition, the number of false detections must be minimized to avoid
alarming caregivers and the patient unnecessarily.

Seizure onset is defined as the point in time where a patient's EEG transitions
from a non-ictal to ictal state. A seizure is the period in time following this event
and typically lasts from one to several minutes. One way to detect seizure onset is by
processing EEG data that has been collected using non-invasive scalp electrodes. To
perform highly specific and sensitive seizure onset detection, data from multiple EEG
channels is usually required.

Portable, digital EEG recorders are used routinely to record the EEG of patients
outside the hospital [17]. However, few are equipped with seizure event detectors. The
integration of seizure onset detectors [20,59] with current commercial EEG recorders
would make delay-sensitive applications a possibility. A working implementation of
a real-time patient-specific seizure onset detector on a digital signal processor (DSP)
was described by Shoeb et al. [46].

2.2 RIsK STRATIFICATION OF POST-ACS PATIENTS

Acute coronary syndrome (ACS) is a term used to describe the clinical signs and
symptoms of sudden myocardial ischemia-a sudden reduction in blood flow to the
heart. ACS is often used to describe patients who present with either unstable angina
(UA) or acute myocardial infarction (MI). Both of these conditions are highly prevalent-
an estimated 16.8 million Americans have experienced either myocardial infarction or
unstable angina in their lifetime [29].

Individuals who have been diagnosed with ACS have an elevated risk for future
adverse events. In the GUSTO-1Ib trial, patients who experienced a non-ST elevation
acute coronary syndrome (NSTEACS) had mortality rates of 5.7% within 30 days and
11.1% within one year [2]. For unstable angina patients, the mortality rates were 2.5%
and 7.0% respectively. In addition, 9.8% of NSTEACS patients and 6.2% of unstable
angina patients experienced an myocardial infarction within six months.

There are two reasons for this increased risk. First, the underlying cause of the
ACS-cardiovascular disease-may cause future events. Second, ACS often leads to
myocardial damage or necrosis, the permanent damage of cardiac tissue. Myocardial
necrosis can interfere with the normal electrical conduction pathways of the heart,
which can further lead to fatal arrhythmias such as ventricular tachycardia.

The risk levels for death and adverse cardiac events can vary among patients di-
agnosed with ACS [2,7,60]. Because the appropriate treatment to administer to each
patient depends on a patient's risk level, accurate risk assessment is important. The
most invasive treatments, which are typically more expensive and risky, are most ben-
eficial to high-risk patients. Low-risk patients, on the other hand, may be treated suc-
cessfully with more conservative therapies. For ACS patients, treatments may include
anti-arrhythmic drugs, surgical or catheterization procedures, or the implantation of a



device such as an implantable cardioverter defibrillator (ICD), a device that can detect
arrhythmias and administer an electrical shock to restore a normal cardiac rhythm.

2.2.1 Risk Stratification Using ECG Recordings

To assess a patient's risk for future adverse events, clinicians can use a number of post-
ACS risk stratification methods. Some of these methods also can be used to predict
the expected benefit of a given intervention to a patient. One class of risk stratification
techniques involves using long-term electrocardiograph recordings. Using long-term
ECG for risk stratification would be beneficial since these recordings are routinely ob-
tained during hospital stays or by portable Holter monitors. Moreover, ECG data can
provide a wealth of diagnostic information about cardiovascular function. Currently,
none of these portable devices provide online risk assessment. Online risk assessment
allows physicians to continuously track cardiovascular health.

Various ECG-based risk stratification methods have been proposed, including heart
rate variability [30], deceleration capacity [4], and T-wave alternans [47]. It has been
shown that risk stratification techniques using long-term ECG collected in the hours
after admission can refine an initial prognosis made at the time of presentation. Syed
et al. [51] recently introduced an ECG-based post-ACS risk stratification method that
uses morphologic variability (MV) to accurately risk stratify patients. MV-based tech-
niques, such as MV-LF/HF and MV-DF [50] estimate risk by quantifying the variation
of morphologies in the heartbeats captured in an ECG signal. MV-based techniques
have successfully been applied to ECG signals for assessing the risk of cardiovascular
death by Syed et al. [54].

2.3 ONLINE AMBULATORY MEDICAL MONITORING ALGORITHMS

Real-time ambulatory medical monitoring algorithms can be characterized abstractly
using a common structure. Figure 2.1 shows the components of a prototypical real-
time medical monitoring algorithm. Note that we will use the notation xij to represent
the jth element of a sequence x obtained from the ith sensor. When there is only a
single sensor, we omit the first subscript.

2.3.1 Data Acquisition

In the first stage, data is acquired from one or more sensors that convert physical phe-
nomena into electrical signals. Examples of sensors that could be used in a ambula-
tory system include pulse oximeters, ECG, EEG, and accelerometers. Each electrical
signal is optionally filtered and/or amplified and then quantized and sampled using
an analog-to-digital converter (ADC) at a fixed rate to form one or more sample se-
quences or data streams. Once a signal is quantized, a microcontroller or DSP can be
used to process the data. In general, each signal is treated independently and can be
filtered and sampled in different ways.

2.3.2 Windowing

In the next stage, the samples from each data stream i are grouped in time to form a
sequence of windows, Wji, w,.... A window is defined as a substring of x[t], where
x[t] is a single sequence of quantized samples.



Figure 2.1: Abstract structure of a prototypical ambulatory medical moni-
toring algorithm.

The windows may overlap. Given a single sensor, two consecutive windows, wi
and wi+1, overlap if wi n wi+1 is a non-empty substring of x[t]. Windows may also

consist of a variable number of samples, though typically, window sizes are constant.
Figure 2.2 shows examples of how a sample stream could be windowed to form a
sequence of windows.

2.3.3 Segmentation and Pre-processing

Some physiological signals have an underlying structure that is related to a recurring
physical phenomenon. For these signals, once a window of samples has been accu-

,XT,XT+1,XT+2,XT+3 XT+4,XT+5,XT+6,XT+7 ...

Wi Wi+ 1

,XT,XT+1,XT+2,XT+3,XT+4,XT+5,XT+6,XT+7 ,...

Wi

Wi+ 1

Wi+2

Figure 2.2: Examples of how an input sample stream is divided into over-
lapping and non-overlapping windows. Both streams consist of eight sam-
ples beginning at time T. The top sample stream is divided into two non-
overlapping windows of four samples each. The bottom sample stream is
divided into three overlapping windows, each consisting of four samples.



mulated, the data stream can be further divided into segments. For example, ECG
signals contain QRS complexes that are correlated with the depolarization of the right
and left ventricles of the heart. Thus, an algorithm that analyzes ECG signals, such
as the online risk stratification algorithm, will often extract segments (beats) from the
signal before further processing.

Some algorithms may also need to pre-process the signal, e.g., to filter out noise,
to prepare the signal for further analysis.

2.3.4 Feature Extraction

Features are then extracted from each window of data. Features can be time-based
and/or frequency-based. Examples of features include: signal mean, signal variance,
energy in specific frequency bands, etc.

Though Figure 2.1 shows features being extracted from each sequence of windows
independently, features can be extracted from multiple window sequences at the same
time depending on the nature of the application.

Also, more than one feature can be extracted per window of data. Typically,
when multiple features are extracted from a single window, they can be combined
into a single feature vector. As an example, consider a single sequence of win-
dows, wi, W2, ---, wn . We can extract features from each window by applying a set
of application-specific functions gi,g2, ... gk as shown:

fl = [g1(w) g2(W1) .. gk(W1]

f2 = [g1(W2)92(W2) .. gk (W2)

2.3.5 Analysis and Classification

After features have been extracted, a typical real-time medical monitoring algorithm
will take one of two actions: classify the features or simply store the features for future
analysis.

Often, the extracted features will need to be classified, e.g., for event detection.
Labels, which are typically discrete elements, are assigned to each window by a clas-
sifier when a specific set of criteria is met. Many different classification algorithms
can be used to label each window. Some examples include decision trees and support
vector machines. In addition, a classification algorithm may label a window by com-
paring information contained in one window with information contained in previous
windows.

Figure 2.3 shows how feature vectors extracted from multiple streams could be
classified. In Figure 2.3(a), the feature vectors from each of the streams are combined
into a single feature vector and then labeled by one classifier. In Figure 2.3(b), the
label may be generated using hierarchical classification, that is, labels for a subset of
the feature vector are generated first. Then, the intermediate labels are combined to
generate a single label.

In the case where classification is not needed, the extracted features can be stored
for offline or direct analysis.
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Figure 2.3: Example classifier architectures

2.3.6 Aggregate Analysis

In the last step of an online medical monitoring algorithm, the labels or feature vectors
are analyzed in aggregate to declare in event. Once an event has been detected, further
action can be taken if the event is potentially harmful.

2.4 ARCHITECTURES OF WEARABLE AMBULATORY MONITORING SYSTEMS

The energy consumed by a wearable medical monitoring algorithm depends on algo-
rithm complexity and system architecture. A more complex algorithm requires more
computation and thus, will likely require more energy to perform.

Figure 2.4 shows two different architectures for structuring an ambulatory moni-
toring system. Depending on the processing requirements of the detection algorithm,
the size of the sensors and computation components, and the goal of the application,
one architecture may be preferred over the other.
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Figure 2.4: Architectures for ambulatory medical monitoring systems. Both

the labeling and communication components are optional.

Figure 2.4(a) shows a block diagram of the LOCALIZED architecture. In this ar-

chitecture, data acquisition, processing components, storage and communication are

all co-located with the sensor. In this architecture, most of the signal processing oc-

curs near the sensor. The communication component is only necessary if a remote

signal (e.g.,, to send an alert) needs to be initiated. An example of a device with this
architecture is an ICD.

Figure 2.4(b) shows a diagram of the DISTRIBUTED architecture. In this architec-
ture, only the data acquisition components are co-located with the sensor. Thus, the
amount of hardware placed near the sensor can be minimized. In such an architecture,
data is delivered to a remote device-such as a belt-worn or desktop computer-where
more computation and more energy resources are available. An example of a device
with this kind of architecture is a wireless Polar Heart Rate Monitor. Alternatively,
one could stream the data from the sensors to a remote computer via the Internet us-
ing 802.11-based wireless technologies. Feature extraction and/or classification could
occur at the remote location.

Using a belt-worn or local computing device instead of a remote computer for
computation has the advantage of being able to alert the patient if an event were to oc-
cur. In addition, local computations are resilient to remote network or server failures.

2.5 OVERVIEW OF ENERGY SAVING METHODS

To reduce the energy consumed by a real-time medical monitoring device, a system
designer could implement the algorithms used with an application-specific integrated
circuit (ASIC). Hardware-based methods can achieve many orders of magnitude of
energy savings. However, custom integrated circuits are expensive to design, manu-



facture, and test. In addition, hardware is inflexible. Therefore, improvements to the
signal processing algorithms cannot be easily incorporated into a system built around
an ASIC.

Alternatively, system designers can make algorithmic transformations to reduce
energy consumption. Since software-based methods are easier and cheaper to imple-
ment than hardware-based methods, systems can take advantage of the energy savings
offered by software-based methods with much lower implementation effort.

One way to decrease the energy consumed by the algorithm is to reduce its time
complexity since energy consumption is proportional to complexity. In this thesis,
we reduce computation and thus, energy consumption by reducing the amount of data
processed. The risk of collecting and processing less data is that detection perfor-
mance may degrade-specificity and sensitivity may decrease and detection latency
may increase. In this thesis, we consider three different data reduction methods: duty
cycling, feature or sensor selection, and hybrid duty cycling-sensor selection methods.

2.6 RELATED WORK

Software-based algorithms that reduce the energy consumption of embedded systems
utilize a variety of mechanisms. These mechanisms include [15]:

(a) Duty cycling: Turning off power to a component of the system can reduce average
power draw.

(b) Batching: Buffering operations and then executing them in a burst amortizes high
start-up or overhead energy costs.

(c) Hierarchy: Arranging operations by their energy consumption can reduce con-
sumption if low-energy operations are invoked before high-energy operations and
if the result of the low-energy operation eliminates the invocation of the high-
energy ones.

(d) Redundancy reduction: Reducing redundancy through compression or elimina-
tion of data allows systems to perform fewer processing, computation, and storage
operations.

The impact of these methods on energy consumption will depend on the underlying
hardware.

Many software-based energy saving strategies employ these mechanisms. The
most commonly-used mechanism is duty cycling. For example, energy-efficient MAC
protocols use duty cycling to reduce the energy consumption of a radio listening for an
incoming message [12,39,55]. These protocols adapt the duration the device spends
in the on or off state based on observations of the communication method. Another
energy saving strategy that uses duty cycling is predictive shutdown. Predictive shut-
down methods [48] use data about the usage patterns of a computing device to predict
the occurrence and duration of future idle times of a device. Idle times give an energy
saving strategy opportunities to duty cycle.

The batching mechanism is most often used to amortize the overhead of writing to
storage devices or of transmitting data wirelessly. For flash storage devices, there is a



fixed energy cost for accessing a page and a per-byte cost for reading or writing each
byte within that page [31]. The fixed cost is ten to one thousand times the cost of the
per-byte cost. The fixed cost can be amortized by reading or writing a large number
of bytes at one time. For wireless transmission, physical and link layers require addi-
tional non-payload bits to be transmitted along with each packet of data. During the
transmission of these bits, energy is consumed. Sending payloads that contain many
bytes of data at once can amortize the cost of transmitting these overhead bytes.

Hierarchy methods can be useful for sensing based systems where low-power sen-
sors are sampled before higher-power sensors. Higher-power sensors are turned on
only if they can provide information not provided by the low-power sensors [16].
Hierarchy will reduce energy consumption when higher-power sensors are consulted
infrequently. Hierarchy methods can also be used to reduce the idle power consump-
tion of radios by using low-power radios to activate high-power radios when neces-
sary [42].

Removing redundancy reduces energy consumption by reducing the amount of
data that is transmitted, stored or processed. Various researchers have conducted stud-
ies that compare the impact of various off-the-shelf compression methods on energy
consumption of embedded systems [3, 41]. Compression methods result in energy
savings when the cost of computation exceeds the cost of transmission or storage.

The energy saving methods that we employ in this thesis use duty cycling, re-
dundancy reduction and hierarchy mechanisms. Sensor selection is a method that
removes redundancy with respect to a specific task, namely seizure onset detection.
The hybrid methods are hierarchical approaches. Note that our methods can be used
in conjunction with existing methods-of which there are many-that reduce energy
consumption.

Duty cycling the sensors and processor also offers opportunities to dynamically
scale the voltage and frequency of the CPU in order to further reduce energy con-
sumption. If we are processing the data online and we know when and for long our
device will be turned off, we can lower the CPU frequency and voltage to potentially
achieve more energy savings. For example, suppose we know that we will sample the
next two seconds worth of data and then shut-off for four seconds. Instead of process-
ing the two seconds of data as fast as possible and then going into the idle state before
the device needs to sample again, we can lower the frequency and spread the pro-
cessing over six seconds. Lowering the frequency will allow lowering of the voltage.
Decreasing the voltage can result in energy savings if the idle power consumption is
large.

2.6.1 Relation to Compressive Sampling

The feature selection and duty cycling methods we discuss in this thesis reduce the
amount of data collected without adjusting sampling rates. Implicit in our approach
is the idea that there is some redundancy in the data and thus, removing the redundant
data does not substantially degrade detection performance.

A related approach that also leverages the idea of redundancy is compressive sam-
pling [8]. Compressive sampling theory asserts that signals can be recovered using
fewer samples than traditional methods. This implies that the information in a signal
may be much smaller than suggested by its bandwidth and thus, can be represented



much more compactly.
Thus, compressive sampling is not a feature selection method, but a feature ex-

traction method since the goal is to represent a signal compactly. However, because it
is a paradigm that is able to "compress" the signal by using a lower average sampling
rate, compressive sampling can reduce energy consumption dramatically.



CHAPTER3

Random Duty Cycling

Portable medical monitoring devices designed for long-term use must be comfortable
and convenient for a patient to wear. Since battery lifetime can impact the convenience
of a body-worn device, reducing energy consumption is critical.

One approach for reducing energy consumption is to duty cycle, i.e., to turn off
components of the device periodically. The risk of duty cycling is that key segments
of the input signal will not be processed. In event detection systems, turning a device
off at the wrong moment or for too long can result in a delay in the detection of an
event or an event to be missed.

Duty cycling strategies can be classified into two broad categories: data dependent
and data independent duty cycling. A data dependent duty cycling approach makes
decisions to turn components on or off based on analysis of input data. Conversely, a
data independent strategy does not examine the input data at all. For example, consider
a device designed to detect anomalous events using a single sensor. If components are
put to sleep probabilistically or after a predetermined duration has elapsed, then the
system employs a data independent strategy. On the other hand, if the decision to
put the system to sleep is based on detection of a pattern in the input signal, then the
system employs a data dependent strategy.

Data dependent strategies are useful for applications where the input signals are
correlated to the occurrence of a future event. Data dependent strategies can be used
in applications where latency is important, such as seizure onset detection, and also
where latency is less important, e.g., event enumeration. On the other hand, data in-
dependent strategies are primarily useful where the goal of the application is to derive
statistical information from the data, such as event frequency, mean heart rate, etc.,
using sampling. For deriving aggregate information, sampling methods are effective
if the values derived by processing the entire input signal form a distribution that can
be approximated by sampling a subset of the input signal.

In this chapter, we describe and evaluate a random data independent duty cycling
method for reducing the energy consumption of an existing ECG-based algorithm for
risk stratification of patients who have suffered an acute coronary syndrome (ACS).
Since the existing algorithm is a batch program, its original form is not suitable for
ambulatory medical monitoring applications and cannot be duty cycled. Thus, we first



describe a redesigned version of the original algorithm that processes ECG signals in
an online fashion and compare it to the original. Then, we describe the impact of duty
cycling on the risk stratification ability of the online algorithm.

We also explore the impact of duty cycling on energy consumption. Typically,
when determining the impact of an energy savings strategy, an energy model is needed.
For duty cycling, we report energy savings as the percentage of time a device spends
in the off state-we assume that a device that is off consumes no energy. In truth,
this model is too simplistic. First, idle power consumption is not 0 since timers and
memory needs to be powered. To switch a device from the off state to the on state,
low-power timing or watchdog circuitry is needed. Second, state changes do not occur
instantaneously. Thus, some amount of energy is consumed during the act of switch-
ing. Since we assume that these factors are small, reporting the energy savings as a
percentage of time a device is off is sufficient.

3.1 THE MORPHOLOGICAL VARIABILITY ALGORITHM

Acute coronary syndrome (ACS) is a term used to describe the clinical signs and
symptoms of sudden myocardial ischemia. Some individuals who have suffered an
ACS are at higher risk for future adverse cardiac events, such as sudden cardiac death.
Thus, accurate risk assessment is important. Although there are many risk stratifica-
tion methods, we focus on the Morphological Variability-Diagnostic Frequency (MV-
DF) algorithm that performs risk stratification using long-term ECG recordings [50].
MV-based techniques have successfully been applied to ECG signals for assessing the
risk of cardiovascular death (CVD) by Syed et al. [54].

The original algorithm for determining MV-DF accepts 24 hours of three channels
of pre-recorded ECG data from a single patient as input. Typically, the ECG data is
sampled at 128 or 256 samples per second. There are four phases to the algorithm. All
three channels are used in the first two stages, while only a single channel is needed
in the remaining stages.

3.1.1 Beat Segmentation

The ECG signal is segmented into beats using two QRS detection algorithms with
different noise sensitivities. A QRS complex is a distinctive waveform visible in an
ECG signal that is produced as a result of depolarization of the ventricles. Figure 3.1
shows a simple diagram of a QRS complex. Both algorithms are part of the Physionet
SQI software package. The first algorithm uses digital filtering and integration [23],
while the second is based on a length transform after filtering [61]. QRS complexes
are marked only at locations where both algorithms agree.

3.1.2 ECG Noise Filtering

Characterizing morphology requires using information from the parts of the ECG that
are low amplitude and where small amounts of noise can significantly affect the signal-
to-noise ratio. To minimize this effect, automatic methods for noise removal and
signal rejection are first applied to the ECG.

Noise removal is carried out in three steps. In the first step, baseline wander is
subtracted from the ECG signal. The baseline signal is determined by applying me-
dian filtering to the signal [13]. In the second step, the baseline corrected ECG signal



Figure 3.1: A diagram of a QRS complex. The letters Q, R, and S marks
deflection points in the signal.

is processed using wavelet de-noising with a soft-threshold to remove high frequency
noise [14]. Finally, sensitivity to calibration errors is decreased by normalizing the
entire ECG signal by the median R-wave amplitude.

Next, ectopic beats and "noisy" beats are removed. An ectopic beat is a dis-
turbance of the electrical conduction system of the heart where beats arise from the
wrong part of the heart muscle. Ectopic beats are determined using the beat classi-
fication algorithm included in the Physionet SQI package. Noisy beats are identified
by using four analysis methods [28]: disagreement between multiple beat detection
algorithms on a single ECG lead, disagreement between the same beat detection al-
gorithm on different ECG leads, the kurtosis of a segment of ECG, and the ratio of
power in the spectral distribution of a given ECG segment between 5-14 and 5-50
Hz. In addition to removing noisy and ectopic beats, the beats occurring immediately
before and after each ectopic beat were also removed.

After "bad" beats are removed, a signal rejection algorithm is applied to the re-
maining data. Unlike noise removal, which helps to remove artifacts commonly en-
countered in long-term ECG records, the signal rejection process is designed to re-
move longer sections of the ECG signal where the signal-to-noise ratio is so low that
meaningful analysis of the morphology is challenging even after noise removal.

First, the data is divided into half-hour windows and the standard deviation of the
R-waves during each half-hour window is calculated. Any window with a standard de-
viation greater than 0.2887 is discarded. Given the earlier normalization of the ECG
signal, under a model that allows the R-wave amplitude to uniformly vary between 0.5
and 1.5 every beat (i.e., up to 50% of its mean amplitude), we expect the standard devi-
ation of the R-wave amplitudes to be less than 0.2887 for any half-hour window. This
heuristic identifies windows that are likely corrupted by significant non-physiological
additive noise, and where the morphology of the ECG cannot be meaningfully ana-
lyzed. In addition, any half-hour window that contains fewer than 1500 beats is also
discarded.

QS



3.1.3 Morphologic Difference

Next, the morphologic difference or MD time series is generated for one channel of
ECG (Lead I) by performing dynamic time-warping (DTW) [34] between the se-
quences of samples of adjacent beats in the recording. At a high level, DTW takes
the two input sequences and aligns them in a way that minimizes an objective func-
tion. DTW outputs a sequence of pairs that describes the optimal alignment and the
optimal value of the objective function achieved. A detailed description of the DTW
algorithm, adapted from [50] and [54], follows.

Let x1 be the sequence of samples contained in the first beat and x2 be the sequence
of samples contained in the second beat. Assume that xi has length M and x2 has
length N. Using these two sequences, an M x N distance matrix D is first constructed
where D(i, j) = (X I(i) - X2 (j))2. An alignment a of the two sequences x1 and x2 is a
sequence of integer pairs of some length K.

a = (#1 (1),#02(1)), (#1(2),02 (2)),..., (#1 (K),#02(K))), (3.1)

where #1 and #2 represent row and column indices of the distance matrix D. In-
tuitively, each ordered pair (#1 (i), 2(i)) matches two elements to be aligned. Any
feasible sequence will satisfy the following boundary conditions:

#1 (1) = 1, #2 (1) = 1,
#1(K) = M, #2(K) = N,

as well as the following continuity and monotonicity conditions:

#1i(j) < 01 (j+1) <#1(j)+ Vj: 1 <j<K, (3.2)
#2(j) < #2(j+1) < #2(j)+1 Vj: 1 < j < K.

In other words, both sequences can only contain non-decreasing sample numbers. In
addition, every sample in each beat must be matched with a sample in the other beat.

Given an alignment a between beats x, and x2, the cost of the alignment, C can
be computed as:

K

C(a,x1,x2) =: (1 (pj) - X2(#2 (p)))2 (3.3)
j=1

The optimal cost or DTW distance is the minimum cost C over all feasible alignments.

C(xi,x2) = min C(a,x1,x2) (3.4)a

Dynamic time-warping captures both amplitude and timing differences between the
signals.

The search for the optimal path can be carried out efficiently using dynamic pro-
gramming [11]. Let y(i, j) be minimum cost of aligning the subsequences x1(1,..., i)
and x2 (1,... , j). When i = 1 and j= 1 then the two inputs only have one sample each,
so y(1, 1) = D(l, 1) = (x1 (1) -x2(1)) 2. Using the continuity conditions Equation 3.2,



we can then use the following recurrence relation to determine y(i, j):

( y(i - 1, j)
y(i, j) = D(i, j) +min y(i, j - 1) . (3.5)

y(i- 1,j- 1)

Formulated in this way, the optimal cost C(xi,x2) is equal to y(M,N). An imple-
mentation of Equation 3.5 can be used to compute the optimal total cost in O(MN)
time.

The recurrence 3.5 allows a single sample in either sequence to be aligned with
an arbitrarily large number of consecutive samples in the other sequence. Syed et
al. restrict the local range of the alignment path to prevent biologically implausible
alignments of large parts of one beat with small parts of another. For an entry (i, J)
in the distance matrix D, only paths passing through (i - 1, j - 1), (i - 1, j - 2), (i -
2, j - 1), (i - 1, j - 3) and (i - 3, j - 1) are permitted. To account for this restriction,
we use the following recurrence:

( y(i -1, j 1)
D(i - 1, j) + y(i - 2, j - 1)

y(i, j) = D(i, j) + min D(i, j - 1) + y(i - 1, j - 2) . (3.6)
D(i - 1, j) + D(i - 2, j) + y(i - 3, j -1)

ID(i, j - 1) + D(i, j - 2) + y(i - 1, j -3)

This algorithm is executed using all adjacent pairs of beats in the original ECG
recording as input to produce a sequence of energy differences. This new signal is
then smoothed using an 8-tap median filter. The median filter ensures that high values
in the MD time series correspond to persistent changes in morphology.

3.1.4 Spectral Energy of Morphologic Differences

In the final stage of the algorithm, the MD time series is grouped into five minute win-
dows. The power spectral density of the MD values within each five minute window is
computed using the Lomb-Scargle periodogram [26]. The Lomb-Scargle periodogram
is designed to measure the spectral content of an irregularly sampled signal by taking
into account both the signal value and the time of each sample. Unlike other spectral
estimation techniques, this method can be used without using interpolation to replace
missing data. Next, the energy in the frequency range of 0.30-0.55 Hz is computed
for each window from the power spectrum. We refer to this number as the per win-
dow MV value. Finally, to obtain a single risk measure, the 9 0 th percentile of the per
window MV values is computed. This value is known as MV-DF.

Syed et al. demonstrated the ability of MV-DF to discriminate between patients
who have a high risk for cardiovascular death and patients who have low risk [53].
Six hundred patients randomly selected from the placebo population for the TIMI
MERLIN [32] trial were tested. On this population, MV-DF was computed for each
patient and compared to a threshold. According to the authors, the threshold value of
52.5 was determined by computing the MV-DF for a subset of patients in the TIMI
DISPERSE-2 trial and finding the seventy-fifth percentile of the resulting distribution.



Using the dichotomized risk variables, Syed et al. show that high MV-DF was
strongly associated with death over a 90 day period following NSTEACS with a haz-
ard ratio of 10.45 (p < 0.001). In addition, the c-statistic of the MV-DF values of
patients from the TIMI MERLIN study was 0.85, which exceeds the threshold of 0.8
associated with genuine clinical utility [35].

3.2 ONLINE MONITORING OF MV-DF

In its current form, the MV-DF algorithm provides only a snapshot of the risk level
of a patient following an ACS-and only after 24 hours of data has been collected.
Since cardiovascular health may change over time, using the algorithm for continuous
risk assessment could be beneficial. For example, continuous risk assessment using
MV-DF or the MD time series could help monitor the effectiveness of anti-arrhythmic
drugs prescribed to patients who have had an ACS event. In addition, continuous
monitoring could enable clinicians to obtain information about a patient during less
frequent physical activities, such as exercise.

Currently, there is no concrete evidence demonstrating that online risk stratifica-
tion is clinically valuable. However, the purpose of this thesis is not to demonstrate
the utility of online risk stratification. Rather, we use online MV as an example to
illustrate the usefulness of random duty cycling.

The current algorithm for computing MV-DF is not structured for online monitor-
ing. One issue is that 24 hours of data needs to be collected before processing can
proceed. One consequence of this is that more storage is required. If we can process
data as it is collected, we can reduce the storage requirements of the algorithm. An-
other consequence is that the per window MV values are not available until after 24
hours of data has been collected and processed.

In the rest of this chapter, we describe a restructured, online version of the original
MV-DF algorithm. We test both algorithms on two patient populations and compare
the resulting MV-DF values. In addition, we use this new value, the online MV-DF,
to risk stratify a patient population. We show that the online algorithm is a good
approximation of the original algorithm.

3.2.1 The Online MV-DF Algorithm

To restructure the algorithm, we process the data on a window by window basis, where
each window is five minutes in duration. For each window, we perform the following
steps:

(a) First, the ECG signals are segmented into QRS complexes. The same segmenta-
tion algorithms used in the original algorithm are used here. Next, the baseline
wander is removed and wavelet de-noising is used to clean the signal. As before,
the signal is normalized using the median of the R-wave amplitude.

(b) Next, ectopic beats and "noisy" beats are removed. The same methods that are
used to identify ectopic beats and noisy beats are used here.

(c) After these beats have been removed, we compute the standard deviation of the
R-waves in the five minute window. The window is discarded if the standard de-
viation of each window is greater than 0.2887. We assume that the distribution of



the amplitude of the R-waves does not change even when less data is considered.
Windows that contain fewer than 100 beats are also discarded.

(d) For any window that is not discarded, the MD time series is derived from the
remaining beats. The MV value for the window is computed by applying the
Lomb-Scargle periodogram to the MD time series and summing the energy in the
frequency band 0.3 to 0.55 Hz. After 24 hours worth of data has been processed,
the online MV-DF value for the 24 hour period is computed as the 9 0 th percentile
of the per window MV values.

3.2.2 Discussion

In the online risk stratification algorithm, the ECG is processed in five minute win-
dows. We elected to use five minute windows since the original MV-DF algorithm
also sliced the data into five minute windows. However, we believe that there is a
range of acceptable window sizes that could produce similar estimates of the MV-DF
value. Further experiments will need to be conducted to better understand the impact
of changing the window size.

3.3 COMPARING APPROACHES

The two algorithms are compared by examining the results produced when ECG data
recorded from identical patient populations are given as input. Given the differences
between the two algorithms, the algorithms will process a different set of beats. Thus,
we expect the outputs to be different. However, since no formal specification for MV-
DF exists, we cannot evaluate the quality of either output.

3.3.1 Data

For input to the algorithms, we use recorded ECG data collected from patients who
participated in two different trials: the TIMI DISPERSE-2 trial and the TIMI MER-
LIN trial. The DISPERSE-2 trial compared the efficacy and safety of AZD6140 and
clopidogrel in patients admitted following NSTEACS. Patients in the study had con-
tinuous Holter ECG data recorded at 128 samples per second within 48 hours of ad-
mission due to NSTEACS. A total of 990 patients were enrolled in the trial. After
filtering out patients with recordings lasting less than 24 hours and those with low
quality data using the method described in [52], 753 patients remained. This data set
was used to guide the development of the online algorithm and to compare the online
estimate to the original output. Of the 753 patients, fourteen deaths were observed
over a follow-up period of 90 days.

The second data set consists of Holter ECG recordings from 2,302 patients in the
placebo group of the TIMI MERLIN trial. The MERLIN trial compared the safety
and efficacy of ranolazine versus placebo in patients post-NSTEACS. All patients in
this study had at least 24 hours of continuous ECG data, again sampled at 128 samples
per second. The data was preprocessed in a similar way as for DISPERSE-2. From
the 2,302 patients, we randomly selected 800 patients for inclusion in our second test
set. Fifteen patients died of cardiovascular causes within 90 days in this group. This
data set was withheld during development of our online algorithm and thus, was used
to validate our results.



3.3.2 Evaluation Metrics

For a patient i, let MVA (i) denote the value output by the original algorithm and MVB (i)
be the value output by the online algorithm. Given these values, we then used the
following metrics to compare the two algorithms:

(a) To compare how well the online algorithm approximates the original algorithm,
we computed the absolute difference, MVB (i) - MVA (i), and percent difference,

(MVB(i) - MVA (i))/MVA (i) x 100 for all patients and examined the resulting dis-
tribution.

(b) We computed the c-statistic to measure how well the online MV-DF can distin-
guish between patients who have a high risk of cardiovascular death and patients
who have a low risk. For a binary classification problem, such as ours, the c-
statistic is equivalent to the area under the receiver operating characteristic (ROC)
curve. The area under the curve is equal to the probability that the MV-DF mea-
sure will rank a randomly chosen high risk patient higher than a randomly chosen
low risk one. An algorithm that can correctly order all pairs of high-risk and
low-risk patients has a c-statistic of 1.0.

(c) We also computed the risk assigned by the two different algorithms to all the
patients in a given cohort, e.g., the TIMI DISPERSE-2 or TIMI MERLIN data
sets, and compared the risk assignments to the death outcome of each patient. A
"1" indicates that the patient died within 90 days and a "0" indicates otherwise.

Let 6A (i) E- {0, 1} be the risk class assigned to patient i where 6A(i) = (MVA(i) >
rA).Similarly, let 3B(i) be the risk class assigned to patient i where 6B(i) -

(MVB(i) > TB). A "1" denotes high risk and a "0" denotes low risk. TA and
TB are the threshold MV-DF values used to separate low risk patients from high
risk patients. TA is determined by computing the 7 5th percentile of the original
MV-DF values of all patients in the TIMI DISPERSE-2 cohort, while TB is the

7 5 th percentile of the online MV-DF values in the same cohort.

Patients marked as low risk, but died within 90 days are considered false nega-
tives, while patients marked as high risk, but survived past 90 days are considered
false positives.

(d) Finally, we compared the risk assignments 3A (i) to 3 B (i) for all patients i. For this
comparison, we treated the risk class assigned by the original algorithm, 6A (i) to
be ground truth. A patient who is marked as low risk by the online algorithm
(6B(i) = 0), but marked as high risk by the offline algorithm (6A(i) = 1) is consid-
ered a relative false negative. Similarly, a patient who is marked as high risk by
the online algorithm (3B(i) = 1), but marked as low risk by the offline algorithm
(6A (i) = 0) is considered a relative false positive.

3.4 RESULTS

Figure 3.2 shows the distributions of the MV-DF values computed using the original
and online algorithms. Visually, it is apparent that the distributions are similar, but not



identical. The two-sample Kolmogorov-Smirnov (K-S) test yielded a K-S statistic of
0.045 (p = 0.418) between the two sample distributions with their means removed. In
the K-S test, the null hypothesis is that the underlying cumulative distribution func-
tions (CDFs) are equal for all samples. Thus, the large p value suggests we cannot
reject the null hypothesis, since we can only reject the null hypothesis when the sig-
nificance level, typically 0.05, is greater than or equal to p.

Figure 3.3 depicts a histogram of the absolute difference, which shows us how
much the MV-DF value changes for each patient. The mean absolute difference is 2.0
and the standard deviation divided by the mean of the original MV-DF value-known
as the coefficient of variation-is 0.14. In addition, the mean percent difference is 5%.
This suggests that the online MV-DF value is on average higher than the original MV-
DF value for a given patient. Using the distributions, we computed TA and TB. Using
the original MV-DF values, rA was computed to be 48.6. Because there is a positive
bias in the difference between the online MV-DF and the original MV-DF values, we
recomputed the threshold for risk stratifying the online MV-DF values (TB = 50.9)
instead of setting rB to TA.

In Figure 3.3, we observe that the magnitude of the difference is large for a few
of the patients. Table 3.1 shows the difference in the original MV-DF values and the
online MV-DF values for the 20 patients with the largest absolute change in ranked
order. There are a few possible sources for these large differences.

(a) The first potential source is the number of five minute windows that are processed.
The last two columns in Table 3.1 show the number of non-zero five minute win-
dows that are processed by the original algorithm and the number of non-zero
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Figure 3.2: The online MV-DF and original MV-DF distributions for 753
patients in the TIMI DISPERSE-2 study are similar, but not identical.
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Figure 3.3: The histogram shows the distribution of the absolute change of
the online MV-DF value. The ideal histogram is one where all patients have
zero difference. In this histogram, the mean change is equal to 2.0.

five minute windows that are processed by the online algorithm. For 19 out of
20 patients, the online algorithm processed more five minute windows than the
original algorithm. The reason for this difference lies in how signal rejection is
performed. In the original algorithm, entire half-hour chunks are discarded when
the signal is deemed too noisy, even if the noise is isolated to only parts of the
signal. Because the online algorithm performs signal rejection on a window-by-
window basis, more windows will be retained if noise is isolated.

(b) Secondly, though both algorithms try to filter out noisy and ectopic beats, the
algorithms produce different results because they have access to different portions
of the signal at a time. The offline algorithm obtains a noise estimate by examining
the entire 24 recording and may get a better overall view of noise. However, if the
noise is not stationary, obtaining an estimate of noise using short windows may
yield better local estimates.

One way to compensate for the first source of change is to discard the current
window when the previous 30 minutes is too noisy or contains too few beats. While
this idea is promising, the impact of this method on the number of windows retained
and mean difference will need to be investigated in future work.

3.4.1 Evaluation of Risk Assessment

We calculated the c-statistic, using online MV-DF as the classifier and occurrence of
death within 90 days as the outcome, to be 0.76. The c-statistic computed using the
original MV-DF value as the classifier was computed to be 0.75. Since the c-statistics



Table 3.1: Patients with the largest absolute change in ranked order. The last
two columns in the table show the number of non-zero five minute windows
that is processed by the two algorithms.

Patient I.D Original Online Change Original Online
MV-DF MV-DF Window Count Window Count

1 468 47.8 97.3 49.5 210 297
2 481 47.6 95.3 47.8 144 299
3 466 110.4 69.6 -40.8 72 143
4 732 41.1 79.9 38.8 150 265
5 19903 49.7 88.5 38.8 198 288
6 20069 39.2 75.8 36.6 234 278
7 237 44.2 80.1 35.9 185 259
8 20150 75.2 109.9 34.7 288 296
9 20138 29.6 62.1 32.6 138 300
10 19975 89.3 120.9 31.7 114 297
11 20089 38.9 65.6 26.7 240 269
12 20065 49.3 74.5 25.3 222 259
13 19933 77.2 101.9 24.7 276 279
14 19892 67.9 91.7 23.8 246 299
15 19771 93.1 70.1 -23.0 210 228
16 19952 29.4 51.0 21.5 258 295
17 19954 91.0 111.6 20.6 246 232
18 19934 48.6 69.0 20.5 174 215
19 20094 148.1 127.7 -20.4 216 288
20 303 74.8 93.9 19.0 150 297

are approximately the same, one can conclude that the online MV-DF score has about
the same likelihood of distinguishing a high risk patient from a low risk one as the
original MV-DF for this set of patients.

We compared the risk stratification ability of the two different algorithms by com-
puting 6A(i) and 6B(i) for all patients i. We then compared these values to the death
outcome. Both algorithms correctly placed 571 out of 753 patients in the appropri-
ate risk category. Of the 14 patients who died, ten were correctly identified as high
risk. And of the 739 patients who did not die, 561 were correctly identified as low
risk. Though the risk assignment for individual patients may differ, this result sug-
gests that despite the differences in the computed MV-DF values, the online algorithm
is as discriminative as the offline algorithm for the DISPERSE-2 population.

We also compared the risk assessments assigned by the two methods to each an-
other. A total of 38 patients were classified differently-19 patients classified as low
risk by the original algorithm were reclassified as high risk (relative false positives)
and 19 patients classified as high risk by the original algorithm were reclassified as
low risk (relative false negatives).

Figures 3.4 and 3.5 show the original and online MV-DF values for these patients.
In both figures, the red squares represent the original MV-DF values, while the blue



circles represent the online MV-DF value. The green dotted line marks tA and the
black dotted line marks rB. In Figure 3.4, a large increase in MV-DF is likely due
to the online algorithm retaining parts of the signal that were rejected as noise by the
original algorithm. Noisy parts an ECG signal with dramatically changing beat-to-

beat MD values will increase the per window MV values since the per window MV is
concerned with energy in a specific frequency band.

For the relative false negative patients, the magnitude of the change in MD-value,
is not as large. The reason for these changes is not well-understood. The figure also
shows that, in some instances, even small changes in the MV-DF value can result
in reclassification. The reclassification occurs because the online threshold rB used
to separate the population into high and low risk classes is greater than the offline
threshold. Thus patients once above the line can now be below it.

3.5 EFFECT OF DUTY CYCLING

One issue with the online MV-DF algorithm is that the processing performed by the

algorithm, in particular dynamic time-warping, is computationally and thus, energy
intensive. We use duty cycling to reduce the amount of processing consumption with-
out dramatically affecting the diagnostic power of the algorithm.

In this section, we report the effect of applying random data independent duty cy-
cling to the online MV-DF algorithm. We process each five minute window with a
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Figure 3.4: Patients classified as high risk by the online MV-DF algorithm
that were marked as low risk by the original MV-DF algorithm. The original
MV-DF values are marked using red squares. For the most part, the signif-
icant change in MV-DF is likely due to the online algorithm retaining parts
of the signal that were rejected by the original algorithm.
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Figure 3.5: Patients classified as low risk by the online MV-DF algorithm
that were marked as high risk by the original MV-DF algorithm. The original
MV-DF values are marked using red squares. Several patients have minor
changes in their MV-DF value. However, because the threshold value used
for stratification is different, the patients are reclassified anyway.

probability p to achieve energy savings of approximately 1 - p. We denote the algo-
rithm that processes each window with a probability p as a p-duty cycled algorithm.

The duty cycling approach we describe and evaluate may not be the best possi-
ble duty cycling algorithm for this application. We introduce it only to show what
is possible and to demonstrate an example of an application where it can be applied
successfully. A duty cycling approach that is more tailored to the underlying applica-
tion may result in more energy savings. After evaluating this approach on the MV-DF
algorithm, we describe the necessary properties of applications for which a random
duty cycling approach will work.

The subset of per window MV values that remain after duty cycling can be used
to compute an estimate of the MV-DF value. Since MV-DF is computed as the 9 0 th

percentile of the per window MV values, if the subset of windows is a representative
sample of the distribution of per window MV values, then the estimate given by a duty
cycled version of the algorithm will have a small error.

To evaluate this method, we varied p from 0.05 to 1 in 0.05 intervals and computed
the 9 0 th percentile of the remaining windows for each value of p. We simulated the
duty cycling algorithm ten times and took the median of the estimates. Let MVB (i, p)
be the median MV-DF value for patient i while duty cycling with a probability of p.

To determine how well the p-duty cycled algorithm approximates the output of
the online algorithm, we computed the root mean square difference (RMSD) between



MVB(i, p) and MV(i), the non-duty cycled MV-DF value of each patient, as

1 NVi]
N [MVB(i, p) - MV(i) 2

where N is the number of patients.
Figure 3.6 shows the RMSD as a function of p. As expected with p = 1, the

difference drops to 0. At p = 0.6, the RMSD increases to 1.3.
The differences tell us the impact of duty cycling on the raw MV-DF value-it

does not say much about how risk assessment is impacted. We compared MVB (i, p)
to the threshold rB to obtain 6B (i, p), the risk assessment of patient i using a p-duty
cycled algorithm. We then compared 6B(i, p) to the non-duty cycled risk assignment
6B (i). We use the term reclassification change to refer to a change that results when
we compare the risk assignment of a p-duty cycled algorithm to the risk assignment
of the non-duty cycled online algorithm. Figure 3.7 plots the reclassification change
as a function of p. As expected, as p increases, the reclassification change decreases.
Moreover, the shape of the curve essentially follows the error curve. At p = 0.6, the
curve indicates that approximately 3% or 22 out of the 753 patients are reclassified
relative to the non-duty cycled version of the algorithm. A p of 0.6 implies that we
can achieve energy savings of approximately 40%.

Finally, we computed the classification error, which is determined by comparing
the risk assignment 3B(i,p) to the death outcome of each patient. Figure 3.8 plots
the classification error as a function of p. For reference, the classification error of the

8

7-

6........................... ...........

t- -- -.-.-.-.-

2 .. . . . .

01

0 0.2 0.4 0.6 0.8
P

Figure 3.6: The root mean squared difference (RMSD) of the duty cycling
algorithm decreases exponentially with increasing p. At p = 0.6, the RMSE
is 1.3.
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Figure 3.7: The fraction of patients that are reclassified compared to the
non-duty cycled algorithm as a function of p. At p = 0.5, only 22 patients
have been reclassified.

original MV-DF algorithm is shown as a dotted black line. The duty cycled algorithms
use the TB threshold for dividing the population into the two risk classes while the
original MV-DF algorithm uses rA. The graph shows that the classification error of
the duty cycled algorithm quickly converges to the classification error of the original
algorithm for small p.

3.6 EVALUATION ON TIMI MERLIN PATIENTS

To validate the performance results of the online MV-DF algorithm and duty cycled
versions of the online algorithm, we repeated the experiments on 800 randomly se-
lected patients from the placebo group of the TIMI MERLIN study.

First, we compared the histograms of the original and online MV-DF values to
verify that the online MV-DF could be used to get good approximations of the original
MV-DF value. The error distribution in Figure 3.9 shows a non-zero, but small average
error (1.7).

Next, we computed the c-statistics of the original and online algorithm on the
TIMI MERLIN database to be 0.76 and 0.73 respectively. Again, the two algorithms
seem to have similar discriminative power.

We then compared the MV-DF values to the thresholds derived from the TIMI
DISPERSE-2 data set (rA = 48.6, TB = 50.9) to obtain the risk assignments 6A (i) and
SB(i) for all patients i in the TIMI MERLIN cohort. We them compared these risk
assessments to the death outcome of each patient. The offline algorithm assigned 606
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Figure 3.8: The classification error of the duty cycled algorithm quickly
converges to the classification error of the original algorithm as p increases.
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Figure 3.9: The histogram shows the distribution of the absolute error of the
online MV-DF value computed per patient from the TIMI MERLIN study.
The mean of the distribution is 1.7.
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out of 800 patients to the appropriate risk level, while the online algorithm assigned
612 out of 800 patients to the appropriate risk level.

3.6.1 Effect of Duty Cycling on TIMI MERLIN patients

The random duty cycling strategy outlined in Section 3.5 was also applied to patients
in the TIMI MERLIN data set. Figure 3.10 shows the root mean squared difference
between the duty cycled online algorithm and non-duty cycled algorithm on the TIMI
MERLIN data set as a function of p.

The impact of duty cycling on the risk stratification of the TIMI MERLIN patients
is shown in Figure 3.11 where the reclassification error is plotted as a function of p.
Recall that the reclassification error compares the risk assignment 3

B(i, p), determined
by comparing MVB(i, p) to the threshold ZB, to ground truth. Ground truth for each
patient i is taken to be 3 B(i), the risk assignment resulting from comparing the non-
duty cycled online MV-DF value to rB. The general shape of the curve is similar
to that achieved on the TIMI DISPERSE-2 data set and gives us confidence that the
duty cycling approach is applicable to other patients and that we have not tailored the
algorithm to a specific population.

Finally, we computed the classification error by comparing the risk assignment
resulting from each p-duty cycled algorithm to the death outcome of each patient in
the TIMI MERLIN cohort. Figure 3.12 plots the classification error as a function of
p. As before, the classification error of the original MV-DF algorithm is shown as a
dotted black line. In the graph, we observe a quick convergence of the classification
error of the duty cycled algorithm. However, since the classification error (188/800)
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Figure 3.10: The root mean squared difference between various p-duty cy-
cled algorithms and the non-duty cycled algorithm as a function of p for the
TIMI MERLIN cohort.
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Figure 3.11: The fraction of TIMI MERLIN patients that are reclassified
compared to the non-duty cycled algorithm as a function of p.
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Figure 3.12: As in the TIMI DISPERSE-2 population, the classification
error of the duty cycled algorithm converges quickly for the patients in the
TIMI MERLIN cohort.
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of the online algorithm is slightly lower than the classification error (194/800) of the
original algorithm on the TIMI MERLIN cohort, as p approaches 1, the classification
error begins to dip below the error achieved by the original algorithm.

3.7 DISCUSSION

In this chapter, we have demonstrated how random data independent duty cycling
can be used to reduce the number of windows processed by an online ECG-based
risk stratification algorithm. Adding duty cycling did not substantially change the
diagnostic capabilities of the original algorithm.

Random duty cycling worked well for our application because the goal of risk
stratification is not to isolate a particular event in time, but rather to summarize a
distribution using a statistical value, in this case, the 9 0 th percentile of the per window
MV values. As long as a sufficient number of samples is acquired to accurately model
the underlying distribution, random duty cycling can be an easy and effective approach
to reducing energy consumption for long-term medical monitoring applications. We
believe that this method of duty cycling can be used to reduce energy consumption for
other applications where localizing an event in time is not critical. One such medical
application is event enumeration, e.g., counting the number of ectopic beats per hour.
In event enumeration, the frequency and number of events is more important than
the occurrence of a single event in time. If event frequency is sufficiently high, then
sampling or duty cycling can be employed to reduce the amount of data processed
without degrading event count estimation. If the cost of detecting an event occurrence
is high, then this duty cycling approach will result in energy savings.

Our approach can also be used to reduce the energy consumption of a portable
ECG monitoring system that collects and stores the data for later analysis. We have
shown that only a subset of the data is needed to obtain an estimate of the MV-DF
value. Thus, we can safely ignore segments of the input stream by not sampling or
storing the data. Since the energy cost of storing data can be significant [31], this
approach can reduce the energy consumed by a monitoring device.





CHAPTER4

Automatic Sensor Selection

In medical monitoring applications, physiological data is often gathered using mul-
tiple sensors. For example, in ECG monitoring, multiple leads are used to capture
electrical signals generated by the heart. For gait analysis, to monitor an individual's
movement patterns, patients can be instrumented with a collection of accelerometers,
gyroscopes, and tilt sensors placed at different locations on the body. In EEG moni-
toring, the electrical signals of the brain are measured using multiple electrodes.

To enable long-term ambulatory medical monitoring applications that use multiple
sensors, designers of portable medical devices must address two key issues: patient
comfort and convenience. Several factors can have an impact on these issues includ-
ing:

(a) Number of sensors. Reducing the number of sensors that are worn on the body
can improve the comfort of a wearable device. For implantable devices, reducing
the number of sensors could simplify the surgical implanting procedure.

(b) Number of wires. Using wires to connect sensing components to computation
components is cumbersome for a patient to wear.

(c) Device size and weight. To improve long-term comfort, the size and weight of the
overall device should be minimized as much as possible.

(d) Battery lifetime. If a device is implanted or worn continuously, frequent recharg-
ing of the battery or frequent battery replacement is inconvenient. Thus, reducing
the energy consumed by the processing or collecting of data is critical. One ad-
ditional benefit of reducing overall energy consumption is that battery size and
weight could also be decreased.

In this chapter, we focus on the problem of selecting sensors for a real-time
portable medical monitoring application: epileptic seizure onset detection. An epilep-
tic seizure is a transient symptom of excessive or synchronous neuronal activity in
the brain. The EEG recorded during a seizure is said to be ictal. Seizure onset is
defined as the point in time where a patient's EEG transitions from a non-ictal to an
ictal state. A seizure is the period in time following this event and typically lasts from



a few seconds to a few minutes. As mentioned in Chapter 2, giving patients who have
uncontrolled seizures a portable seizure monitor that can alert caregivers or the patient
in a response to a detected seizure, can have many benefits. For such a device to be
useful, however, seizures need to be detected reliably with low latency. In addition,
the number of false detections must be minimized to avoid alarming caregivers and
the patient unnecessarily.

To select channels, we use a machine learning based algorithm that constructs
reduced channel seizure onset detectors starting from an existing algorithm for con-
structing 18-channel patient-specific detectors. The algorithm we use for selecting
channels is based on the wrapper approach [25], a feature selection technique. Since
EEG signals of epilepsy patients can vary considerably, channels are selected on a
patient-by-patient basis. Indeed, Shoeb et al. [43]. have demonstrated that a seizure
onset detector trained using data from an individual patient will tend to have better
sensitivity and specificity than a non-patient specific detector.

Using our approach, the average size of the selected channel subsets was reduced
from 18 to 6.4. These channel subsets were used to build reduced channel seizure
onset detectors. When we ran these detectors on recorded EEG data, we observed only
a small degradation in performance compared to the original 18-channel detector. The
number of seizures detected decreased slightly from 139 to 136. However, for 10 out
of the 16 patients, the reduced channel detectors identified all of the seizures detected
by the original algorithm. The median detection latency increased slightly from 6.0 to
7.0 s, while the average number of false events per hour increased slightly from 0.07
to 0.11.

To determine the impact of reducing the number of channels on energy consump-
tion, we developed a simple energy model to relate energy consumption to the num-
ber of channels used by a seizure onset detector. The parameters for the model were
derived by measurement of a prototype implementation of an ambulatory EEG moni-
toring device. Using this model, we determined that our approach reduced the energy
consumption by an average of 60%-an increase in battery lifetime of 2.5 x.

The rest of this chapter is organized as follows. First, we describe the original
18-channel patient-specific seizure onset detection algorithm used to detect seizures.
Next, to understand the impact of reducing channels on energy consumption, we de-
velop an energy model that relates the number of channels to energy consumption..
We then describe our approach for building reduced channel seizure onset detectors.
Finally, we evaluate our method on recorded EEG data from several patients by com-
paring the performance of our subset detectors to the baseline classifier that uses all
channels.

4.1 NOTATION

Throughout this chapter, we will often use the following notation to simplify the dis-
cussion.

Let X be the space of possible unlabeled examples, and Y be the set of possible
labels. Each example x E X is a vector of m input features or variables, i.e., x =
(XiX2, ... , Xm). Let D = {di, d2,. . ., d, } be a data set consisting of n labeled instances
where di = (xi E X,yi E Y).



A classifier C maps an unlabeled instance x C X to a label y E Y. A detector is a
classifier where the number of unique elements in Y is two. An inducer or learning
algorithm I maps a data set D to a classifier C; it is used to construct a classifier from
a given labeled data set.

To refer to a specific classifier, we will often use the notation I(D) instead of
merely C since the former notation allows us to track the training data that was used
to construct a specific classifier. In addition, we use the notation I(D, x) to denote the
label assigned to an unlabeled instance x by the classifier built by inducer I on data
set D, that is, I(D, x) = (I(D))(x).

4.2 A SEIZURE ONSET DETECTION ALGORITHM

Continuously monitoring individuals with epilepsy using a portable, monitoring de-
vice can offer a number of benefits. The monitor can warn patients of seizure onset
before symptoms cause injury or it could be used to initiate delivery of a therapy.
Current state-of-the-art seizure onset detection algorithms require 21 scalp electrodes
to be worn by the patient. The electrodes are used to generate 18 to 20 data streams
called channels that are analyzed with software.

To detect seizures, scalp EEG data is acquired using electrodes arranged on the
scalp as shown in Figure 4.1. EEG data is typically sampled at 200 to 250 samples
per second. Researchers have used machine learning to construct seizure detection
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Figure 4.1: The 10/20 montage arrangement of scalp electrodes used for
EEG monitoring. A channel is formed by measuring the difference between
two adjacent electrodes (e.g. P7-01). Instead of using the electrode names,
we will frequently refer to the channels using the numbers indicated in the
diagram. In this thesis, only the channels that are labeled with a number are
used.

algorithms from data collected using similar montages [40,44]. Typically, several
hours of EEG data are recorded from multiple channels for each patient. The data is



then annotated manually to mark salient features in the recording, such as the start and
end of each seizure.

4.2.1 The Patient-Specific SVM-Based Detector

Shoeb et al. constructed patient-specific support vector machine (SVM) based clas-
sifiers to detect seizure onsets in real-time [44]. In their paper, the authors showed
how their algorithm could be used to initiate a delay-sensitive procedure following the
detection of seizure onset.

To construct a patient-specific algorithm, first, EEG data from a single patient
was divided into two second windows. Using the annotations marking the location of
seizure onsets, each window was assigned a label of +1 if the window was considered
part of seizure onset and -1 if it was a non-seizure window. Seizure windows were left
unlabeled. Next, features were extracted from each labeled window on a per channel
basis for all 18 channels. Seven elements corresponding to the energies in overlapping
frequency bands were extracted from each window. The frequency bands chosen were
3 Hz wide and collectively spanned the 0-20 Hz range. The seven features from all
channels were concatenated to form a 126 dimensional feature vector x. Each feature
vector x was paired with its assigned label y to form a data set D. With D as input, a
support vector machine C = I(D) was trained to determine whether an observed two
second EEG window resembles an individual's seizure onset EEG window or not.

This classifier was then used as a component of a real-time algorithm to detect
previously unseen seizure onsets. Every second, features are extracted from two sec-
onds of EEG samples, for each channel separately. A 126 element feature vector x
is constructed and passed to the classifier C for labeling. Any epileptiform activity
lasting more than four seconds is declared as the start of a seizure.

4.3 EVALUATION METRICS

In this section, we define a few key metrics that we will use to quantify the perfor-
mance of the detectors. For our purposes, a window is defined as two seconds of
consecutively sampled EEG data.

(a) false negative rate: The false negative rate refers to the fraction of true positive
windows that are misclassified as negative windows.

(b) false positive rate: The false positive rate refers to the fraction of true negative
windows that are misclassified as positive windows.

(c) fraction of seizure onsets detected: The fraction of seizure onsets detected is the
number of seizures correctly declared over the total number of seizures present in
a recording. All detectors we consider in this chapter will declare seizure onset
when the underlying classifier finds four consecutive windows that contain seizure
activity. Note that a high false negative rate may not necessarily translate into a
low fraction of seizures detected, since seizures typically last longer than five
seconds.



(d) false events per hour (false alarm rate): If a seizure onset is declared during a
period that does not contain an actual seizure, we call this declaration a false
alarm or false event. Note that a high false positive rate may not necessarily result
in a high false alarm rate.

(e) detection latency: The detection latency is the difference in time between when
a detection algorithm declares seizure onset and the electrographic onset time of
the seizure as marked by a human expert. The detection latency depends in part
on the minimum number of consecutive positive windows that needs to be labeled
before a seizure is declared. Thus, if we reduce the number of consecutive positive
windows required before declaring an event, the detection latency would decrease.

(f) energy consumption: The energy required to label an EEG recording. In this
chapter, the energy consumed by our algorithms is determined using a model
based on our prototype hardware.

The seizure onset detection algorithm described in [44] was able to achieve high
specificity, high sensitivity, and low latency for many of the patients in their study. We
use this detector's performance and energy consumption as a baseline for comparison
purposes throughout this chapter.

4.4 HARDWARE PROTOTYPE OF A WEARABLE SEIZURE MONITOR

We built a prototype using off-the-shelf parts and measured the energy consumption
of the main components of the system to develop a model that relates energy con-
sumption of an ambulatory monitor to the number of channels used.

The prototype transmits data to a remote device where more intensive computa-
tions can be performed. Our prototype is an instance of the LOCALIZED architecture
as described in Section 2.4. While the system is capable of acquiring data from more
than one channel, for the purposes of developing an energy model, building a single
channel acquisition system is sufficient. Since the system is designed for wearable
monitoring, we made an effort to select low-power, lightweight components.

In the prototype system, signals from two scalp electrodes are input into an instru-
mentation operational amplifier (in-amp) which amplifies the signal difference and
rejects the DC and AC common-mode signals present on both channels [24]. In the
prototype, we chose the Texas Instruments INA333 low-noise, low-power in-amp,
which has a 100 dB minimum common-mode rejection ratio and draws no more than
80 pA to amplify the differential signal. We set it to amplify the signal by five times.
After passing the signal through an RC high-pass filter with a cutoff below one Hz, the
signal is then amplified by an additional factor of 100 using a single gain stage. Ad-
ditional amplification is needed because EEG signals gathered using scalp electrodes
have a peak-to-peak amplitude of 5 to 300 pV [36]. The signal is then anti-aliased
using a third order Butterworth filter with a cutoff frequency of 100 Hz. Coupled with
the 1/f filtering provided by the scalp, this filter provides sufficient anti-aliasing. Fig-
ure 4.2 shows the schematic of the analog portion of the design.

After filtering, the signal is sampled at 200 samples per second using the on-board
12-bit analog-to-digital converter (ADC) of a microcontroller, the Texas Instruments
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Figure 4.2: Schematic of single channel EEG analog signal acquisition cir-
cuit.

MSP430FG4618 [33], operating at 8 MHz at 3.0 V. The output of the analog frontend
is connected to the MSP430FG4618 present on the MSP430 Experimenter's Board.
After sampling, each data point is truncated to 8 bits. Once a full second's worth
of data has been collected, i.e., 200 bytes, the data is split into 50 byte packets and
delivered to a CC2500 transceiver [9], a 2.4 GHz radio. The data is split because
the size of the transmit and receive FIFOs in the radio is 64 bytes. Along with the
payload data, an 8-bit sequence number is also sent to help with detecting packet loss
and ordering the incoming packets. Data is transmitted at 250 kbps using minimum
shift-key (MSK) modulation and forward error correction. A photo of the prototype
system is shown in Figure 4.3.

10/20 Cap
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Amplifier and
Anti-aliasing, filter CC2500

Radio

Figure 4.3: Prototype single channel EEG acquisition system

In our prototype, the data is delivered to a computer via an EZ430-RF2500 mod-
ule, which consists of a CC2500 transceiver as well as another MSP430. The module
stores a full second's worth of data before sending the data via a USB serial port to the
computer, where further processing of the signals can be performed. In a deployment,
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the data would be transmitted to a device located at the patient's belt.
Figure 4.4 shows two screenshots of a single channel (01-REF) of EEG captured

using electrodes placed on the author's scalp. In Figure 4.4(a), the screenshot on the
left, alpha wave patterns are being captured by the system. Alpha waves are electro-
magnetic oscillations with a frequency of approximately 10 Hz that arise from syn-
chronous and coherent electrical activity of thalamic pacemaker cells in the human
brain. Typically, alpha waves appear when the subject closes his or her eyes and en-
ters a state of relaxation. Figure 4.4(b) shows what happens when the subject opens
his eyes-the alpha waves disappear.

21R.5s

(a) Eyes closed; alpha waves present (b) Eyes open; alpha waves absent

Figure 4.4: Screenshots of a single channel (Ol-REF) of EEG using elec-

trodes placed on the author's scalp. The date shown in both screenshots is
incorrect.

4.4.1 Energy Measurements

To measure the power consumption of the three main components in the system, sense
resistors were placed in series with the power supply of each of the components. By
measuring the voltage drop across a resistor using an oscilloscope, the current draw
and power consumption can be determined using Ohm's Law.

In our prototype, the data acquisition circuit remains fully powered at all times.
Duty cycling the front-end is possible, however, aggressive duty cycling may lead to
data corruption. When powered on, the data acquisition circuit has a current con-
sumption of 100 pA at 3.0 V. The energy needed to acquire Ne channels of data can
be modeled as

Esample =NePs-eNr Ts(on)r (4.1)
T~~~nseso ssnsrnssheaciv

where Tsensor is the time the data acquisition unit is active and Psensor is the active
power consumption of the sensor.

The signal is sampled at 200 samples per second using the onboard ADC of the
MSP430. We can place the CPU into Low Power Mode 0 (LPMO) during idle periods
since we configured the ADC to use an on-board timer clocked by the SMCLK signal
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to trigger conversions. Note that a lower power mode can be achieved by taking ad-
vantage of other sampling features of the MSP430. Sampling a single EEG channel
can be accomplished by operating the ADC in single-channel, repeated conversions
mode; multiple channels can be sampled by using the ADC in multiple-channel, re-
peated conversions mode. Doing so will increase the on-time of the ADC, but the
increase will have a negligible impact on the energy consumption because power con-
sumed by the ADC is small compared to the CPU operating in LPMO mode.

The energy consumed by the MSP430 can be approximated as:

P(on) (on) (idle) T(idle)
ECU=CPUICPU C PPU ICPU

where T(on) and T(idle) are the durations for which the CPU is active and idle respec-CPU CPU

tively and P and P p are the power consumed by the CPU when active and idle.CPU
In our system, the CPU is activated once per second to transmit data. Therefore, for
every one second interval, the CPU is idle for 1 - T(on) seconds. The energy consumed
in one second by the CPU can be written as:

ECpU = P p(NcTactive) +Pc NTactive). (4.2)

where Tactive is the duration of time that the radio is active when sending one channel's
worth of data and Nc is the number of channels.

Figure 4.5 shows the change in voltage across the sense resistor as the CPU transi-
tions from idle to active state. We use this screenshot to determine the active and idle
power consumptions of the CPU.
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Figure 4.5: The change in voltage across the 110 n CPU sense resistor
as the MSP430 transitions from idle state to active state was 60 mV Using
Ohm's Law, the current consumption is equivalent to 550 yA.



To transmit data to a nearby remote device (e.g., on the belt), we use the
CC2500 [9] transceiver. Figure 4.6 shows a trace of the radio sending 200 bytes
of data and is used to determine the power consumption of the radio in various states
of operation. There are several things to note. First, the transmission of each 50 byte

TekStop [
U tU

_________________ ______4 Feb 2009
tll 100mV 4.00ms 1016.0 % 12:26:55

Figure 4.6: A trace of the voltage change across the 10 LA resistor used to
sense the power consumption of the CC2500. The CC2500 is transmitting
data from a single channel of EEG collected over a one second window. The
total size of the payload data is 200 bytes. Because of the limited size of the
CC2500 transmit FIFO, we transmit 50 bytes at a time.

packet takes about 3.7 ins. We pause between each packet to give the receiver a chance
to process the previous packet of data. Also, notice that the radio transitions between
various power states in order to transmit. We can identify five different power states
from the diagram.

Initially, the radio is in idle state, while it waits for data. When the CPU needs data
to be transmitted, it puts the radio in a wake-up state and then transfers data from its
memory to the transmit FIFO on the radio during the transfer state. Once enough data
has filled the FIFO, the radio enters a transmit state, during which data is delivered
out of the radio front-end. The radio then goes into a listen state while it gives time
for the receiver to process the just sent packet. The radio cycles between the transfer,
transmit, and listen states, until all the data in the CPU memory has been transmitted.
Then, the radio returns to the idle state.

As more channels are sampled, more data will need to be sent. However, only the
time spent in the transmit, wait, and transfer states will increase. The wake-up cost
and idle time are constants. Therefore, during one second, the energy consumed by

........ ...........................................................



the radio can be modeled as

Eradio = L Pro Tradio

ieR

radio raio + radio radio
jeS kcT

(4.3)

where S = {transmit, wait, transfer}, T = {idle, wake-up} and R = S U T. The duration
of time the radio spends in the idle mode in one second is simply one minus the sum
of the duration spent in the other modes.

Table 4.1 summarizes the values of the parameters of components used in our
prototype system. Our model does not take into account the energy needed to switch
from idle state to on state, but this energy is negligible. Combining Equations 4.1,
4.2, and 4.3, and using the values in Table 4.1, we can compute the energy consumed
to collect and transmit one second's worth of data as a function of the number of
channels Nc:

E (Nc) a 1.58 mJ -Ne +2.12 mJ. (4.4)

Therefore, a system that uses 18 channels has a power consumption of 30.6 mW. If
we are able to reduce the number of channels required by a seizure onset detector to
one channel, we would consume 3.71 mW, a reduction of 88%.

4.4.2 Alternative Architectures

As we have shown, varying the number of channels in a system that performs no
local computation can have a huge impact on energy consumption. Using a different

Table 4.1: Measured values for the parameters used in our energy model.
The supply voltage for all the components was 3.0 V. The dominant source
of power consumption is the radio during transmit and transfer modes.

Component Symbol Name Value

EEG sensor Psensor sensor power consumption 300 pW @ 3.0 V

P(0f) active power consumption 14 mW @ 8 MHz
MSP430 (idle) idle power consumption 1.6 mW in LPMO

Tactive active time 23.2 ms

P(transmit) transmit power consumption 64 mW @ 0 dBm
wt) wait power consumption 4.8 mW

radio
P(transfer) transfer power consumption 24 mW

(awake-up)

CC2500 r( di wake-up power consumption 24 mW
racdio idle power consumption 0.5 mW

T (transmit)
radio
(wait) wait time 0.64 ms

radio
(transfer) transfer time 3.2 ms

radio
(wake-up) wake-up time 0.05 mstradio



architecture to implement a portable monitoring system changes the ratio between the
per-channel energy consumption and fixed energy consumption and therefore, affects
the energy savings achievable using channel selection. Figure 4.7 plots the energy
consumed per second by three different portable monitoring architectures as a function
of number of channels. We only consider the energy consumed by the device mounted
on the scalp.

The REMOTE architecture line shows the energy consumption of the prototype we
just described. All EEG data is sent to a remote device where the computation can
take place.

To reduce the energy consumed by the radio, we can perform the feature extraction
locally at the head. Unfortunately, the MSP430 is too underpowered to perform the
filtering necessary to extract features. To do this computation, we can either use an
application-specific integrated circuit (ASIC) to acquire, filter, and process the EEG
stream or we can use a more sophisticated, but higher-power CPU, such as the Marvell
PXA270.

The PXA270 can operate at 104 MHz while consuming 116 mW. In standby mode,
1.7 mW are consumed. Based on our estimates, the PXA270 can extract features for
a single channel using tens to hundreds of microseconds. After features are extracted,
seven 16-bit values would be transmitted per channel. Since the total time needed to
transmit and extract features is a small fraction of the window duration, most of the
energy is consumed while the radio and CPU are idle. Thus, reducing the number of
channels, which would reduce active power consumption, would have little impact on
overall power consumption.

If we used an ASIC to do local computations, we could use a design that integrates
the instrumentation amplifier, ADCs, and the feature extraction processor for a single
channel into a single chip [57]. Each chip computes at a clock rate that allows the
features for each two second window to be generated just before the next two second's
worth of data needs to be gathered. This reduces the idle power consumption of the
system to a minimum.

To monitor 18 channels, 18 of these circuits could be combined. Table 4.2 shows
the power consumption of a wireless 18-channel EEG acquisition system based on
combining 18 of these circuits. After features have been extracted for each channel,
the features would need to be transmitted to a remote device for classification. Either
each circuit would be equipped with a separate radio or the data would be combined
at a central point where a single radio would be used to transmit the features from all
channels.

Table 4.2: Power consumption of an optimized wireless EEG acquisition
chip [57].

Component Power consumption (pW)

I-Amp 72
ADC 3

Digital processor 2.1
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Figure 4.7: Energy consumption per channel versus number of channels

for various portable monitoring systems. Though energy savings are still

achievable, performing all processing locally reduces the impact of channel

reduction on overall energy consumption.

From the lines marked LOCAL PXA270 and LOCAL ASIC in Figure 4.7, we see

that performing feature extraction locally reduces per-channel energy consumption.

However, reducing the number of channels has a smaller effect on overall energy

consumption because the fixed power consumption becomes dominant. When we

reduce the number of channels, the time spent actively computing is reduced and idle

time increases. To mitigate this effect, dynamic voltage scaling could be employed.

When fewer channels are used, instead of idling, we can reduce the voltage and CPU

clock rate. This can result in tremendous energy savings since a linear scaling of

voltage results in a quadratic reduction in power consumption.

Instead of only extracting features locally, we can perform classification on the

head as well. However, reducing the number of channels has a marginal effect on the

classification computation. Computing the radial basis kernel requires computing an

exponential-typically a compute intensive operations-which is independent of the

number of channels.
Another modification we can make to our design is to use a different radio. The

CC2500 is a low-power radio that is comparable to a Zigbee or IEEE 802.15.x radio.

If we instead used an IEEE 802.11 x radio, which are high power devices, the energy

used by communication would be even larger. Thus, reducing the number of channels

would have a huge impact on energy consumption. Using the body as a communi-

cation medium would likely lower the energy consumed to transmit data, but would

require more complex computational methods for encoding and decoding the data.

From the graph, it appears that a localized architecture is a better approach than



our distributed approach. However, our channel selection methods can still benefit
systems with a localized architecture by (a) further reducing energy consumption, and
(b) improving the wearability of portable monitoring devices.

4.5 CONSTRUCTING A REDUCED CHANNEL DETECTOR

From Equation (4.4), we see that using fewer channels can reduce energy consumption
significantly. In this section, we address the question of how to find good subsets of
channels, i.e., subsets that will allow us to construct reduced channel detectors that
can achieve detection performance similar to that of the 18-channel detector.

4.5.1 Feature Selection Algorithms

To find channel subsets, we use feature or variable selection algorithms. Consider a set
of n examples (xi,yi), i = 1,2,...,n, where xi is a vector consisting of the m elements
(xii ,Xi2, ... ,xim) and yi C Y, a set of labels. Let A denote a feature selection algorithm
that maps a data set D to a feature subset F C {1, 2, ... , m} where m is the total number
of original features. Typically, once a subset of features has been selected, a new data
set D' is derived from the existing data set. The elements of the new data set D' are
unchanged except that only the features specified by F are retained. Formally, let f
be a selector function that maps an input data set D and feature subset F to a new data
set D'. For every element (x,y) C D, there will be an an element (x',y) E D' such that
x' (xf) where f E F.

The feature selection algorithms that are most useful to our problem are those
that select subsets of features that can be used to build a good predictor. A survey
of various feature selection methods is described in [21]. In general, feature selection
algorithms can be divided into three broad categories: filters, wrappers, and embedded
methods.

Filters rank the m input variables using a scoring function computed from both the
input elements and the output label. Typically, a high score indicates that a variable
is useful for building a highly predictive classifier. For classification, a simple scoring
function could be the performance of a single variable used as a discriminant function,
where performance can be measured as a function of the error rate, the false positive
rate, and/or the false negative rate.

Wrapper methods [25] use the performance of a learned classifier to assess the
usefulness of different subsets of features. When implementing the wrapper approach,
one needs to decide (a) how to search the space of possible feature subsets, (b) how
to assess the performance of each learned machine to guide the search, and (c) which
learning algorithm to use to select features.

Embedded methods incorporate variable selection as part of the model training
process. Simultaneous feature selection and model training offers a few advantages.
The learning process no longer needs to be split into a selection stage and then a
training stage. As a consequence, the time needed to select features is dramatically
reduced. Unfortunately, only a few machine learning algorithms perform feature sele-
tion and model training simultaneously. Moreover, these algorithms often restrict the
shape of the separating boundary.



A few researchers have used various feature selection methods to reduce the com-
plexity or energy consumption of a detector or classifier. For example, Benbasat et
al. describe a framework for automatically generating power-efficient decision tree
classifiers for wearable gait monitoring nodes. By modifying the learning algorithm
to take into account energy cost, a tree that is "energy-aware" can be built. Once a
decision tree is constructed, the system dynamically consults only the sensors that are
necessary to determine the system state. However, because sensors are activated se-
quentially over time, the detection latency of such systems will be greater than those
that examine all the data simultaneously.

The authors of [37] explore ways to scale the data or feature set used by an ECG-
based application for use on a mobile device. The authors show how to use their
methods to trade off classification accuracy for bandwidth. Their feature selection
approach uses mutual information to "scale" the data set for computation on a mo-
bile device. Other researchers [19,27] have applied feature selection techniques such
as Recursive Feature Elimination for reducing channels in EEG-based applications.
In [27], feature selection is performed to reduce the inputs to the learning algorithm
and hopefully improve classification, while in [19], the motivation is primarily user
comfort. Neither paper considers energy consumption.

For the rest of this chapter, we will describe how we used the wrapper method
to select good channels for seizure onset detection. We selected the wrapper method
because it allows users to specify a custom objective function with which to evaluate
feature subsets. In addition, because wrapper methods can be adapted to work with
any machine learning approach for feature selection, we can continue to use SVM
classifiers in our detectors.

4.5.2 The Wrapper Approach

As mentioned, the wrapper method [25] uses the performance of a learned classifier
to assess the usefulness of different subsets of features. When using the wrapper ap-
proach, one needs to decide how to search the space of possible feature subsets for
the subset that minimizes (or maximizes) an objective function. The simplest search
is an exhaustive search, where a learned algorithm is built for all feature subsets. Un-
fortunately, for n features, there are 2- 1 possible subsets. Such a search could take
a enormous amount of time since training a model for each subset involves solving a
difficult optimization problem,. For example, to train an SVM, a quadratic program-
ming optimization problem is solved. In our experience, training and testing an SVM
for each channel subset takes on the order of a few minutes on a 2.8 GHz Intel Core
2 Duo laptop. For n = 18, where n is the number of channels, building an SVM for
each of the 218 - 1 subsets would require a month or more.

An alternative approach is a greedy search. In a greedy approach, the subsets
are constructed and evaluated incrementally. There are two basic strategies: forward
selection or backward elimination. In forward selection, variables are incorporated
incrementally into larger and larger subsets. In backward elimination, we start with
the set of all features and gradually remove or eliminate the least useful ones.

Figure 4.8 shows the greedy backward elimination algorithm we use to select
channels. The input to the algorithm is a training data set T and a validation data
set V. Both contain labeled feature vectors.



1: F +- {1, 2,... Im} {F is the set of all channelsI
2: R - [] {R stores the list of best channel subsets, each of different size}
3: repeat
4: S <- [] {S is a temporary variable used to store objective function values }
5: fori<-1to|F do
6: F' <- FEATURES (F \ F [i]) { Get set of features after removing channel F [i] }
7: T' <- f(T, F') {Reduce dimensionality of each example in training data T}
8: V' <- f(V, F') {Do similar for validation data T}
9: C +- I(T') {Train a classifier using data set T'}

10: S[i] <- J(C, V') {Score subset by running classifier C on test data set V'}
11: end for
12: k 4- FINDWORSTFEATURE(S) {Get index of worst channel}
13: F <- F \ F[k] {Remove channel from list}
14: R[i] <- (F,S[k]) {Store best channel subset and score }
15: until F = 0
16: return SELECTBEST(R) {Return best channel subset}

Figure 4.8: The backward elimination algorithm. As input, the algorithm
takes as input, a training data set T and a validation data set V. The functions
J, SELECTBEST(, and FINDWORSTFEATURE() are defined by the user.

We adapted the wrapper approach to select channel subsets instead of feature sub-
sets. When a channel is removed, all of the features associated with the channel-in
our case, seven-are removed from the feature vector. To find the best channel subset,
we incrementally found the best channel subset of a given size. The optimal channel
subset is selected from the resulting set of channel subsets.

In the seizure onset detection problem, we started with 18 channels. All channel
subsets of size 17 were created by removing each of the channels with replacement
from this initial set. Each of these channel subsets were used to prune the feature
vectors of the input training and test sets to generate new data sets where each feature
vector has seven fewer features. Then, each of the training data subsets were used to
train a classifier with fewer channels. The classifier is then incorporated into a seizure
onset detector similar to that described in Section 4.2.1.

Each 17-channel subset is then assigned a score using an objective function J.
In our case, the value of the objective function is based on the performance of the
corresponding detection algorithm on the test data V'. A channel subset is assigned
a score of zero if the resulting detector has a lower seizure onset detection rate than
the 18 channel classifier constructed using the same set of data. Otherwise we as-
sign each subset a score corresponding to the false positive rate of the SVM classifier
constructed using that subset.

Once each channel subset is assigned a score, we then use the function
FINDWORSTFEATURE() to determine an optimal 17-channel subset. An optimal 17-
channel subset is one that corresponds to the detector with the lowest false positive
rate that detects as many seizures as the ALLCHANNEL detector. If there are no detec-



tors that meet this criteria, a channel subset with the highest seizure onset detection
rate is designated as the optimal subset instead. This channel subset, along with the
value of objective function, is recorded for later use in R. The least useful channel is
the one channel that is not present in this channel subset.

The best channel subset of size 17 is then used as input to find an optimal channel
subset of size 16. The algorithm continues in this fashion until no further channels
can be removed. After all rounds have completed, the algorithm examines R, which
will contain a list of channel subsets with a decreasing number of channels, and se-
lects one to be the optimal subset. In our implementation, the optimal channel subset
chosen is one with smallest number of channels that detects as many seizures as the
ALLCHANNEL algorithm without exceeding the false positive rate of the ALLCHAN-
NEL algorithm by more than two times. We allow for a reduced channel detector
to make more false positive rates to allow for performance degradation due to fewer
channels.

4.5.3 Example

For illustration purposes, we outline an example execution of the channel selection
algorithm for one patient (Patient 13). For input data, the training and test data set
consists of the same set of feature vectors. Seizure and non-seizure feature vectors
from an individual's EEG recording are included in the input data. Table 4.3 shows the
seizure event detection rates and the true negative rates of the constructed 17-channel
detectors after the first round of the algorithm has been executed.

After the first execution of the loop, we then select the subset of channels that
corresponds to the SUBSET detector with the lowest false positive rate that detects as
many seizures as the ALLCHANNEL detector. In this case, the ALLCHANNEL detector
was able to detect all the seizures in the training set with a false positive rate of 0.0011.
From Table 4.3, we see that the SUBSET detector that does not include channel 12 is
the optimal 17-channel detector. We update F to F \x and store the channel subset in
R.

This process continues until F is empty. Now, R contains a list of the best k-
channel detectors, k = 1, 2, ... 17. Table 4.4 shows the contents of R. From this list of
channel subset detectors, we then select the detector that uses the fewest number of
channels without degrading the seizure detection rate. We allow the false positive rate
to be twice that of the ALLCHANNEL detector, that is, less than or equal to 0.0012. In
this case, the optimal subset is {3} or using the standard electrode names, {T7-P7}.

4.6 EVALUATION METHODOLOGY

To evaluate the channels output by the channel selection algorithm, we constructed
reduced channel detectors and measured the performance of the resulting detectors
on real data. A good subset of channels will result in the construction of a detector
with reasonably good specificity, sensitivity, and latency relative to the original 18-
channel detector. In this section, we describe the data we used for input to the channel
selection algorithm. In addition, we outline the testing procedure used to evaluate the
channels selected.



Table 4.3: The seizure event detection rate and the false positive rate of the
17-channel detectors constructed after the first iteration of the loop has been
executed. Since all of the detectors have equal detection rates, selection is
based on the false positive rate. The detector with the lowest false positive
rate, is the one that does not include channel 4.

Channel subset used by detector Detection True pos.rate rate

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 1.0 0.000578
1 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 1.0 0.000541
1 2 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 1.0 0.000606

1 2 3 4 6 7 8 9 10 11 12 13 14 15 16 17 18 1.0 0.000531
1 2 3 4 5 7 8 9 10 11 12 13 14 15 16 17 18 1.0 0.000513
1 2 3 4 5 6 8 9 10 11 12 13 14 15 16 17 18 1.0 0.000513
1 2 3 4 5 6 7 9 10 11 12 13 14 15 16 17 18 1.0 0.000485
1 2 3 4 5 6 7 8 10 11 12 13 14 15 16 17 18 1.0 0.000466
1 2 3 4 5 6 7 8 9 11 12 13 14 15 16 17 18 1.0 0.000447
1 2 3 4 5 6 7 8 9 10 12 13 14 15 16 17 18 1.0 0.000587
1 2 3 4 5 6 7 8 9 10 11 13 14 15 16 17 18 1.0 0.000503
1 2 3 4 5 6 7 8 9 10 11 12 14 15 16 17 18 1.0 0.000541
1 2 3 4 5 6 7 8 9 10 11 12 13 15 16 17 18 1.0 0.000503
1 2 3 4 5 6 7 8 9 10 11 12 13 14 16 17 18 1.0 0.000513
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 17 18 1.0 0.000569
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 18 1.0 0.000475
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 1.0 0.000401

4.6.1 Data Description

For channel selection and detector evaluation, we used pre-recorded pediatric EEG
data from 16 patients collected in a previous study [43]. All patients in the study were
being evaluated for potential cerebral resection surgery, and had their medications
stopped. Therefore, they had seizures more often than is typical. Table 4.5 shows the
number of seizures and number of hours of recorded EEG data for each patient. The
onset and duration of each of the seizures for each patient was labeled by a human
expert.

4.6.2 Testing Procedure

Ideally, to test our algorithm, we would use all available data recorded from a given
patient to select channels and to construct a detector. The performance of the detector
would then be evaluated prospectively in real-time using live EEG from the same
patient.

We did not have the opportunity to do this, so instead, we divided the data for
each patient into training and test data sets. Both training and test data sets contained
some of the seizure data and some of the non-seizure data. Ideally, the training data
set would be further divided into two subsets-one subset would act as the training
data input and the other would serve as the validation data input used by the channel



Table 4.4: The list of the best k-channel detectors, k = 1,2,... 17. From
this list of SUBSET detectors, the best SUBSET detector was found to be
the one using {3} or, {T7-P7}. This detector (highlighted) uses the fewest
number of channels without degrading the seizure detection rate and has a
false positive rate that is less than twice that of ALLCHANNEL detector, that
is, less than 0.0012.

Channel subset used by detector Detection True pos.
rate rate

1 2 3 5 6 7 8 9 10 11 12 13 14 15 16 17 18 1.0 0.000392
1 2 3 5 6 7 8 9 11 12 13 14 15 16 17 18 1.0 0.000326
1 2 3 5 6 7 8 9 11 12 13 14 15 16 18 1.0 0.000317
1 2 3 5 6 7 8 11 12 13 14 15 16 18 1.0 0.000308
1 2 3 5 6 7 8 11 12 13 14 15 16 1.0 0.000308
1 2 3 5 6 7 8 11 12 13 14 16 1.0 0.000261
1 2 3 5 7 8 11 12 13 14 16 1.0 0.000252
1 2 3 7 8 11 12 13 14 16 1.0 0.000252
1 2 3 7 11 12 13 14 16 1.0 0.000261

2 3 7 11 12 13 14 16 1.0 0.000233
2 3 11 12 13 14 16 1.0 0.000252
2 3 11 12 13 16 1.0 0.000252
2 3 11 13 16 1.0 0.000289

3 11 13 16 1.0 0.000252
3 11 16 1.0 0.000392
3 16 1.0 0.000485

selection algorithm. Unfortunately, we did not have enough seizure data per patient
to be able to divide the data into three subsets. Thus, for channel selection, we use
the entire training data set as input. The risk of using training performance to select
channels is that performance results may not generalize.

A detailed description of our evaluation procedure follows. First, the EEG data
belonging to each patient was divided into consecutive, one-hour records. Each one-
hour record consisted of approximately 3600 two second windows where each win-
dow overlapped the previous window by one second. Each window contained EEG
samples recorded from all 18 channels and labels for each window (+ 1 or -1) were
derived from annotations made by a human expert.

Next, we partitioned the available data from an individual patient into training and
test sets using leave-one-seizure-record-out cross validation (LOOCV) [49]. If M is
the number of one-hour records containing seizures, this procedure results in M dif-
ferent training and test set combinations. Each training set consists of M - 1 seizures.
Using each training set, two different patient-specific classifiers were constructed:

(a) an SVM classifier that uses all 18 channels and

(b) an SVM classifier that uses a subset of the channels, where the channels were
chosen using the wrapper approach with the same training data set as input for the



Table 4.5: Data for each patient was obtained from a previous study [43].
The table shows the number of seizures and number of hours of EEG data
recorded for 16 patients. The number of seizures is more than the number of
one-hour records with seizures, because some records contained more than
one seizure.

Number of Records with Recording
Index Patient I.D. seizures seizures duration (h)

1 40 24 8 16.0
2 25 4 3 64.7
3 22 7 5 55.0
4 36 3 3 27.5
5 10 3 3 35.2
6 24 2 2 65.0
7 31 5 5 18.0
8 38 3 3 34.8
9 41 9 7 32.0

10 3 5 5 41.5
11 12 2 2 40.0
12 20 4 4 40.0
13 35 7 7 50.0
14 43 8 7 25.0
15 45 38 6 28.0
16 47 19 13 35.0

training and validation set.

We used the LIBSVM package [10] to train the SVM classifiers. The parameters C
and y were set to 10 and 10-2 respectively based on a grid search conducted using a
subset of the patients.

Using the resulting classifiers, we then constructed two real-time seizure detection
algorithms, ALLCHANNEL and SUBSET respectively, using the constructed classifiers.
For the ALLCHANNEL detector, the 18-channel classifier was used as the classifier
component of the algorithm. For the SUBSET detector, the reduced channel detector
was used as the classifier component.

To determine detector performance, we executed the detector on the union of the
seizure-free records and the one-hour record containing seizure data that was excluded
during training. For each of the detectors, we recorded the following metrics and used
them to compare the performance of the detectors.

(a) the number of true seizures detected: A seizure onset is declared when four con-
secutive windows are labeled as positive.

(b) the number of false events declared per hour of monitoring: If a seizure onset
is declared during a period that does not contain an actual seizure, we call this
declaration a false alarm or false event. In this method, two runs of four positive
windows separated by a single negative window would be counted as two events.



(c) the detection delay for each detected seizure in the recording: The detection la-
tency is the difference in time between when the detector declares seizure onset
and the electrographic onset of the seizure as marked by a human expert.

(d) the number of channels used and energy consumed by each detector: To quantify
the energy consumed by a detector with Nc channels for one second, we used
Equation (4.4). The total energy consumed is then this number multiplied by the
number of total windows in the EEG recording.

4.7 RESULTS FOR ALL PATIENTS

In this section, we compare the performance and energy consumption of the SUBSET
detectors to the performance and energy consumption of the ALLCHANNEL detectors
in aggregate.

4.7.1 Number of Channels

Figure 4.9 shows the average number of channels that were selected by the greedy
backward elimination wrapper algorithm for each patient. Averaging is done over the
different trials. Each trial produced a different subset detector since different training
data subset is used as input. The error bars show the maximum and minimum size of
the channel subsets selected for each patient. All of the SUBSET detectors used fewer
than 18 channels on average and overall, the average number of channels used by the
reduced channel detectors was 6.4-a significant reduction from 18. For patients 7,

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Patient Number

Figure 4.9: The average number of channels (6.4) used by the reduced chan-
nel detectors was significantly smaller than 18. The error bars show the
maximum and minimum number of channels selected for each patient.

............................



12, 15, and 16, the reduction was small, but for the remaining patients, the number of
channels used by the SUBSET detector was reduced on average to fewer than 9 chan-
nels. The graph shows high inter-patient variability in the number of channels. High
inter-patient variability can be explained by the variability in the spatial distributions
of seizures among patients. Intra-patient variability, on the other hand, seems to dif-
fer for each patient. For some patients, when given a different training subset, the
variance in the number of channels selected remains small (Patients 6, 8, 10, 13, and
14).

Note that a constant number of channels does not necessarily mean that the same
channels are being selected. We will investigate the intra-patient variability when we
consider some of the patients individually.

4.7.2 Seizure Onset Detection Performance

The ALLCHANNEL SVM-based seizure onset detectors identified 139 out of 143
seizures. The SUBSET detection algorithm detected 136. Table 4.6 compares the de-
tection performance of the ALLCHANNEL seizure onset detectors to the detection per-
formance of the SUBSET seizure onset detectors for each of the patients in the study.
In some cases, the SUBSET detectors detect more seizures than the ALLCHANNEL
detector (e.g., for patients 4 and 14). For 10 out of 16 patients, the subset detectors

Table 4.6: The detection performance of 18-channel detectors is compared
to the detection performance of reduced channel detectors. We will discuss
the results for the highlighted patients in more detail later in this section.

Patient Total seizures ALLCHANNEL SUBSET

1 24 24 24
2 4 3 3
3 7 7 6
4 3 2 3
5 3 3 2
6 2 2 1
7 5 4 4

9 9 9 9
10 5 5 5
11 2 2 1
12 4 4 4

13 7 7 7
14 8 7 7
15 38 38 38

Sum 143 139 136

detected all of the seizure onsets detected by the ALLCHANNEL detector. For patients
where a seizure was missed, we attribute the drop in detection rate to intra-patient
seizure variation. Thus, where one seizure might be easily detected using one set of
reduced channels, other seizures may need a different set to be detected successfully.



The fact that fewer channels can be used to detect seizures reliably for many pa-
tient is not surprising-neurologists can often identify a small number of active chan-
nels from an EEG trace. What is surprising is that sometimes the algorithm also se-
lected channels that appear inactive during a seizure. We will see this effect when we
consider the results for a single patient. We speculate that including a few non-active
channels can reduce the false positive rate.

4.7.3 Detection Latency

Figure 4.10 plots the detection delay for the ALLCHANNEL and SUBSET detectors
for each patient. Each point in the graph represents the detection delay of either
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Figure 4.10: The distribution of detection delays for the SUBSET and
ALLCHANNEL detectors appears similar for all patients except for Patient
number 6. Each point represents the detection delay of a single seizure. For
some patients, some seizures were detected with the same latency and thus,
overlap in the graph.

the ALLCHANNEL or SUBSET detector for a single seizure. In aggregate the detec-
tion latencies of the SUBSET detectors are comparable to those of the ALLCHANNEL
detector-the median detection delay for all patients increased slightly from 6.0 to
7.0 s. If we compare the per-patient median latencies of the seizure onsets detected
by both detectors (Figure 4.11), we see that for many patients, the median latency
increased. We speculate that in reducing the number of channels used for detection,
the algorithm omits channels that may exhibit ictal activity earlier than the others.

4.7.4 False Events per Hour

The average number of false events per hour increased from 0.07 to 0.11. Figure 4.12
plots the false events per hour for each of the patients in the study. We can see that
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Figure 4.11: The per-patient median latency for seizure onsets detected by
both detectors. For most patients, the median latency increased.

for 15 out of 16 patients, the false events per hour increased. We will explore the
relationship between false events per hour and number of channels when we consider
the performance for individual patients.

4.7.5 Energy Consumption

Figure 4.13 illustrates the average energy savings achieved by the SUBSET detector
for each patient. Using Equation (4.4) to determine the energy consumed by all of the
detectors, we determined that the algorithm achieved an average savings of 60%.

To determine how this impacts battery lifetime, we considered the energy density
of a few real batteries. The energy density of a battery varies depending on the type of
material used as the electrolyte. Some common battery types include: lithium-ion (Li-
Ion), lithium-polymer (Li-Poly), alkaline, and nickel-metal hydride (NiMh). Table 4.7
shows the energy densities of various common batteries.

Figure 4.14 shows the estimated battery lifetime of our prototype system as a
function of the number of channels used by the detector. We have assumed that the
batteries do not self-discharge and can maintain the same voltage level regardless of
the remaining battery capacity. For ambulatory seizure onset detection, the use of a
small battery is preferred because the acquisition hardware will be worn on or near
the head. The Li-Ion coin cell which has one-third the weight of the other batteries
seems the most appropriate. If all channels are used, the Li-Ion coin cell has a battery
lifetime of only 0.78 days. If we can reduce the number of channels to three channels,
the battery lifetime can be increased to three or four days.
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Figure 4.12: The average false events per hour increased slightly from 0.07
to 0. 11.

Table 4.7: Common battery specifications. The Li-Ion batteries are
rechargeable batteries, while the AAA battery is a non-rechargeable alkaline
battery. For long-term seizure onset detection where the device is placed on
or near the head, the use of a smaller lightweight battery is preferred.

'Li-Ion (phone) AAA Li-Ion (coin)

Weight (g) 24 23 7.8

Capacity (mAh) 850 900 160

Nominal Voltage (V) 3.7 3.0 3.6
Ideal Capacity (kJ) 11.3 9.7 2.1

4.7.6 Discussion

The results demonstrate that the channel selection algorithm finds reasonably good
reduced channel detectors for the majority of patients. However, there are two poten-

tial issues with our approach. First, for a patient, does the spatial distribution of the

seizure focus change over time? Though published information about how seizures

change over years or decades is not available, clinicians generally believe that adults

with epilepsy tend to have stable EEGs. In one clinical study [45], a patient- specific

detector trained using EEG data collected eight or nine months ago is shown to suc-

cessfully detect a new previously unseen seizure in real-time.

Another issue is that there is high intra-patient channel subset variability for some

patients. In other words, for the same patient, different optimal subsets are output
when different training data is input. The most likely reason for this variability is
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Figure 4.13: The average energy savings achieved by the SUBSET detection
algorithm was 60%.

inter-seizure variation-a patient may have several types of seizures that originate
from slightly different locations in the brain. If a electrographically unique seizure
is left out of the training set, channels that are active during that seizure will have a
lower ranking than channels that are active.

4.8 CASE STUDIES

To better understand the behavior of our channel selection method, we analyze the
performance of the reduced channel detectors for two patients. For the first patient, the
reduced channel detectors achieved better than average performance. For the second
patient, the reduced channel detectors achieved worse than average performance. In
the course of this patient-specific analysis, we will address the following questions:

(a) Is there a physiological explanation for the selected channels?

(b) What is the performance trade-off of reducing the number of channels?

(c) Training on different subsets of data may yield different channel subsets for each
patient. How does one select a final set of channels for use in deployment? Does
using different channel subsets yield significant differences in performance?

4.9 PATIENT 8

Patient 8 experienced three seizures in 34.8 hours. Following the procedure outlined
in Section 4.6.2, we generated three training subsets-TI, T2 and T3-and used them
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Figure 4.14: With all 18 channels active, the heavier Li-Ion battery has
an ideal battery lifetime of about 4.3 days. The AAA battery has an ideal
battery lifetime of 3.7 days and the Li-Ion coin has an ideal battery lifetime
of 0.78 days.

as input to the channel selection algorithm. Table 4.8 shows the selected channel
subsets and Figure 4.15 shows the physical locations of those channels on the scalp.
To determine whether the channels selected have a physiological basis, we visually

Table 4.8: Channels selected for patient 8 by the channel selection algo-
rithm. F7-T7 is used by all detectors.

Training subset Channels Selected

Ti F7-T7 P3-01 T8-P8
T2 F7-T7 C4-P4 Cz-Pz
T3 F7-T7 F3-C3 T8-P8

inspect the EEG signals during a couple of seizures. Figure 4.16 illustrates the onset
of two recorded seizures from patient 8.

The seizures begin with the appearance of 8 Hz rhythmic activity most promi-
nently on the left hemispheric channels (Fpl-F7, F7-T7, T7-P7, P7-01, Fp1-F3, F3-
C3, C3-P3, P3-01). Notice that there is limited or no involvement of right hemi-
spheric channels (Fp2-F4, F4-C4, C4-P4, P4-02, Fp2-F8, F8-T8, T8-P8, P8-02).
This explains why the channels from the left hemisphere (F7-T7, P3-0 1, F3-C3) were
selected. However, all detectors also included a channel from the right hemisphere,
e.g., T8-P8. These channels were selected even though no ictal activity is observed on
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Figure 4.15: The physical channels selected for patient 8 when T was input
as training data.

these channels during the seizure. We speculate that the addition of these non-active
channels allows the detector to ignore false events better.

4.9.1 Detection Performance and False Alarm Rate

Each of the three sets of channels were used to construct three SUBSET detectors.
Table 4.9 shows the test performance of the SUBSET detectors compared to the test
performance of the ALLCHANNEL detectors.

Table 4.9: Overall, the SUBSET detectors constructed for patient 8 had good
performance on the test data. All of the seizures in the recording were de-
tected using three channels. This amounts to energy savings of approxi-
mately 80%.

Test Set 1 Test Set 2 Test Set 3
ALL SUBSET ALL SUBSET ALL SUBSET

Seizure detected? Y Y Y Y Y Y
False positives 13 35 9 42 33 18
False events 2 2 0 1 3 0
Latency (s) 1 1 6 7 1 2

Number of channels 18 3 18 3 18 3

From the table, we see that the reduced channel detectors were able to detect all the
seizures. We believe this is due to the stereotypical nature of the seizures. In addition,
the table shows that the SUBSET detectors achieved a comparable false alarm rate as
the ALLCHANNEL detector, even though the number of false positives was higher.
More false positives will not result in more false alarms as long as the false positive
windows do not form sequences of 4 or more positive windows. One question that
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(a) The EEG signals recorded during a seizure for patient 8. The seizure begins at 1454 s.
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(b) A second seizure from patient 8. The seizure begins at 2695 s into the recording.

Figure 4.16: Prominent 8 Hz rhythmic activity is present on the selected
channels, highlighted in blue, in two recorded seizures from patient 8. The
vertical lines mark the times at which the ALLCHANNEL (red) and SUBSET
(green) detectors declare seizure onset.

arises is: What is the relationship between the number of false events and the number
of channels?

Figure 4.17 plots the number of false alarms and the number of false positive win-
dows on Test Set 1. The number of false events decreases dramatically as you increase
the number of channels from one channel to four channels. The decrease suggests that
the channel selection algorithm provided a good ranking of the channels. Thus, when



the most discriminative channels are included, specificity increases dramatically. Af-
ter four channels has been added, the number of false events remains unchanged as
more channels are added. This suggests that the remaining channels are irrelevant and
thus, we observe no change in the false event rate.

We located the false alarms triggered by the SUBSET and ALLCHANNEL detectors
in the EEG recording1. Figure 4.18 shows a false event declared by both detectors.
The channels selected are highlighted in blue. This false alarms occurred prior to the
onset of the seizure in the recording. Thus, we may decide that this declaration is not
a false alarm.

To determine why the three channel detector was selected for this data set, we
need to examine the training results. Figure 4.19 plots the number of training false
positive and false events as a function of the number of channels used by the detector
constructed using TI, Training Set 1, as input data. The horizontal line marks the upper
bound on the acceptable number of false positive windows for the reduced channel
detector and explains why the three channel detector was selected. From the graph,
it is surprising that, unlike in the test data, the number of false positive windows and
false alarms increase as the number of channels increases beyond four. This increase
is likely due to the following reasons. As irrelevant channels are added, the activity on
those channels may be viewed as seizure activity. Thus, in segments of the recording
where those patterns emerge, the detector will make false declarations. If we had more
seizure data for training, it is likely that these patterns would be ignored. Also, the
increase observed is somewhat deceptive since these false alarms and false positives
occurred during the one-hour records that contained seizures. Note that the increase
in false positives does not immediately impact the number of false events since the
additional false positives do not result in formations of sequences of four or more.

400 20
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Figure 4.17: False positive and false event rates achieved on the Test Set I
for patient 8 as a function of the number of channels.
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Figure 4.18: A false event at the 1446 s mark is declared by both detectors.

4.9.2 Latency

In all training and test data sets, the detection latencies of the SUBSET detectors were
higher. For this patient, one possible explanation for this increase is that some of
the channels that were not included in the SUBSET detectors may have exhibited ictal
activity earlier. However, this is not obvious in the seizures shown in Figure 4.16.

Figure 4.20 plots the training and test detection latencies as a function of the num-
ber of channels averaged over the three data sets. From this graph, we can make the
following observations. First, after the top three or four channels are included in the
detector, the latency decreases with increasing number of channels. Second, the train-
ing false alarm rate is inversely related to latency, i.e.,. a decrease in false alarm rate
correlates with an increase in latency. We can explain the inverse relationship between
the two metrics and their relationship to the number of channels as follows. As more
channels are used, irrelevant information will increase the number of false positive
windows. Inevitably, these incorrect labels will lead to more false events. However,
since non-ictal windows in the recording near a seizure have a higher probability of
being mislabeled, when the number of false positives increases, latency decreases.

This inverse relationship between false alarm rate and latency is not apparent in
the test data. However, in the test data, only one seizure is present. Thus, we do not
have enough test data to see this relationship.

4.9.3 Sensitivity to Channels Selected

One final concern with the channel selection algorithm is that different channels are
selected when the algorithm is presented with a different training set. This raises the
question of how sensitive the performance is to the choice of channels. To address
this question, we performed the following experiment. We took all channel subsets
returned by the channel selection algorithm when a specific training data set was used
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Figure 4.19: Number of false positives and false alarms achieved on the
Training Set 1 (T) for patient 8 as a function of the number of channels.
The horizontal line marks the upper bound on the acceptable fraction of
false positive windows for the reduced channel detector.

and then trained an SVM using those channels with a different training data set. We
then evaluated the resulting detectors on the appropriate test file. For example, when
we input data subset Ti into the wrapper algorithm, channels F7-T7, P3-01, and T8-
P8, were selected. We represent this channel subset using the notation Fl. We then
constructed the SVM-based classifier I(Ti, Fi)) and used it to build a new subset de-
tector. We then executed this detector on test data.

Table 4.10 shows the results of this experiment. The results indicate that all seizure
onsets in the recording were detected no matter which files were used for training and
which files were left out for testing. Moreover, the mean detection delay and number
of false events did not change significantly when different data sets were used for
training.

4.10 PATIENT 16

For patient 16, the channel selection algorithm only reduced the average number of
channels from 18 to 16. Following the procedure discussed in Section 4.6.2, 13 train-
ing subsets were generated and used as input. Since so many channels were included,
we do not show all the channel subsets output by the algorithm when different training
data sets were used as input.

Figure 4.21 shows two of the recorded seizures for this patient. From the EEG
waveforms, we can make a few observations. First, this patient appears to have at least
two different kinds of seizure onsets. Second, in the seizure shown in Figure 4.21(b),
almost all of channels become involved in the seizure, though, the seizure is most
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Figure 4.20: Average training and test detection latencies as a function of
the number of channels. Latency is inversely related to the false alarm rate.

prominent on channels T7-P7 and P3-01. Given that the seizure is evident on multiple
channels, it may seem odd that the channel selection algorithm did not reduce the
number of channels significantly. However, by examining the non-seizure regions of
the recording, we discovered that ictal discharges are evident on multiple channels.
Thus, to differentiate between seizure and non-seizure, many channels are needed.

Figure 4.22 plots the number of training false positives and false events as a func-
tion of the number of channels used by the reduced channel detector for patient 16 on
Training Set 1. The figure shows how the reduced channel detector was selected-the
16-channel detector had a false positive rate that was no more than twice the false
positive rate of the 18-channel detector, which is indicated by the horizontal line.

4.10.1 Detection Performance, False Alarm Rate, and Latency

The 13 sets of channels were used to construct 13 different SVM classifiers I(Tk), k C
{1,2..., }, which were then used to build SUBSET(k) detectors. Table 4.11 summa-

rizes the average test performance of these detectors and compares them to the average
test performance of the ALLCHANNEL detectors. All of the SUBSET detectors were

able to detect as many seizures as the ALLCHANNEL detectors. On the test data, the
average false events per hour increases, while the latency decreases. A large number
of channels is needed by the detector because we suspect that during the non-seizure
portions of the recording, many channels are involved. Thus, as many channels as
possible are needed to distinguish seizure from non-seizure. Figure 4.23 shows a seg-
ment during a non-seizure record. Comparing the EEG signal leading up to the false
declaration at 3566 seconds, we see how similar this segment is to Figure 4.21(b).

Given our experience with patient 8, we believed that latency would be inversely
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(b) This seizure begins at 751 s into the recording.

Figure 4.21: Two seizures from patient 16. Several of the channels are
involved during seizure onset, but selection of a subset of channels is based
on the false positive rate of the detector.



Table 4.10: Performance of detectors constructed using the different chan-
nel subsets with different test data. All seizure onsets were detected without
significant change in the detection delay and number of false events.

Channels Metric Test Set 1 Test Set 2 Test Set 3

Seizures detected? Y Y 1

F7-T7, P3-01, T8-P8 False positives 35 36 30
False events 1 2 2

Mean latency (s) 1 7 2

Seizures detected? Y Y Y

F7-T7, C4-P4, Cz-Pz False positives 9 42 22
False events 1 1 0

Mean latency (s) 1 7 2

Seizures detected? Y Y Y

F7-T7, F3-C3, T8-P8 False positives 17 24 18
False events 1 1 0

Mean latency (s) 1 7 2

Table 4.11: Average test performance of constructed detectors for patient
16.

Metric ALLCHANNEL SUBSET

Detection 19 /19 19 /19
False events per hour 0.2 0.25
Average latency (s) 6.8 6.2

Average number of channels 18 16
Energy savings - 10%

related to the number of false positives and false events for patient 16. Figure 4.24
plots the average training and test detection latencies as a function of the number of
channels. For this patient, latency decreases with increasing number of channels. One
possible reason that both latency and false alarms decrease with increasing number of
channels is that the detectors that use fewer channels wait until definitive ictal activity
is evident on the channels before declaring seizure. This suggests that the detectors
that use fewer channels miss the windows that are at the beginning of a new seizure.
Further investigation will be required to understand this phenomenon.

4.11 APPLICATION OF CHANNEL SELECTION APPROACH

We have demonstrated the utility of the wrapper channel selection algorithm to build
reduced channel, patient-specific seizure onset detectors using pre-recorded EEG data.
In this section, we discuss how one might apply the wrapper method to build a
reduced-channel seizure onset detector for a new patient with epileptic seizures.

First, ictal and non-ictal EEG data must be recorded from the patient. This data
can be obtained by admitting the patient to a hospital or by using an ambulatory EEG
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Figure 4.22: For patient 16, on Training Set 1, the number of false posi-
tives and false events decrease with an increasing number of channels. The
horizontal line indicates the maximum false positive rate allowable; it illus-
trates why a channel subset of size 16 was selected for the reduced channel
detector.

recorder. We then use this data to build a reduced channel detector for detecting future
seizure onsets. To train a detector, we first organize the data as follows. We divide
the recording into one-hour records. Each one-hour record is then further subdivided
into two second windows and features are extracted from each window. The labels
for each window are derived automatically using seizure onset markings provided by
a human expert.

Next, using this data, our goal is to determine the appropriate channel subset for
detecting future seizures and to evaluate how well a reduced channel detector built us-
ing those channels will perform. There are several possible approaches for identifying
an appropriate channel subset. We will describe one possible approach.

The first step is to construct multiple training and test sets using the leave-one-
record-out procedure we described in Section 4.6. For each training set, we use the
wrapper method to find a channel subset. If there are N total seizure records, this
procedure will yield N different channel subsets. If the N channel subsets are identical,
then we can be confident that the reduced channel subset will perform well on future
data and thus, deploy using that subset.

If the N channel subsets are not identical, we could select one of the subsets to
deploy. For each channel subset, we would train a reduced channel detector using
data from all the training subsets (used to find the reduced channel detectors) and test
each detector on the withheld records. Using the test results, we could then select
the channel subset that achieves the best performance. This channel subset could
then be deployed as long as the performance of this reduced channel detector meets a
user-defined level, otherwise, a reduced channel detector should not be deployed. One
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Figure 4.23: A segment during a non-seizure record. A seizure is declared
at 3566 seconds into the recording.

advantage of this approach is that the selection of the final channel subset is conducted
at the same time as the evaluation of the subsets.

Note that this is only one out of many other possible methods to select the best
channel subset. To determine the best possible approach however, will require more
investigation and analysis.

4.12 OTHER CHANNEL SELECTION APPROACHES

As mentioned in Section 4.5.1, in addition to the wrapper method, there are other
feature selection algorithms that we can apply to the channel selection problem. In
this section, we describe these approaches and use them to select channels and to
construct SVM-based seizure onset detectors. Following this section, we compare the
performance of these detectors to the reduced channel detectors constructed using the
wrapper algorithm.

4.12.1 Fisher Criterion

One way to select channels is to rank features. A simple ranking function is the Fisher
Criterion. The Fisher Criterion is a measure of how strongly a feature is correlated
with the labels [6]. The Fisher Criterion can be used to measure how well each feature
can separate the training examples into two classes, non-ictal and ictal. Let X be the
set of feature vectors where each element x is a vector of m input features or variables,
i.e., x = (xI,x2,. - - ,xm). Define pj(X) and Vj(X) to be the mean and variance of
feature j. Thus, for a feature j, the Fisher Criterion score Rj can be computed as

Rf (X) = [Y X)_Y X)]2(4.5)
Vi (X+) + Vj(X-)
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Figure 4.24: Average training and test detection latencies as a function of
the number of channels. The average test latency decreases with increasing
number of channels.

where X+ = {xi c X I yi = 1} and X- {xi E X I yi = -1}. Equation (4.5) shows
how to compute the Fisher Criterion for a single feature. Since a channel consists of
multiple features, we use the mean score of the features that correspond to that channel
as the Fisher Criterion of a channel. The authors of [27] use this ranking criterion to
perform channel selection for a brain-computer interface.

To evaluate the effectiveness of the Fisher Criterion, we applied it on a patient-
specific basis. For each patient, we then constructed a set of SVMs. An SVM was
constructed using the top k channels where k = 1, 2,..., 17. Each of these SVMs were
then used as part of a seizure onset detector. From this list of channel subset detectors,
we then selected the detector that uses the fewest number of channels that correctly
detected as many seizure onsets and had the same or better true negative rate as the
original ALLCHANNEL detection algorithm.

4.12.2 Support Vector Machine Recursive Feature Elimination

Support Vector Machine Recursive Feature Elimination (SVM-RFE) is a specific in-
stance of backward feature elimination that uses the model parameters from a trained
SVM in the objective function. In this section, we give a brief overview of the algo-
rithm adapted for use with non-linear kernels. For more details, refer to [22].

To evaluate feature subsets, SVM-RFE uses an objective function that looks at the
change in a cost function that occurs when a feature is removed. In each iteration
of the SVM-RFE algorithm, the feature that is removed is the one that results in the
smallest change in this cost function.

In linear binary classification problems, the cost function is the size of the margin,
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essentially, the distance between the positive and negative classes. In any iteration,
the feature that results in the smallest decrease in the margin is, in some sense, the
least useful feature. Thus, of the remaining features, it is the best feature to remove.

In the non-linear case, the concept of a margin is not well-defined for all non-linear
boundaries. Instead, the cost function must be derived from the dual formulation of the
optimization problem used to construct SVMs. In the dual formulation, the following
problem is solved:

N N N
argmax L(a) = Eai 2 [ ataj titjk(xi, xj) subject to

i 1 i 1j 1

0 ai < C,
N

Latti = 0
i=1

where a = (al, . . . , aN) and X,... , XN are m dimensional feature vectors with cor-
responding target values ti,...,tN where ti E {-1,+1}. In general, k is a ker-
nel function. In our work, we used the radial basis kernel function k(xi,xj) =
exp(-y||xi -xj |2) where y is a parameter that determines the "radius" of the function.

Define the objective function, J(k) to be the change in L(a) that results when the
feature k is removed. To compute J(k), we remove feature k, leave the ai's unchanged,
and re-compute L(a). Formally,

J(k) = L(a) - L(a, -k)

N N
- 2 atajtit [k(xi(-k), xj (-k)) - k(xi, xj)]

i=1 j=1

where the notation (-k) indicates that feature k has been removed. Note that since
a is left unchanged, we do not train a classifier every time we remove a feature.The
feature that results in the smallest J(k) is the one that we remove before continuing
on with the algorithm. Note that in the solution to the SVM problem, only a subset of
the a's will be non-zero. Thus, computing J(k) will involve adding much fewer than
N2 terms.

The SVM-RFE approach was adapted for the channel selection problem. Thus,
instead of removing features, entire channels were removed. We used SVM-RFE
to rank the 18 channels used for seizure onset detection. For each patient, we then
constructed a set of SVMs. An SVM was constructed using the top k channels where
k= 1,2, ... , 17. Each of these SVMs were then used as part of a seizure onset detector.
From this list of channel subset detectors, we then selected the detector that uses the
fewest number of channels that correctly detected as many seizure onsets and had the
same or better true negative rate as the original ALLCHANNEL detection algorithm.

4.12.3 Comparing Different Channel Selection Approaches

Table 4.12 compares the average performance of the detectors for each patient that
was constructed as a result of various feature selection methods. The table suggests
that other approaches can be used to find reasonable channel subsets. However, the



Table 4.12: Performance of other channel selection approaches compared
to the wrapper approach. Other methods seem to produce reasonably good
subsets. However, in terms of number of channels, the wrapper algorithm
seems to do the best.

Method False events Detected Mean Number of Energy
per hour events latency (s) channels saved (%)

Baseline 0.07 139 6.5 18.0 -

Wrapper 0.11 136 8.2 6.4 60%
Fisher 0.08 135 6.5 11.7 33%

SVM-RFE 0.14 139 6.4 8.6 44%

wrapper approach seems to favor choosing smaller channel subsets while achieving
comparable detection performance.

4.13 SUMMARY

In this chapter, we described a simple channel selection technique for reducing the
energy consumption of medical monitoring devices that use multiple sensors. and
conducted a comprehensive study of the impact of using fewer channels. From these
results, we want to emphasize two key points:

(a) Optimal channel subset depends on objective function. Through the course of
analyzing the results, we discovered that the subsets suggested by the algorithm
depend on the objective function used to evaluate the subsets. The objective func-
tion we used was a function of the training performance parameters of learned
detectors and preferred those detectors that used a smaller number of channels.

(b) Optimization based on training performance can generalize. The objective func-
tion we used to evaluate channel subsets was defined in terms of parameters based
on the training performance of detectors. Optimization based on training error or
other training parameters does not always result in good test performance since
the resulting detectors can be overfit to the training data-indeed, this is likely true
for the patients where there was high variance in the size of the channel subsets.
However, in this application, optimization based on training parameters was not
an issue for many patients, because the seizure onsets the detectors were trained
on were fairly similar in spectral content to the seizure onsets the detectors were
validated on.





CHAPTER5

Combining Duty Cycling and
Sensor Selection

In a multi-sensor event detection application, energy consumption can be reduced
both by careful sensor selection and by duty cycling the components in the system.
Both duty cycling and sensor selection methods achieve energy savings by reducing
the amount of data collected or processed. If the removed data contains important in-
formation, then the risk of using less data is that detection performance-specificity,
sensitivity, and detection latency-may be degraded. In this chapter, we explore two
energy reduction methods that combine duty cycling with sensor selection in the con-
text of seizure onset detection.

The first method reduces energy consumption by gating the operation of a good,
but energy inefficient detector with a screening detector, an algorithm that approxi-
mates the behavior of the base detector while using fewer resources. Usually, design-
ing an appropriate screening detector requires application-specific knowledge. In this
chapter, we use the wrapper method described in Chapter 4 to automatically generate
screening detectors. In the second approach, we duty cycle a reduced channel detec-
tor on a window-by-window basis. The duration and frequency of off periods can be
adapted based on the input during on periods.

Both approaches assume that the input is non-stationary and moreover, that there
are indicators within the input signal that can be used to signify an impending event
onset. In the rest of this chapter, we describe how we applied the screening and duty
cycling methods to the problem of seizure onset detection.

5.1 CONSTRUCTING SCREENING DETECTORS

Figure 5.1 shows how a screening detector could be used to duty cycle an existing
"good" detector in the context of seizure onset detection. In general, however, the
screening detector could be designed to label windows of any type that are relatively
easy to identify. The screener forwards ambiguous windows to the original detec-
tor, which can then distinguish ictal data from non-ictal data. In this example, the
screening detector is designed to label examples that are definitively non-ictal. If the
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Figure 5.1: A two-level detector.

screener suspects that a window contains ictal activity, it forwards the window to the
original detector. At this point, the original detector takes over analysis of future win-
dows until a non-ictal window is observed. Note that, by construction, the combined
detector will have no false positives relative to the original algorithm, but could have
false negatives.

In constructing a screener, to achieve good overall detection performance, the
screener must have low false negatives relative to the original detector; false positives,
however, are acceptable. If the screener uses less energy per label than the original
detector, and the number of windows that the screener does not know how to label is
small enough such that the cost of processing the window twice does not dominate
the savings obtained on other windows, then the use of such a detector will result in
energy savings.

Our concept of screening is a software-based idea that is similar to the idea of
using a lower energy, but lower fidelity device in order to gate the operation of a
higher power device. In [1, 38,42], the authors use low-power radios to listen for
incoming messages. This allows the rest of the device, including high-power radios,
to remain off when the device is not being used. By using the low-power radio to
handle incoming messages, dramatic energy savings can be realized.

Similarly, the authors of [5] describe a framework that is used to automatically
generate a power-efficient decision tree classifiers for wearable gait monitoring nodes.
Essentially, they reduce the energy consumption of the sensors by putting them in var-
ious sleep states. Their system can dynamically adjust the activation and sampling rate
of sensors such that only the data necessary to determine the system state is collected
at any time.

Screening can be viewed as a data dependent duty cycling method since a screen-
ing detector must analyze input data to determine when to activate the second detec-
tor. For general detection or monitoring applications, people typically use a manual
approach for screener construction. For seizure onset detection, we describe semi-
automatic approach for screener construction. We start with a reduced channel detec-



tor built using the approach described in Chapter 4. Then, we use a slightly modified
version of the backward elimination algorithm to construct a screening detector that
uses fewer channels than the reduced channel detector. In the modified version, we do
the following.

(a) First, instead of selecting a subset from all 18 channels, we select a subset of the
channels used by the reduced channel detector.

(b) Second, we expect that a classifier that uses fewer channels may have lower detec-
tion rates. To avoid having too many false negatives relative to the reduced chan-
nel detector, we bias the SVM algorithm to make fewer mistakes on the seizure
windows. We set the penalty for making an error on a true positive example four
times higher than the penalty for making an error on a true negative (Cpositive = 40
as opposed to Cnegative = 10).

(c) At the end of each round, we determine which channel to discard by determin-
ing the performance of the detector formed by combining each candidate screener
with the original detector. We remove the channel that produces a combined de-
tector that exhibits the smallest degradation in the false negative rate.

After all rounds, we must select one final screener from the candidate screeners.
At this point, we combine each candidate screener with the original subset detector.
From this set, we select the combined detector that detects as many seizures as the
original reduced channel detector with the lowest false negative rate.

Note that there are a few cases where we cannot use a screener at all. If the orig-
inal subset detector uses only a single channel for detection, then we cannot perform
further channel reductions. In addition, if there are no combined detectors that achieve
the detection rate of the original subset detector, then we will also choose not to screen.

5.2 EVALUATION

We used the same evaluation method described in Section 4.6 to evaluate the combined
detectors. For each patient, the entire EEG recording was split into one-hour records.
From these records, multiple training data sets were constructed and used as input to
the screener construction algorithm. The resulting screener was combined with the
reduced channel algorithm constructed using the same training data set as input.

To determine detector performance, we executed the detector on the union of the
withheld seizure-free records and the one-hour record containing seizure data that
was excluded during training. For each of the detectors, we recorded the same metrics
as before: (a) the number of true seizures detected, (b) the number of false events
declared per hour of monitoring, (c) the detection delay for each detected seizure in
the recording and (d) the number of channels used and energy consumed by each
detector. For each patient, we compared the performance of the combined detectors
to the performance of the subset detector to assess the performance of screening.

To determine the energy consumed by the combined detector, we used the follow-
ing energy model:

Etotal = NscreenEscreen + NreducedEreduced + NcombinedEcombined



where Escreen is the energy consumed per second by just the screening detector,
Ereduced is the energy consumed per second when just the reduced detector runs, and
Ecombined is the energy consumed per second when both detectors are executed. The
total energy depends on how often we run each of the detectors.

The impact of screening on energy consumption depends on the architecture of the
system. In our prototype, computation occurs remotely (e.g., at the belt). Thus, data
must be transmitted from the head. When the screening detector is able to classify an
EEG window, only the data from the channels used by the screening detector needs to
be transmitted, however, the channels that are used by the combined detector still need
to be sampled, in case the screening detector needs to consult the original, reduced
channel detector. In this architecture, Escreen is equal to E (Nc) (Equation 4.4) where Ne
is equal to the number of channels in the screening detector plus the energy required to
sample the additional channels of data. On the other hand, Ereduced can be determined
just using Equation 4.4. Finally, Ecombined is equal to Escreen plus the energy required
to transmit the channels that are not used by the screening detector, but are used by
the original, reduced channel detector.

A different way to structure a combined detector is to use the screener to deter-
mine whether or not the next window should be analyzed by the screening detector or
the combined detector. The advantage of this structure is that only the data needed
by the screener would need to be sampled. If storage and sampling costs are high,
this combined detector would use less energy. The downside is that specificity and
sensitivity could degrade. In this thesis, we did not evaluate the performance of such
a detector.

5.2.1 Number of Channels

We were unable to construct a screener for only 6 out of the 16 patients, since we were
able to detect seizures using a one-channel detector. A one-channel detector cannot
be further reduced. Figure 5.2 shows the average number of channels used by the
screening detectors for each patient. The error bars show the maximum and minimum
size of the channel subsets selected for each patient. Overall, the average number of
channels used by the screener detectors was 2.7 channels as opposed to 8.0 channels
used by the subset detectors. The high variance in the average number of channels
across patients can be attributed to variability of seizures across patients.

5.2.2 Seizure Onset Detection Performance

Table 5.1 compares the detection performance of the combined detectors to the de-
tection performance of both the ALLCHANNEL and SUBSET seizure onset detectors.

Overall, for the patients where we could apply screening, detection performance
slightly degraded. 78 of the 80 seizures detected by the SUBSET were detected by
the combined detectors.

For one of the seizures missed by the combined detector-the seizure for patient
6-the detection latency of the SUBSET detector was greater than 50 seconds. Since
detecting a seizure after more than 50 seconds could be considered a miss, it is not
clear that the miss by the screened detector should be counted. In the other case
(Patient 4), adding a screener caused a seizure to be missed. However, the missed
seizure was the same seizure that the ALLCHANNEL detector missed.
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Figure 5.2: The average number of channels used by the subset detectors
and screening detectors for all patients where screening could be applied.
The error bars show the maximum and minimum size of the channel subsets.
High inter-patient variability is due to variation in the spatial distribution of
seizures across patients.

Table 5.1: Detection performance of the combined, ALLCHANNEL, and
SUBSET detectors on a subset of patients. Overall, for the patients where we
could apply screening, detection performance was degraded. 78 of the 80
seizures detected by the SUBSET were detected by the combined detectors.

Patient Total seizures ALLCHANNEL SUBSET combined

2 4 3 3 3
3 7 7 6 6

4 3 2 3 2
5 3 3 2 2
6 2 2 1 0
8 3 3 3 3

11 2 2 1 1
12 4 4 4 4
15 38 38 38 38
16 19 19 19 19

Sum 85 83 80 78



5.2.3 False Events Per Hour

Figure 5.3 compares the per-patient false event per hour for the three different detec-
tors. We expected the false event per hour to be no worse when we added a screening
detector. In fact, the false alarm rate decreased for all ten patients. This implies that
the screening detectors, by using fewer channels, were able to filter out the false pos-
itives of the subset detector. For the patients that we were able to screen, the false
alarm rate decreased slightly from 1.2 to 1.1. For patient 15, the decrease was almost
one per hour.

5.2.4 Detection Latency

Figure 5.4 plots the detection delay for the SUBSET and combined detectors for each
patient. Each point in the graph represents the detection delay of either the SUBSET
or combined detector for a single seizure. In aggregate, the detection latencies of the
combined detectors are comparable to those of the SUBSET detector. We observed a
slight increase in the median latency- from 6.2 to 6.3 seconds. For most patients, the
median latency stayed the same or increased slightly.

5.2.5 Impact on Energy and Lifetime

Figure 5.6 shows the average energy savings for all patients. Over the ten patients,
by adding a screening detector, we reduced the energy consumed by 69% on average
relative to the original 18-channel detectors. In contrast, the subset detectors used
only 50% less energy.
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Figure 5.3: The average per-patient false events per hour decreased slightly
from 1.2 to 1.1 when we added a screening detector.
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Figure 5.4: The distribution of detection delays for the SUBSET and com-
bined detectors appears similar for all patients except for Patient number 6,
where the combined detector missed all the seizures.
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Figure 5.5: The per-patient median latency for seizure onsets detected by
both detectors. For Patient 6, we have no latency to report since the com-
bined detector did not detect any seizures.
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Figure 5.6: The energy consumed by the combined detectors was 69% less
that the energy consumed by the original 18-channel detectors. In contrast,
the subset detectors used only 50% less energy.

5.3 IMPACT OF DUTY CYCLING ON REDUCED CHANNEL DETECTORS

In an application where multiple sensors are involved, energy savings can be realized
by reducing the amount of data processed in space, e.g., selecting a subset of sensors,
or by reducing the amount of data processed in time, e.g., duty cycling. In theory,
by simultaneously optimizing duty cycling and sensor selection parameters, a desired
level of detection performance can be achieved using minimum energy.

For the seizure onset detection problem, we optimized the number of channels
before optimize the duty cycling parameters because having fewer channels also im-
proves patient comfort. Thus, instead of performing a joint optimization, we started
with the patient-specific reduced channel detectors constructed in Chapter 4 and de-
termined the impact of duty cycling of each detector on performance.

To duty cycle, we use the algorithm shown in Figure 5.7. The algorithm is used to
determine when to sample data for and process each window. We assume that execut-
ing this algorithm is negligible compared to the other processes needed for detection.
Assume that each window contains a fixed number of samples. For duty cycling the
seizure onset detectors, we flip a coin that has a probability p of ending up with a
"success". If the outcome of the trial is a "success," we wake up the device and call
the function RESET(p, w). This function is used to adapt p. For example, we can in-
crease p to improve the odds of detecting a seizure if after analyzing the window, we
know that an event will be more likely. In our case, the RESET function sets p to 1 if
w is positive, i.e., contains seizure activity. Otherwise, it sets p to Pinit. After thresh-
old=- 4 consecutive positive windows, a seizure is declared. If the coin toss results in
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1: P <- Pinit
2: Npos <- 0 {The number of consecutive positive windows observed}
3: for all windows w do
4: if RANDOM() < p {Get uniform random number in [0, 1] then
5: p <- RESET(p, w) {Set p to 1 if w is positive}

6: if w is positive then
7: Npos <- Npos + 1
8: if Npos > threshold then
9: Declare event

10: Halt
11: end if
12: else
13: Npos <- 0
14: end if
15: else
16: Skip w
17: end if
18: end for

Figure 5.7: The adaptive duty cycling algorithm. For seizure onset detection
threshold is equal to 4.

a "failure," then we skip analysis of the window and remain off.
Using the algorithm, the probability of detecting a seizure can be computed as

follows. If N consecutive positive labels are required before declaring an event, then
the probability of missing a seizure with duration L is (1 -p)L-N+1 since the Bernoulli
trials are independent and we miss the seizure if we don't wake up for all but the last
N - 1 windows.

The energy consumed by a device using this algorithm is directly proportional
to the on time of the device. In our algorithm, the fraction of time the device is on
depends on the initial probability Pinit and the fraction and distribution of positive
seizure windows within the EEG recording. Assume we have a fixed length recording
with a constant fraction of positive seizure windows. If we have a uniform distribution
of positive windows, then there will likely be many short bursts of positive windows
within the recording, some of which will be seizures. To detect these short seizures,
Pinit will need to be larger and thus, the device will be on more often. If on the other
hand, the positive windows tend to cluster, there will be fewer events, but each event
will be longer. Thus, to detect all the seizures detect, a smaller pinit will be needed
and the device will be on less. In the seizure onset detection application, seizure
windows tend to cluster. Therefore, we expect to have good detection performance
with reasonably small values of Pinit.



5.4 EVALUATION

To determine the effect of our duty cycling method on the detection of seizure on-
sets for a single patient, we started with the reduced channel detectors resulting from
running the channel selection algorithm on the training subsets. We then duty cycled
each reduced channel detector using different values of p while using the test data set
as input. For each detector and value of p, we recorded usual metrics. Since our duty
cycling approach is probabilistic, we performed this simulation 50 times and then took
an average over the trials. In this section, we report the results of our simulations.

Figure 5.8 plots the energy consumed as a percentage of the energy consumed by
the non-duty cycled detector as opposed to the parameter p for all patients. Each point
in the plot represents the average energy usage by a detector for a particular patient
for a fixed p. As expected, with a small p, less energy is consumed. However, the
relationship between p and energy usage is not linear because when a positive window
is detected we essentially stop duty cycling until a negative window is encountered.

Figure 5.9 plots the change in detection rate as a function of the parameter p. The
change in detection rate is computed by taking the difference between the detection
rate of the non-duty cycled algorithm and the detection rate of the duty cycled algo-
rithm with parameter p. Each point in the plot represents the change in the average
detection rate achieved by a patient-specific detector with p set to a different value.
The red line illustrates the mean detection rate over all patients.

As expected, the average detection rate increase dramatically for as p increases.
For patients where seizures can last several windows, our probabilistic duty cycling

100

90 -

80............ . . .

~70-

0
8 0 . . . . . . . . ... . . . . . . . . . . . . . . . . . . . .a) 7 .. . . . . . ... . . . . . I. . . . . . . . .60 4........ ...............................................

30 .... ... . . . . . . ......................................

201.

10
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

p

Figure 5.8: The energy consumed as a percentage of the energy consumed
by the non-duty cycled detector as a function of p, the duty cycling parame-
ter.
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Figure 5.9: Average change in detection rate as a function of p. The change
in detection rate is small even for small p since some seizures are long and
are easily detected. The difference rapidly converges towards 0 as p in-
creases. At p = 0.5, the average decrease in detection rate is only 2%.

method will detect the seizure as long as enough windows are analyzed once the de-
vice wakes up. As a trade-off, the average latency of detection will be larger for small
values of p, as we see in Figure 5.10. For small values of p, the change is fairly large.
As p is increased, the difference gets progressively smaller. At p = 0.5, the average
change in latency is 1.1 seconds, while the average detection rate degrades by only
2%. This level of performance can be achieved using 25% less energy.

Since all windows that are skipped are labeled negative, by definition, any duty
cycling we perform will lower the false events per hour. This is confirmed in Fig-
ure 5.11, where for any value of p, we see that the change in average false events per
hour is negative. At p = 0.5, the average change in false events per hour is -0.3.

5.5 CASE STUDIES

Adding duty cycling to the reduced channel detector indicates that reducing the energy
consumed by 25% results in only a small degradation in the mean detection rate (2%)
and mean detection latency (1.1 seconds) while reducing the false alarm rate by 0.3
per hour. In this section, we examine two specific patients, one where duty cycling
had minimal impact on detection rate (Patient 15) and one where duty cycling had a
dramatic impact on detection rate (Patient 3).

5.5.1 Patient 15

Figure 5.12 shows the detection rate as function of p for patient 15. Surprisingly,
we see that reducing the energy consumption by more than 45% (p = 0.3) has no
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Figure 5.10: The average change in latency as a function of p.
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Figure 5.11: The average change in false alarm rate as a function of p. Since
any window that is skipped is considered a negative, lower false alarm rates
can be achieved with lower values of p.
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effect on the detection rate-we have a 100% detection rate. Since the median seizure
duration for patient 15 was around 60 seconds, the worst case probability of detecting

a seizure is about 1 - (1 - p)60-3. Recall that our algorithm declares a seizure after

four consecutive positive windows have been observed. For p = 0.3, the probability
of detection is essentially one. At p = 0.3, we are able to detect all the seizures with
minimal energy consumption (~ 53%).

Another benefit of duty cycling is that the number of false alarms per hour will

drop as p is decreased. This is evident in Figure 5.13. The trade-off is that the detec-

tion latency will increase.

5.5.2 Patient 3

Figure 5.14 shows the detection rate as a function of p for patient 3. In contrast to our

results for patient 15, here, we see that there is no value of p for which we are able to

detect all the seizures that the original non-duty cycled algorithm was able to detect.
The reason is that the median seizure duration for patient 15 was 5 s. Thus, detection

rates even for high values of p will still be low. Using our model, we computed the

probability of detecting a typical seizure as 1 - (1 - p) 2 . For p = 0.5, the probability
of detection is about 0.75.

As with patient 15, increasing the off time through more duty cycling decreases
the false alarms per hour (see Figure 5.15).
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Figure 5.12: The average energy consumed as a percentage of the energy
consumed by the non-duty cycled reduced channel detector and the detec-
tion rate plotted as a function of p for patient 15. As expected, increasing
p improves the detection rate and also increases the amount of energy con-

sumed.
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Figure 5.13: Latency and false alarm rate per hour plotted versus p for pa-
tient 15. For small p, the false alarm rate per hour is reduced dramatically.
The cost of having such a low false alarm rate is a high detection latency.
At p = 0.3, we are able to detect all the seizures with minimal energy con-
sumption (~ 53%).
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Figure 5.14: The average energy consumed as a percentage of the energy
consumed by the non-duty cycled reduced channel detector and the detection
rate plotted as a function of p for patient 3.
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Figure 5.15: Latency and false alarm rate per hour plotted versus p for
patient 12.

5.5.3 Summary

In this chapter, we explored the usefulness of two duty cycling techniques: screening
and duty cycling.

5.5.4 Screening Approach

In screening, the on-off state of the detector is controlled using the output of a less

accurate, but lower energy detector instead. Lower energy detection is achieved on a

per-window basis by analyzing fewer channels. The original detector, that uses more
channels, is consulted only when the less accurate detector suspects an event. If the

number of windows that the screener does not know how to label is small enough
such that the cost of processing the window twice does not dominate the savings on
windows where only the screener is executed.

For our patient population, the use of a screening detector was not always possible
or helpful. For the remaining population, on average, 69% additional energy savings
was realized. Moreover, the screening detector used 2.8 channels. In terms of de-
tection performance, 74 out of the 76 seizures detected by the subset detectors were
detected when screening was added. The median latency increased slightly from 7.3
to 7.8 seconds, but the false alarm per hour decreased from 0.77 to 0.73.

Overall, the screening detectors we constructed did not dramatically improve en-

ergy consumption and had marginal impact on the other metrics. The high intra-
patient variability in the number of channels suggests there is no consistent subset
of channels that can be derived from the remaining channels. Moreover, from the
results, one could conclude that by reducing the number of channels from 18 to 6.4
using channel selection, the additional use of screening offers diminishing returns.
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5.5.5 Duty Cycling

Intuitively, when duty cycling is applied to any detection algorithm, the detection rate
will suffer. However, the degree of degradation will vary depending on the nature of
the events being detected. For patients with long lasting seizures, missing an event is
unlikely even using the duty cycling approach we describe-though detection latency
will suffer. On average, using 25% less energy yielded only a 2% drop in detection
rate.
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CHAPTER6

Summary and Conclusions

In this thesis, we examined the impact of using less data on the performance and
energy consumption of online data processing algorithms, specifically, online medi-
cal detection or assessment algorithms. Ignoring data unequivocally reduces energy
consumption since data reduction allows electronic components, such as sensors, pro-
cessors and radios, to be turned off or used less frequently. As a trade-off, however,
we expect the output of the algorithm to degrade in quality. However, using medical
monitoring algorithms as examples, we showed that while throwing away data can
have an impact on performance, the impact can be small compared to the achieved
energy savings.

We explored the impact of our data reduction methods in the context of two spe-
cific online medical monitoring applications: post-ACS risk stratification and seizure
onset detection. The primary methods that we investigated were random duty cycling
and sensor selection.

6.1 DATA REDUCTION THROUGH RANDOM DUTY CYCLING

For the problem of post-ACS risk stratification, we first transformed a batch algorithm
that analyzed an entire 24 hour recording of ECG samples into an online algorithm
that processed the data in five minute windows and then applied random duty cycling
to the algorithm in order to reduce energy consumption.

The original algorithm for post-ACS risk stratification was designed to determine
the risk of cardiovascular death for patients who experienced an acute coronary syn-
drome. We converted this batch algorithm to an online algorithm to provide continu-
ous risk assessment. In both algorithms, the level of risk is derived from the MV-DF
measure of morphologic variability.

Our online version of the algorithm changed the average MV-DF value by 4% with
an average coefficient of variation of 0.14 for a test population of 753 patients. Thus,
the online algorithm was a good approximation of the original algorithm. Moreover,
in dividing the population into low and high risk, only 38 or 5% of the patients were
reclassified relative to the original algorithm.

Since elements of the algorithm are computationally and energy intensive, we ap-
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plied random duty cycling to reduce energy consumption. Given the structure of the
online algorithm, a straightforward way to implement duty cycling was to randomly
select a subset of the five minute windows for processing. Since the online algorithm
derived its risk assessment by treating the five minute windows as samples of a dis-
tribution, we showed that random duty cycling could effectively approximate the full
distribution if enough samples have been obtained. For example, while sampling 60%
of the windows and thus reducing energy consumption by approximately 40%, only
6% or 45 out of the 753 patients were reclassified compared to the original algorithm.

6.2 DATA REDUCTION THROUGH SENSOR SELECTION

Many medical monitoring or detection algorithms collect and process data from mul-
tiple sensors. To reduce the energy consumed by these algorithms, we can select and
process the data from a subset of sensors.

In Chapter 4, we applied the idea of sensor selection in the context of online
seizure onset detection. To detect seizures, we started with a seizure onset detection
algorithm that processed data from several EEG channels. Using the wrapper ma-
chine learning feature selection technique in a patient-specific manner, we were able
to reduce the average number of channels needed to perform seizure detection for 16
patients from 18 to 6.4. This corresponds to an average energy savings of 60%. At
the same time, detection performance was slightly degraded. Of the 143 total seizure
onsets, the reduced channel detectors were able to find 136 seizure onsets compared to
139 detected by the full 18-channel detectors. The median detection latency increased
slightly from 6.0 to 7.0 seconds, while the false alarm rate per hour increased from
0.07 to 0.11.

Compared to other feature selection methods, the wrapper approach, which allows
users to define the objective function to compare channel subsets, did comparatively
well in finding good channel subsets.

In Chapter 4, we explored the utility of the wrapper method for selecting and
constructing reduced channel detectors using pre-recorded data. If we wish to select
channels for deploying a reduced channel detector customized to a new patient, there
are a number of approaches. In Section 4.11, we describe one possible selection strat-
egy. To evaluate and compare channel selection strategies for deployment purposes,
further investigation will be required.

6.3 DATA REDUCTION THROUGH DUTY CYCLING AND SENSOR SELECTION

In Chapter 5, we investigated the impact of a hybrid approach, i.e., the impact of
combining duty cycling and sensor selection. Two hybrid methods were explored. In
the first method, we applied the concept of screening to the detector. In screening,
we periodically control the operation of the detector using the output of less accurate,
but lower energy "screening" detector as the control input. Lower energy detection is
achieved on a per-window basis by analyzing fewer channels. The original detector,
which uses more channels, is consulted only when the less accurate detector cannot
classify an event.
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For a given input signal, the total energy consumed by the combination of the two
detectors will be less than the energy consumed by using just the original detector if
the number of windows that the screener cannot label contains an event is small.

In this thesis, we applied the screening technique to 10 out of the 16 patients since
the remaining patients had reduced channel detectors consisting of one channel. By
applying screening to these patients, we reduced the energy consumed by the 18-
channel detectors by 69%. On average, each screening detector used 2.8 out of the 8.0
channels used by the reduced channel detector. In terms of detection performance, 78
out of the 80 seizures detected by the subset detectors were detected when screening
was added. The median latency increased slightly from 6.2 to 6.3 seconds and the
false alarm per hour decreased slightly from 1.2 to 1.1.

As an alternative to using a screening detector to gate the operation of the reduced
channel detector, we investigated duty cycling the reduced channel detector on a win-
dow by window basis. For those patients with seizure events with durations spanning
tens to hundreds of seconds, duty cycling does not affect the seizure detection rate.
On average, our random duty cycling scheme was able to reduce energy consumption
by about 25% while degrading detection performance by only 2%. The latency did
increase, but only by 1.1 seconds. Moreover, the false alarm rate per hour decreased
by 0.3 events per hour.

6.4 FUTURE WORK

In this thesis, we applied data reduction methods to reduce the energy consumption of
two online medical monitoring algorithms. Though our focus is on medical applica-
tions, the methods we described should have general applicability beyond the medical
domain. Future work should apply these methods to other domains that involve real-
time data collection and processing from one or more sensors in energy-constrained
environments.

One assertion of this thesis is that aspects of medical practice will move from clin-
ical environments into the homes and offices of individuals. This thesis has focused on
the problem of extending the battery lifetime of systems that are designed to perform
real-time processing of medical data collected from sick patients. With computing
resources becoming more pervasive, in the form of better cell phones and better con-
nectivity, collecting data from healthy people to prevent disease is both compelling
and realizable. However, carefully managing the power of these devices will be crit-
ical since healthy patients will have lower tolerance for poor battery lifetime. Since
we will not know in advance what data is important and what is not, determining what
data to collect and process will be a difficult challenge.
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