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ABSTRACT

High temperature thermoelectric power measurements were performed
on single crystal samples of wustite in equilibrium with a carbon dioxide-
carbon monoxide atmosphere. These measurements were made using a "heat

pulse" technique which allowed the thermoelectric power of a sample to be

determined in a matter of seconds. The short time required for this
measurement precluded any possibility of ionic diffusion in the thermal

gradient during the test. Measurements made in this manner were compared
with measurements made on samples in a steady-state thermal gradient.
This comparison indicated that after a sufficiently long residence time
(~0.5-2.0 hours) in a thermal gradient, a sample's thermoelectric power
is altered by the diffusion of ions in the thermal gradient. However, in
a carbon dioxide-carbon monoxide atmosphere, this is a small effect.
No significant effects of grain boundaries or crystal orientation were

observed in this study.

The results of this study are similar to those obtained by earlier

workers in that the measured thermoelectric power was anomalously low and
changed sign from positive to negative with increasing defect concentra-
tion. A defect model for wustite is proposed to explain these results.
This model assumes a defect structure dominated by clusters of four
vacancies coordinated around a trivalent iron cation in a tetrahedral posi-
tion. Due to the high negative charge of such a cluster, electron holes
are trapped in octahedral sites adjacent to the cluster vacancies. Con-
duction occurs through the thermally activated hopping of these trapped
holes between cluster near-neighbor sites. The high defect concentrations
in wustite result in these near-neighbor sites being shared between diff-

erent clusters. It is therefore possible for a given electron hole to

hop through the crystal on a continuous path of near-neighbor sites.

A modified Heikes-type equation is used to show that such a model is

consistent with the measured values of the thermoelectric power. The

proposed model is qualitatively consistent with other studies of x-ray
and neutron diffraction, electrical conductivity, and diffusion.



Thermoelectric power measurements were also performed at low temp-
eratures (90*-370*K) on wustite single crystals that had been quenched
from a high temperature equilibrium state into liquid nitrogen. Above
120 0K, these measured results are consistent with the proposed model if
a significant aggregation of the defect clusters occurs during the quench.
Estimates of defect diffusion distances during a quench show that such
aggregation is possible.

Below 120*K, the measured thermoelectric power drops sharply and
changes sign from positive to negative. Similar behavior has been
observed in magnetite. These results are explained in terms of the
ordering of trivalent and divalent cations in the vicinity of the aggre-
gated clusters. This ordering creates narrow 3d6 and 3d5 bands in which
both electrons and electron holes are mobile.

Thesis Supervisor: Dr. H. Kent Bowen
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I. INTRODUCTION

Two areas of research that are of fundamental interest to ceramists

are: 1) the nature of ionic and electronic defects in materials, and

2) the response of a given material to the presence of a temperature gra-

dient. These two areas are actually intimately related in that a mater-

ial's behavior in a thermal gradient is largely determined by its defect

structure. Because of this, thermomigration effects, especially thermo-

electric properties, are often studied as a means to determine the defect

structure.

The defect structure of wustite has long been of interest to defect

chemists because this material can accomodate large concentrations of

both ionic and electronic defects in its crystal structure. In attempts

to elucidate this structure, numerous workers have studied the effects of

temperature and deviation from stoichiometry on the thermoelectric power

in wustite. These measurements, however, have all yielded results that

are inexplicable in terms of the standard interpretations of thermoelec-

tric effects and that are also inconsistent with the results of other

experimental measurements.

Although the thermoelectric properties of wustite have been exten-

sively studied, recent advances in thermoelectric power measurement

techniques, single crystal growth technology, and the theory of defects

in wustite have provided the incentive for the present study.

The objective of this study was to repeat the high temperature

thermoelectric power measurements on wustite using high-quality single

crystal samples and a sophisticated measurement technique which has only



recently been developed. This technique employs a thermal "pulse" to

measure the thermoelectric power as opposed to the steady-state measure-

ment which has been used in the past and which makes it possible for the

first time to separate ionic contributions to the thermoelectric power

from the electronic contributions.

Although the properties of wustite samples quenched to room temper-

ature have been studied using a variety of techniques, room temperature

thermoelectric power measurements are conspicuously absent. Because of

this, it was decided that, in conjunction with the high temperature

measurements of this study, measurements would also be carried out on

quenched single crystals at room temperature and below.



II. THEORY OF THERMOELECTRIC EFFECTS

Thermoelectric effects in materials have been treated theoretically

by a number of workers using either irreversible thermodynamicsl,2 or

theories based on transport equations for particles, such as Boltzmann's

equation3' 4. Most of these developments, however, suffer from the fact

that the transport terms contained in the final result are ambiguously

defined or, as is the case in the transport equation approaches, the

results obtained are valid only under special conditions or for certain

transport mechanisms.

Therefore, it will be the purpose of this chapter to give a simple,

physical derivation of an expression for the thermoelectric power and

apply this expression to various transport models and experimental bound-

ary conditions to obtain expressions which can be compared with experi-

ment. Since this derivation will make use of irreversible thermodynamics,

a brief overview of this subject will be given first.

A. Irreversible Thermodynamics

As the name implies, irreversible thermodynamics deals with systems

that are close to, but not at, equilibrium. It describes the system's

approach to equilibrium in terms of "fluxes" due to "driving forces"

caused by gradients in thermodynamic quantities.

In principle, a given driving force can cause a flux of any thermo-

dynamic quantity. For example, a concentration gradient can give rise to

a mass flux, an electrical current, and a heat flux. Therefore, irre-

versible phenomena are expressed by the general phenomenological rela-

tion:



n
J. = L..X. (II-1)

j=l

which relates a flux of any quantity to the contributions of all driving

forces. Here, J. is a flux of quantity i, X. is a driving force due to a
1 J

gradient in j, and L.. is a phenomenological coefficient which relates
1J

the magnitude of J. due to X. to the magnitude of X..
1 J J

Irreversible thermodynamics, as it is practiced today, is based

5
mainly on the work of Onsager5. Using the statistical mechanical theory

of fluctuations and the concept of "microscopic reversibility", Onsager

showed that for a system where an arbitrary number of fluxes, J., arising

from various driving forces, X., are occurring, then

L.. = L.. (11-2)
1J J1

if a proper choice of fluxes, J., and forces, X., is made. Here, the

"1proper choice" of fluxes and forces means that J. and X. are chosen such
1 J

that the rate of entropy production, AS, during the irreversible process

is given by:

AS = J.X. (11-3)

This relation comes about due to the fact that at equilibrium, the

entropy of a system is at a maximum, and therefore, a nonequilibrium

state of the system can be described in terms of the deviation of the

entropy, AS, from its equilibrium value. Onsager assumed that away from

equilibrium the entropy is still an explicit function of the system's

thermodynamic state variables. With this assumption, for small devia-

tions from equilibrium, AS can be written as:



AS = - g. .a.a. (11-4)2 .3, . j 13 11,3

where a. = A - A., the deviation of a state variable from its equilib-
1 i 1

ium value. The fluxes and forces are defined, respectively, as the time

derivative of these deviations from equilibrium:

J. = a. (11-5)
i 1

and the linear combination of the deviations such that:

=(AS) n
X= = - E g ak (11-6)

I k=l

Onsager used these definitions as a starting point for his derivation of

his reciprocal relations. These definitions also give the choices of

fluxes and forces for which these relations are valid, since the time

derivative of AS is:

ES = - 1 g..a.a (11-7)2 . . 3 3
1,3 J

This expression in combination with definitions 11-5 and 11-6 gives the

criterion in Eq. 11-3.

Using these principles, any arbitrary irreversible process can be

described by first determining the proper fluxes, J., and forces, X.,
1 J

through a calculation of the entropy production rate, and then writing

the phenomenological equations in the form of Eq. II-1. The Onsager

relations can then be used to determine the quantities desired, i.e.

thermoelectric power, Peltier heat, etc.

It should be noted that the theory of irreversible thermodynamics as

developed by Onsager is not universally applicable to all non-equilibrium



processes. Four basic assumptions are contained in this development that

limit its range of validity. 1) The Onsager reciprocal relations hold

for processes away from equilibrium. These relations were derived by

considering microscopic fluctuations in a system that is in equilibrium

macroscopically. The extent to which these relations are valid as one

proceeds away from equilibrium is open to question. 2) The rate of

entropy production for any irreversible process is a positive quantity.

3) The equilibrium expression for an entropy change:

Tds = du + pdv -Zpdc (11-8)

where s, u, and v are intensive quantities for entropy, energy, and

volume, respectively, is also valid for a system away from equilibrium.

4) The flux of any thermodynamic quantity is a linear function of the

forces that drive it.

The validity of these assumptions for real processes has been dis-

cussed by de Groot1 and also by Denbigh 6. Onsager's relations and assump-

tion 3) above, known as the "local equilibrium" assumption are both dif-

ferent aspects of the same problem, i.e. their validity depends on the

extent to which these relations, which are true for equilibrium condi-

tions, can be applied to non-equilibrium processes. The assumption of a

linear relationship between fluxes and forces is undoubtedly always true,

if the deviation from equilibrium is sufficiently small. The first

assumption is merely a statement that the system will always respond to

a given perturbation in such a way as to return it to equilibrium.

In general, these assumptions limit the applicability of irrevers-

ible thermodynamics to small deviations from equilibrium. The magnitude



of the deviations for which these assumptions are valid undoubtedly

varies from process to process and is something that must be determined

empirically. It should be noted that irreversible thermodynamics, like

classical equilibrium thermodynamics, is a macroscopic description of a

process. It results in relations between transport parameters (thermal

conductivity, diffusion coefficients, etc.) without deriving values for

them. Because of this, and the limited range of applicability of the

theory, the theory of irreversible thermodynamics is probably most useful

when used in conjunction with some understanding of the microscopic

(atomic) processes that give rise to the observed macroscopic phenomenon.

A final note on the relative merits of a thermodynamical approach

to irreversible processes as opposed to a kinetic approach. A kinetic

approach using a transport equation, such as the Boltzmann equation,

derives transport parameters from a knowledge of microscopic particle

distributions and in this way gives a more physical insight into the

origins of the macroscopically obaserved phenomena. Because of this, it

is perhaps more satisfying than a phenomenological approach. However,

due to the complexity of the mathematics involved and the fact that some

prior knowledge of microscopic particle distributions is required, kin-

etic approaches have only been applied to specialized cases. Even in

these special cases, however, the first order approximations generally

made to make the mathematics tractable, restrict the validity of the

results to the same conditions where thermodynamical approaches are valid.

In these situations, both methods yield identical results.



B. Thermoelectric Effects

Three types of thermoelectric effects have been discovered: 1) the

Peltier effect, which is the generation or absorption of heat at a junc-

tion between two conductors during the passage of an electric current;

2) the Thomson effect, which is the generation or absorption of heat in a

material sitting in a temperature gradient during the passage of a cur-

rent; and 3) the Seebeck effect, which is the generation of a voltage in

a circuit of two conductors due to the junctions between these two con-

ductors being at different temperatures. The first two of these effects

2
are discussed in detail by Domenicali . It is the last of these three

that is the subject of this section.

B.l. Thermoelectric Power

The thermoelectric power, or Seebeck coefficient, relates the mag-

nitude of the Seebeck effect voltage defined above to the magnitude of

the temperature difference between the hot and cold junctions of the cir-

cuit. A typical circuit used in measuring this voltage is shown in

Figure II-1.

In this circuit, given that the conductors here are homogeneous,

the open circuit voltage will be given by the sum of the potential drops

across the five junctions, plus the sum of the changes in potential with

temperature across each conductor. Therefore:



T+AT

ax(T) T

r1Pt (T)

rPt(TR)

rCU(TR)
Cu

,Rx(T*AT)

rIPt (T+AT)

rQ(TR)

cu(TR)

--- -- - ---- -- / -- - - j

rtcu(T) A B Ru(TMA M) B M

Fig. II-1: Arrangement of junctions and leads in a
typical thermoelectric circuit



T T+AT

A -B fTR -gCudT + (#Pt - Cu) T + T+TIA dT
TRCu R T Pt

TM TR

T

X Pt T+AT + dT + (#Pt X )T
T+AT

T T

R PtdT + Cu Pt TR M5CudT
T T R

(11-9)

Here, the standard sign convention for this potential difference has been

2
adopted2. Since the ends of the copper leads are at the same temperature,

the contributions to the measured voltage due to this conductor will can-

cel, and, assuming AT << T, Eq. 11-9 becomes:

A B Pt X X T X Pt T

(II-10)

The contact potential drop at a junction can be evaluated by realizing

that for an open circuit measurement, the flux of charge carriers across

a junction is zero. This implies that the electrochemical potential of

the charge carriers is continuous across the junction. Therefore, for

conductors X and Y:

= y + q X + (II-ll)
i i i i i i

where the subscript, i, indicates that it is the electrochemical poten-

tial of the charge carriers being considered. Using this criterion, the

potential drop at a junction is:



X Y 1 [Y X
$ - $ = (11-12)

1

Using this relation and expanding ( X Pt T+AT in a Taylor's series

around T and keeping only first order terms, Eq. II-10 becomes:

Pt X

$ B Pt X AT + 1 - T'AT (11-13)
[TPt T0 /x q T/

or

~A~B( S -Pt
-A B t 1 AT + - S )AT (11-14)

A 9TtX q. i 1

Thus, it remains to evaluate (I9l, which is often called the "homogen-

eous thermoelectric power." To do this, one must make use of the prin-

ciples of irreversible thermodynamics outlined in the previous section.

First, consider a bar of material, X, with ends at temperatures,

T and T+AT (with AT << T).* By assuming, for the moment, that only the

electronic charge carriers are mobile (no atomic diffusion takes place),

then only the motion of the charge carriers and the transfer of energy

need be considered for this problem. For the transfer of internal

energy, dU, and of charge carriers dn., from T to T+AT in the time inter-

val, dt, the entropy change is:

AS = dU dU i(T+AT) d v(T)S M T T+A dn, + dn.

T+AT 1TAT -pT)

dU - dU i dn + $dn+q (T)n.
T+AT T T+AT i T 1 i T 1

+ q(T+AT) dn (11-15)+q T+AT 1

*Note: All developments in this work will consider only one-
dimensional gradients along the x-axis.



By expanding all terms containing T+AT in a Taylor's series around T and

keeping only first order terms, this expression becomes:

AS = -dU AT + y (T)dn AT dn. - q. T dn. (11-16)
T2 i i T2 DT T i i T i

where A$ is $(T+AT) - $(T). Taking the time derivative of this equation

gives the entropy production rate:

* dU AT dn./ A
AS = - -- + H - - q (11-17)

djt T_2 dtl i T 2 i T

In this expression, dU/dt is an energy flux, JU, and dn./dt is a charge

carrier flux, J . Making the substitution of J and J and rearranging
n U n

gives:

AS=-(J - H.J ) - J q. (11-18)
U i n T2  n i T

Following Mathuni, et al. , JU can be defined:

- *
J = J + H.J + Q.J (11-19)
U q i n i n

where J is the heat flux in absence of any particle motion (the flux of

energy due to lattice vibrations), H.J is the energy transfered with the
i n

particles if they are in thermal equilibrium with their surroundings, and

Q*J is the energy transferred with the particles in excess of this equi-
i n

librium value as a result of the particular mechanism by which the par-

ticles move.

Inserting Eq. 11-19 into Eq. 11-18 gives:

*AT * AT AfAS=-J _J (Q + q. ) (11-20)

q T2 n i T2 i T

Comparing this expression with the Onsager criterion, Eq. II-3, shows



23

that Eq. 11-20 is of the proper form if the driving forces are defined:

X AT

q T 2
(11-21)

X =-(Q* + q. )
n i T 2+qi T

The phenomenological equations for this process are then:

J =-L AT L (Q* + q. )
q qq T 2 qn i T2 i T

(11-22)

J =-L AT L (QAT + )n nq T2 nn iT i T

However, J has been defined such that J = 0 when AT = 0. This fact, and
q q

the Onsager relations, give:

L =L =0
qn nq

and the phenomenological equations become:

J =-L AT
q qq T2

(11-23)

J =-L (Q* + 
n nn i T2 i T

For the open circuit measurement being discussed here, J = 0. This

gives the desired relation:
*

-- (11-24)
hAT omogeneous iqT

This expression can then be substituted into Eq. 11-14 to yield:

$ - $ = q[(Q+ .) + .)] (11-25)

The thermoelectric power for the circuit is then:



+ S) -. 3 +. (11-26)
AT q T I X T iP

This expression gives the thermoelectric power (designated as e) of X

relative to platinum. The quantity:

6 = i + S. (IT-27)
X q T 1 X

is referred to as the absolute thermoelectric power of X. From this

development, it is seen that the measured thermoelectric power is depend-

ent upon an equilibrium term, Si., and a transport term, Q*, the magnitude

of which is determined by the mechanism of particle transport in the

material.

The expression obtained for the thermoelectric power using this

derivation is different in form from the expression arrived at by other

derivations using irreversible thermodynamics. Previous authorsl,2 have

obtained:

ex= (Q*' - P.) (11-28)
X q.T i i

However, these approaches have defined the transport term, Q*', as:

Qt 
J

n AT=O

The relationship between this Q. term and the Q* of the present deriva-

tion is:

Q*' = Q* + H.
1 1 1

Inserting this expression into Eq. 11-28 shows that the present deriva-

tion gives a result that is equivalent to previous works. The advantage



of the derivation presented here is that the "heat of transport" term,

Q, is explicitly defined and, because of this, the confusion that exists

in the literature between the heat of transport, Q*, and the "reduced

heat of transport," Q* - H, is avoided.

The extension of this derivation to a material where there are two

types of charge carriers, i.e. electrons and electron holes, or an elec-

tronic species and an ionic species, is straight-forward. For this case

the phenomenological equations are:

J =L AT
q qq T 2

J. = L..(Q* AT + q A) + L.(Q* AT + q (II-29)
I 11 i T2  i T 13 3 T2 J T

J. = .(Q* AT + q. A) + L..(Q AT + q. )
J Ji iT T2  J T

where both i and j are charge carrying species. The criterion for an

open circuit measurement in this case is: q.J. + q.J. = 0. Using this,

and defining the transference number of species, i, (and similarly for j)

as:

q. q.2 +q q.L..

1. (qI 2 ii i - IJ (11-30)
i iqjJ j 2T=0 q L +2q q L +q L..

the homogeneous thermoelectric power for a material with two charge

carrying species can be expressed as:

. ( J (11-31)



B.2. Thermal Diffusion and Thermoelectric Power

At high temperatures, where ionic defects are mobile, Eqs. 11-24

and 11-31 are no longer strictly valid and can only be applied to measure-

ments made over times short enough to preclude significant rearrangement

of ionic defects.

In the case of oxide semiconductors, many measurements are made at

high temperatures on samples that are in equilibrium with some local

oxygen partial pressure. Since ionic defects are fairly mobile at these

temperatures and thermoelectric power measurements have traditionally

required that a sample be in a thermal gradient for a significant amount

of time (relative to a chemical diffusion time, i.e. 2 /D), it is

expected that thermal diffusion of the ionic species will make some con-

tribution to the measured thermoelectric power.

The magnitude of this contribution will now be calculated. Con-

sider a bar of X with its ends at T and T+AT. For this case, it will be

assumed that there is a mobile electronic species, i, and a mobile ionic

species, j. As before, the entropy change involved in transfering energy,

dU, species i, dn., and species j, dn. from one end of the sample to the
J

other (T to T+AT) will be calculated. However, in the case being con-

sidered, i.e. materials in a temperature gradient at long times, a concen-

tration gradient of both i and j can exist along the sample in addition

to the temperature gradient. The entropy change is, therefore:



AS dU dU
ST+AT T

Ii (T+AT,C +AC. ,c +AC ) I i (T,C. ,C )

T+AT dn i- T dn

+ .(T+AT, C.i+AC.,C.+AC.j) dn (T,C ,Cn)+ 3 3 3 dn. - T dn.
T+AT T

Using the fact that to first order:

ri. (T+AT,C.+AC. ,C.+AC.) p.(T,C.,C.)

T+AT T

+ A

1T,C.

q $

T

--AT
1 J

C. + it C

I TC

the entropy production rate for this process can be written:

AS = -J i i + AC + ()AC +'L 2 1 17 T .TJ)~ ( iC

+ JH + (4 AC + ( AC +
T~~ 2 Tk--'L rj)

By defining JU in a manner analagous to equation 11-19, i.e.:

Ju = J + H.J. + H.J. + Q.J. + Q.J.
U q 11 1 1 11 3 J

the phenomenological equations can be written:

J =-L AT
q qq T2

J= + L.[Q * AC + (i)ACj + + L.. . .

J .= QL 2 D+ AC + )AC + + L + . .

(11-36)

(11-32)

AC.

(II-33)

(11-34)

(11-35)



At steady state, (achieved at long times), J. = J. = 0. Note that this

is a different criterion than that used to obtain Eq. 11-31, which was

derived given the condition of zero electrical current in a sample with

no concentration gradients. In the case being considered here, the

criterion is a zero mass flux. Under this condition, the driving force

terms in the phenomenological equations must sum to zero.

Q+ + C + AC +
T2 T\ C. Aj T(. / T

Q* AT + lf' K AC. +.A (11-37)
j2 T (3_C.j_ i T 39C. )AJ T
T i J

Electroneutrality gives the additional constraint:

q.AC. + q.AC. = 0
ii J J

These three equations can be solved simultaneously to obtain an expres-

sion for the steady-state homogeneous thermoelectric power:

$_ i. i 1)T q \3C./ q j C.J T q 3C. q.\3C./

\ /homo. 1 + +1 i
i'i \q 2Ci - qq i +G + q 2 J

(11-38)

De Groot obtained an equation similar to this by considering a solution

of an electrolyte with two kinds of charged ions. He showed that at

t = 0, Eq. 11-38 will reduce to an equation of the form of either Eq.

11-24 or Eq. 11-31 depending on the relative mobilities of the two

species involved. De Groot also showed that for times intermediate

between t = 0 and the achievement of a steady state, the thermoelectric



power will be given by:

tk 1 k 1 k tQ Q (-e -t/T

0 = k \ i 3C I q j3C ) qj T -q T +t k k

k=i L - + tk T
2 _C q q C. q C. C.. 9CJ I

(II-39)

Here, T is a constant depending on the sample geometry and the chemical

diffusivity. It can be seen from 11-38 and 11-39 that measurements made

on samples that have resided in a temperature gradient for a time that is

significant relative to T will include a contribution due to thermal dif-

fusion and cannot be interpreted in terms of 11-24 or 11-31.

It should be pointed out that a comparison of values of the thermo-

electric power obtained at t = 0 and under steady state conditions will

give information about the value of the heat of transport for the ionic

specie involved if this specie is much less mobile than the electronic

specie. It has been pointed out 7,8 , that for an ionic specie, this heat

of transport will include the heat of solution for that specie if the

material on which the measurements are being made is in equilibrium, i.e.

exchanging particles, with the gas phase.

B.3. Thermoelectric Power Equations for Various Conduction Mechanisms

Since most thermoelectric power measurements are performed on

materials where one type of charge carrier is dominant and under condi-

tions where thermal diffusion effects can be neglected, Eq. 11-24 will

be evaluated for various conduction models to demonstrate the kind of

information that can be obtained by measuring this quantity. The models



that will be evaluated are the free electron model for metals, the free

electron model for broad-band semiconductors, and the localized carrier

model for semiconductors. Corrections to these simple models will also

be discussed.

Thermoelectric Effects in Metals

The conduction electrons in many metals can be approximately des-

cribed as being a non-interacting (ideal) gas of Fermi particles with an

effective mass, m*. The chemical potential for such a gas has been cal-

culated using Fermi-Dirac statistics and is shown to be approximately9:

3 1 2kT (11-40)
e 5 F 4 F

where EF is the Fermi energy. From this, the partial molar entropy of

the electron gas can be calculated to be:

_ Ss i\2 2T
S = - -
e \T N 2 EF

2
1 Tr kT (11-41)
2 TF

where TF F/k is the Fermi temperature. For metals, TF is typically on

the order of 5 x 104 *K.10

The heat of transport in most metals depends on the nature of the

scattering of "hot" electrons by the crystal lattice. It is found4'1 1

that if the average time, T, that is required for scattering events to

bring an energetic electron into thermal equilibrium with the lattice is

given by:
r

kII-4Z)T = A(E -E )
Eeq



then the heat of transport is given by:

Q= r (7kT)2  (11-43)3 F

Here, (E - Ee ) is the energy of a "hot" electron that is in excess of

the thermal equilibrium value, A is a constant, and r is a constant that

depends on the scattering mechanism, i.e. r = -1/2 for scattering by

thermal lattice vibrations, and r = 3/2 for scattering by impurities.

Equations 11-41 and 11-43 can be inserted into Eq. 11-27 to obtain

an approximate expression for the thermoelectric power of metals:

2 k' l
e = - I kT + - (11-44)
metal eTF\1 2)

This equation predicts that the thermoelectric power for a metal will

typically be on the order of -10 pV/*K which is what is measured12 for

alkali metals for which the free electron model used here is most applic-

3
able. In the more general case, Smith, et al. point out that S will

e

depend on how fast the density of states, D(E), varies with energy near

the Fermi energy. The general expression for the thermoelectric power

for metals is, therefore,

0(k)2T r + 1 (nD(E) -45)
metal e EF 2 B E )E=c

From this equation it is noted that in all but the simplest metals,

thermoelectric power data can be interpreted only through a detailed

knowledge of the shape of the Fermi surface.
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Thermoelectric Effects in Semiconductors

For semiconductors, it is generally true that E >> kT, where E is

the magnitude of the band gap of the material. In this case (a non-

degenerate semiconductor), the conduction band electrons (or valence band

holes) can be treated as an ideal gas of particles with mass, m*, that

obey Boltzmann statistics.

Statistical mechanics gives the chemical potential of such a low

density gas as being13

[ m- k /2 e -
yk = -kTTn 2 l (11-46)e ~k~n 2~ N

where V is the volume of the crystal, N is the number of carriers present,

and the factor of 2 has been included to account for the spin degeneracy

of an electron energy state. The entropy for this case is:

I k2 n 2 2mkT V k;1 + - k
e h 2  N 2

N
= kkn c + 5 k (11-47)

n 2

Here, Nc is the density of states in the conduction band, and n is the

number of carriers per unit volume.

The heat of transport for electrons in semiconductors is evaluated

in a manner similar to the method used in metals, i.e. if the time, T,

required for scattering events to bring an electron into thermal equil-

ibrium with the lattice is given by3

T = A'(E - E )r (11-48)
c

then the heat of transport will be given by14



Q= rkT (11-49)

As before, the value of r is dependent upon the mechanism of scattering.

This subject is discussed in detail by Tauc 1, who concludes that r will

generally have a value between -1/2 and 3/2.

Equations 11-47 and 11-49 can be inserted into Eq. 11-27 to yield:

k = kn --c + _: + r (II-50)
semiconductor q n 2 /

It should be noted that Eq 11-50 is valid for both electrons and electron

holes. The sign on e in this case will be determined by the sign of the

majority charge carrier and will be negative for electrons and positive

for electron holes.

It should also be pointed out that Eq. 11-50 was derived assuming

that Boltzmann statistics could be applied to the charge carriers. This

17 3 13
assumption is valid for carrier concentrations below ~10 /cm . This

would make Eq. 11-50 valid for most intrinsic and lightly-doped semicon-

ductors. However, at high temperatures and in heavily-doped materials

corrections must be made to this expression to take into account the

increasing degeneracy of the electron gas.

At very high carrier concentrations, Eq. 11-44, which was derived

for metals, should be applicable. At more intermediate concentrations,

where the deviation from classical behavior is small, the correction

needed can be expressed as a series expansion of the chemical poten-

tial:1 3

1e kTkn + + - ) + . . . (11-51)



From this, the entropy for the slightly degenerate electron gas is given

by:

-k9,n - + 1 n-- + . . .
e N 23/2\N

+ k 1 + 1 - + . . .(11-52)
2 2 5/2NC

If it is assumed that the heat of transport for the case of a degenerate

electron gas is approximately the same as that given for a non-degenerate

N
c 5

gas in Eq. 11-49, then Eq. 11-52 can be substituted for the kkn - + 5 k
n 2

term in Eq. 11-50 to correct for the deviation from classical behavior

that occurs as the carrier concentration increases.

From Eq. 11-50, it can be seen that the thermoelectric power of a

semiconductor will usually be large (on the order of 1 mV/*K) due to the

magnitude of the kn(N c/n) term. For most cases, the contribution to the

thermoelectric power of a semiconductor due to this concentration term

will be much greater than the contribution due to the heat of transport,

which will typically be on the order of 40-50 pV/*K. In these cases,

the thermoelectric power is useful in that it can be used to measure the

carrier concentrations.

Thermoelectric Effects in Localized Carrier Semiconductors

In some materials, the interaction between a charge carrier and the

lattice ions may be such that the charge carrier is localized or trapped

at a lattice site and carrier motion is accomplished through the ther-

mally activated hopping of the carrier from one lattice site to an-

other.15,16 Heikes17 was the first to give an expression for the thermo-



electric power for this type of conduction mechanism. The chemical

potential for such a localized carrier, called a small polaron, is
1 7

e = kTkn 1 c - AGR (11-53)

Here, c is the fraction of available lattice sites occupied by carriers

participating in conduction, and AGR is the free energy change associated

with the local relaxation of the lattice around a site occupied by a

charge carrier. The carrier entropy in this case is:

- c
SI = -k~n -c AS (11-54)
e 1-c R

where ASR is the difference in vibrational entropy between an occupied

and an unoccupied site. It should be noted that the first term in Eq.

11-54 is simply an entropy of mixing of the charge carriers on the avail-

able lattice sites. The thermoelectric power for this conduction mechan-

ism is then:

[ - AS

kp9on (1-c) R kT- (11-55)
polaron q c k kT

Austin and Mott18 have estimated the magnitude of AS R/k to be on the

order of 0.1 to 0.2. This term, therefore contributes approximately

8-16 pV/*K to the measured thermoelectric power.

The heat of transport for this conduction mechanism is related to

the energy transfer involved in a carrier jumping from one site to an-

other. This energy transfer has been estimated by a number of workers.

For the simple "coincidence event"-type hopping model proposed by Appel
1 5

and Holstein16, where it is assumed that the energy of activation for a

carrier jump is equally distributed between both the initially occupied



19,20*
site and the final site, several workers have shown that Q = 0.

For this same model, Heikes1 7 ,21 assumed a contribution to the heat of

transport due to a difference in the local elastic constants surrounding

an occupied and an unoccupied site. This assumption results in the

activation energy for hopping not being equally distributed between the

initial and the final sites. This gives rise to a net transfer of energy

during the hopping event, where:
1 7 ,2 1

Q* r = AH (yl1) (11-56)
polaron Ry 1+Y)2

Here, AH is the activation enthalpy for hopping and y = k'/k, where k'

is the local force constant surrounding an unoccupied site and k is the

local force constant surrounding an occupied site.

Using a different approach, Austin and Mott18 determined the con-

tribution to the heat of transport due to the difference in elastic con-

stants as:

Q =A (1-y) (11-57)
polaron R (1+y)

Both Austin and Mott and Heikes21 estimate the magnitude of Q* to be

about 0.05 AHR. This would give a negligible contribution to the mea-

sured thermoelectric power, and therefore, the heat of transport term

for most localized carrier semiconductors is generally ignored.

Recently, however, Emin22 has proposed a mechanism for small-

polaron hopping which would result in a significant contribution to the

measured thermoelectric power due to the heat of transport. Instead of

the single "coincidence event" hopping mechanism proposed by Holstein, 16

Emin envisions a "correlated hopping" mechanism, where a relatively



mobile polaron which hops from one site to another, according to the

Holstein model, then hops to a third site before the lattice distortions

surrounding the initially occupied site have had time to relax back to

their equilibrium position.

This mechanism, which Emin estimates to be feasible in materials

with carrier mobilities > .04 cm 2/V-sec, would result in energy equiva-

lent to the measured activation energy for hopping to be transferred in

the direction opposite of carrier motion.
2 3

Obviously, the predicted heat of transport for small polaron hop-

ping conduction is dependent upon the details of the polaron hopping

mechanism and on the nature of the charge carrier-lattice interactions.

Without a knowledge of these details of the hopping mechanism, it can

only be assumed that the heat of transport will be equal to some fraction

of the activation energy for hopping.

It was mentioned earlier, that the first term in Eq. 11-55 is due

to the entropy of mixing of the charge carriers on the available lattice

sites. However, as written, this entropy of mixing term given by Heikes

is not generally correct. It ignores the fact that an electron occupying

a lattice site can have two possible spin orientations. When this effect

is included, Eq. 11-55 becomes:

= n (1-c) _ R + H (-58)
polaron q c k kT

where 3 = 2 if the carriers are electrons with spin degeneracy.24 If the

carriers are electron holes, 6 = 1/2. Values of S = 1 are also possible

if the orbital occupation numbers of an ion on a lattice site are such

that the charge carrier is restricted to one spin orientation.



III. REVIEW OF WUSTITE LITERATURE

Wustite, the lowest oxide of iron, has been the subject of innum-

erable investigations over the past fifty years. Historically, the reason

for this interest has been to determine the role of wustite in the steel-

making process. More recently however, studies have shown that wustite

is a relatively unique material possessing a number of interesting and

anomalous properties that bear investigation in their own right. How-

ever, despite the amount of time and effort that has been expended study-

ing this material, the nature of its ionic and electronic defects are

still debated.

Because a knowledge of this defect structure is essential for the

accurate interpretation of thermoelectric power measurements, the liter-

ature on this material will be reviewed.

A. Thermodynamics

Basic to an understanding of all other properties of wustite is a

knowledge of the phase equilibria and range of existence. The first

reliable study to determine this type of data was performed by Darken and

Gurry.25 These workers determined that wustite does not exist at a

stoichiometric composition (FeO), but exists as a metal deficient oxide

with a relatively wide range of nonstoichiometry (Fe 1 O with x = .05 to

.15). They found that wustite melts incongruently over a range of tem-

peratures between 1375 0C to 1425 0C depending on the oxygen partial pres-

sure. In addition, they found that wustite is not stable at room temper-

ature, as it decomposes into magnetite (Fe304) and a-iron below 562*C.

Since Darken and Gurry, the thermodynamics of the wustite phase



field has been the subject of numerous studies, using both thermogravi-

merc26-29 30-35.
metric and galvanic cell techniques. These studies have con-

firmed Darken and Gurry's data on the positions of the wustite phase

boundaries. Giddings and Gordon36 have reviewed the thermodynamic data

for the wustite phase field and have constructed a composite phase dia-

gram. This phase diagram is shown in Figure III-1 with oxygen isobars.

For later reference, this same phase diagram is reproduced in Figure

111-2 with lines of constant PCO2 /P and lines of constant PH20 /PH2

Kleman37 has examined the data of Vallet and Raccah26 and con-

cluded that their work indicated the presence of three sub-phases within

the wustite phase field. Fender and Riley31 also interpret their data in

terms of the existence of three sub-phases. Although a number of papers

have been written38-39 arguing for the existence of these sub-phases,

Giddings,36 upon examination of the experimental evidence used for these

arguments, concludes that present experimental techniques are neither

accurate nor precise enough to justify the separation of the wustite

field into sub-phases. He concludes that wustite is best described as

being a continuous single-phase solid solution of iron and oxygen.

Unfortunately, thermodynamic data do not give much information

about the nature of this solid solution. Thermogravimetric data suggest

the continuous introduction of iron vacancies as oxygen is added to the

wustite lattice. If an ideal solution of vacancies on the cation sub-

lattice is assumed, the reaction involving the incorporation of oxygen

and vacancies can be written:
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0 (g) = 0 + Vd' + dh' (II-l)
2 0 Fe

where d is the degree of ionization of vacancies and is expected to be

either 1 or 2. The law of mass action gives a simple dependence of the

vacancy concentration on the oxygen partial pressure ([VFe ] p 0/2(d+l)

02

for the reaction given by Eq. III-1. However, as illustrated by Swaroop

and Wagner,29 Figure 111-3, this simple behavior is not observed in the

thermogravimetric data, indicating that interactions between defects

occur. This is not surprising in view of the very large defect concen-

trations in the wustite lattice.

The thermodynamic data also show that the free energy for the forma-

tion of wustite becomes more negative with increasing nonstoichiometry,

indicating that the most defective composition of wustite is also the

most stable composition. This change in the free energy of formation is

solely the result of the enthalpy of formation becoming more negative

since the entropy of formation decreases with increasing nonstoichiometry.

This behavior is interpreted as being the result of a defect complexing

or ordering process that is exothermic enough that the change in entropy

due to the ordering is overruled by the change in enthalpy of the process.

It has also been noted2 5'4 0 that the enthalpy of formation of

Fe 1 0, taken as a function of composition, can be extrapolated reason-

ably accurately to the measured heat of formation of Fe 7 5 0 (Fe203)'

Ariya and Morozova40 have interpreted this as an indication of the forma-

tion of clusters with a local structure similar to that of hematite.
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Fig. 111-3: Variation of the vacancy concentration with CO 2-CO ratio.

After Swaroop and Wagner (29).



B. The Wustite Defect Structure

As thermodynamic studies give only limited information on the

nature of the wustite defect structure, other techniques have been used

in attempts to elucidate this structure. These techniques have included

diffusion measurements, electrical conductivity measurements, x-ray and

neutron diffraction experiments, and measurements of the magnetic prop-

erties of wustite. The results of these studies will now be reviewed.

B.l. Diffraction Results

The first significant contribution towards understanding the wust-

ite defect structure was that of Jette and Foote.41 Using x-ray dif-

fraction lattice constant determinations on quenched samples in conjunc-

tion with density measurements, they confirmed that wustite had a rock-

salt structure and determined that cation vacancies were responsible for

wustite's nonstoichiometry. The lattice constant determined by these

workers (-4.30 1) was found to decrease with increasing non-stoichiometry.

These observations were confirmed by Levin and Wagner,42 but, in

general, other studies do not agree as to the value of the lattice par-

ameter or its dependence on composition.43-45 This disagreement is

perhaps not surprising in view of the fact that all of these studies

were performed at room temperature on samples that had been quenched

from high temperature. Willis and Rooksby44 found that at low temper-

atures (< 200*K), the cubic structure of wustite became distorted into

a rhombohedral structure. This change in structure is apparently con-

nected with the material passing through its Neel temperature.46

Using neutron diffraction measurements, Roth47 suggested wustite



has some iron ions in tetrahedral interstices. Roth's measurements

indicated that the total number of vacancies present in his samples was

significantly higher (by a factor of 2) than was indicated by thermo-

gravimetry. He interpreted this as being due to the formation of a

Frenkel defect for every extrinsic vacancy introduced. His studies

indicated that this Frenkel pair associated with the extrinsic vacancy

to form a local atomic arrangement similar to that found in magnetite.

Roth's observations on room temperature specimens were confirmed,

at least qualitatively, with the room temperature x-ray diffraction

structure studies of Smuts,48 Janowski, et al.,49 and Koch.50 Manenc51

also saw evidence of vacancy ordering in his studies, but did not give a

detailed interpretation of the nature of this ordering.

Roth determined that the ratio of vacancies to interstitials in his

samples was approximately 2 and remained constant with changing composi-

tion. Janowski, et al. obtained a similar result in their study, but

Smuts found that this ratio increased with increasing vacancy concentra-

tion, varying from 2.1 at x = 0.05 to 2.5 at x = 0.10. Koch found that

his data were best explained in terms of clusters of 13 vacancies and

four interstitials (vacancy to interstitial ratio = 3.25). All of the

diffraction studies mentioned so far were performed on samples that had

been quenched to room temperature. While Darken and Gurry25 find that

wustite compositions with low vacancy concentrations can be easily

quenched to room temperature without decomposing to iron and magnetite,

Himmel52 showed that it is apparently impossible to quench oxygen-rich

compositions of wustite without some decomposition to magnetite occurring.



This rapid decomposition could account for the variations observed in the

measurements of the wustite lattice constant mentioned earlier. However,

even if decomposition can be avoided, rearrangement of defects in wustite

during a quench could be expected. The degree to which this might occur

can be estimated. As an approximate diffusion distance during a quench,

Kingery, et al.53 give:

k2 '-- D T - D2T (111-2)

where k is the diffusion distance, at is the cooling rate, R is the gas

constant, and D and D2 are the chemical diffusion coefficients of the

material at the initial and final temperatures of the quench, T1 and T2'

respectively. Quenching small samples into water gives the most rapid

(~105 *C/sec),54 cooling rate that is easily obtainable experimentally.

Using this value, and the diffusion data of Wagner,55 a lower bound for k

can be calculated to be 24 1. For larger samples or slower cooling rates,

this value will be significantly larger.

This calculation, although somewhat crude, shows that even during a

very rapid quench, a defect can diffuse a distance equal to many times

the average defect-defect separation (-6.5 A at x = 0.075). Because of

this, relating the crystal structure observed in quenched samples of

wustite at room temperature to the equilibrium structure of wustite at

high temperatures is probably unjustified.

A number of x-ray and neutron diffraction studies have been con-

ducted at high temperatures on samples of wustite and the results of

these studies are somewhat enlightening. Koch50 extended his low temper-

ature x-ray diffraction work up to the wustite equilibrium region and



found that the clusters of vacancies and interstitials he observed at

room temperature were also present at 1150*C, although the long range

ordering he observed at low temperatures was apparently lost at high

temperatures. Cheetham, et al.56 have performed neutron diffraction

experiments on wustite at temperatures between 800* and 1200*C and have

found evidence for clusters of vacancies and interstitials of the type

postulated by Koch (13 vacancies + 4 interstitials). In another neutron

diffraction study at temperatures between 9000 and 1100*C, Gavarri, et

al.57 confirmed these results, but found clusters with a lower vacancy to

interstitial ratio than that given by Koch (2.4 for Gavarri, et al. as

opposed to 3.25 for Koch). Both of the above mentioned neutron diffrac-

tion studies have indicated that the measured vacancy to interstitial

ratio is not a strong function of either temperature or composition.

B.2. Diffusion

Wustite has been the subject of a number of diffusion studies.

Early tracer diffusion measurements of Fe in Fe 0 indicated that the

tracer diffusivity was approximately proportional to the deviation from

58-60 2 61
stoichiometry, x, or proportional to x , although the scatter in

the data of these studies was sufficiently large that these results were

not unambiguous.

Exactly the opposite result was obtained for measurements of the

chemical diffusion coefficient. These diffusivities, determined from

thermogravimetric relaxation experiments decreased as the vacancy con-

centration increased.62-63 Iron diffusivities, calculated from these

measured chemical diffusivities, also decreased with increasing vacancy

concentration.55 In addition, iron diffusivities as calculated from rate



of oxidation experiments showed no dependence on composition. 64

The apparent contradictions in these data were resolved recently

in a paper by Chen and Peterson.65 Tracer diffusion measurements on

wustite performed by these workers gave iron diffusivities that decreased

with increasing vacancy concentrations at lower temperatures (800*C) and

were independent of composition at higher temperatures (10000 and 1200*C).

These results are consistent with diffusion coefficients that Greenwood

and Howe66 obtain from studies of Mossbauer line broadening for 57Fe in

Fe 0. In examining early tracer diffusion work, Chen and Peterson con-

clude that the differences in the results obtained by them and previous

workers can be explained in terms of errors inherent in the experimental

techniques used by the earlier workers.

Chen and Peterson also determined the correlation coefficient for

iron diffusion using a measurement of the isotope effect for this ion.67

Using these calculated values in conjunction with their measured depend-

encies of iron diffusivities on composition and temperature, these

workers conclude that iron diffusion in wustite occurs via "free mobile

vacancies" which are in dynamic equilibrium with less mobile vacancy

clusters. Morin68 reached this same conclusion upon examining the elec-

trotransport data of Lacombe and Desmarescaux. 6 9

To date, no serious attempts have been made to measure oxygen dif-

fusivities in wustite. In studying marker movement in oxidation studies,

Dunnington, et al. conclude that oxygen diffusion is significantly

slower than iron diffusion in wustite. This result confirms (more or

less), the standard assumption that the oxygen sublattice is relatively



perfect as compared to the iron sublattice.

B.3. Electrical Conductivity

The electrical conductivity of wustite in the high temperature

equilibrium state has been studied by a number of workers.
7 1 ~77 Hille-

gas76 has reviewed these studies in detail and finds them in general

agreement with his results which are shown in Figure 111-4. Here, the

absissa, (20-log(PCO2 / CO)) is directly proportional to the P 2. Lacombe

and Desmarescaux69 have estimated the ionic transference number at these

-4-
temperatures to be -10 , so the electrical conductivity of wustite is

essentially due to electron holes.

Most of these early workers attempted to correlate their results

with the simple defect model given by Eq. III-1. This model would pre-

dict that, if the carrier mobility is independent of composition, the

dependence of the log of the conductivity on the oxygen partial pressure

would be 1/6 for doubly ionized vacancies (d = 2) and 1/4 for singly

1 /2(d+1)
ionized vacancies (d = 1) (a = epp c P0  ). Although the data

2

tend to obey a 1/6 dependence at high temperatures and low oxygen partial

pressures (low vacancy concentrations), in general, it does not exhibit

the dependencies predicted by this simple model.

The activation energies for electrical conductivity in wustite

vary with composition from a value of 0.18 eV near the iron-wustite

boundary to 0.05 eV near the wustite-magnetite boundary. This behavior

is illustrated with Hillegas' data in Figure 111-5.

Because of their importance to the present study, the electronic
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structure and thermoelectric properties of wustite will be discussed in

a separate section.

B.4. Magnetic Properties

Ariya and Grossman78 have performed high temperature magnetic

susceptibility measurements on wustite. Their data show that the mag-

netic susceptibility of wustite decreases linearly with increasing Fe+
3

concentration. By extrapolating their data out to the composition of

Fe203, these workers obtain a value close to the experimentally 
measured

magnetic susceptibility of hematite. They conclude from this that Fe+
3

ions exist in wustite in micro-regions with a local structure similar to

a -Fe2 0 This is in general agreement with the diffraction data dis-

cussed earlier. However, it should be noted that these workers do not

describe their experimental procedure in any detail. Also, the fact that

their starting materials were wustite and hematite powders leaves it open

to question as to whether they were actually performing equilibrium mea-

surements.

B.5. Defect Models for Wustite

It has been established that the addition of an oxygen ion to the

wustite lattice is compensated for by the creation of a cation vacancy

and the formation of two Fe ions. However, the exact manner in which

these defects are incorporated into the lattice is still not clear.

As has been pointed out in the preceding review of wustite exper-

imental results, a simple defect model involving noninteracting singly

or doubly ionized vacancies randomly distributed in the wustite lattice

has repeatedly failed to explain experimental results. Models that



retain the assumption of random distribution of non-interacting defects,

but take into account the decrease in the number of normally occupied

iron sites due to the introduction of defects,79-81 also do not agree

with experiment. The disagreement with experiment of these simple models

is perhaps not surprising in view of the large numbers of defects present

in the wustite lattice. It is a simple matter, to show that the wustite

crystal structure can accomodate only 4% cation vacancies before vacan-

cies and trivalent iron cations are constrained to be nearest neighbors

and that vacancy concentrations of 8% will require that a given vacancy

have one or more vacancies as nearest neighbors.

Obviously, given that wustite can accomodate up to 18% vacancies,

interactions between defects cannot be ignored. Experimental data tend

to support this statement; most investigators have interpreted their

results in terms of defect cluster formation or defect ordering.

Brynestad and Flood82 have attempted to fit thermodynamic data to a

model where clusters consisting of a vacancy and two Fe cations in

nearest neighbor octahedral positions predominated. Their results agree

well with data taken on magnesio-wustite solid solutions, but do not fit

the data for pure wustite. However, from their calculations, they con-

clude that Fe+3 ions are associated with vacancies in both pure and MgO-

doped wustite.

The most direct experimental evidence for defect complex formation

comes from high temperature x-ray and neutron diffraction 
studies. 5 0 ,5 6' 5 7

Although these studies do not agree in detail, the results are all inter-

preted in terms of aggregates of the basic cluster pictured in Figure



111-6. This cluster consists of four vacancies coordinating an inter-

stitial cation in a tetrahedral site. Due to site preference considera-

tions, 8 3 the cation in the tetrahedral position is assumed to be an Fe+
3

cation.

Recent Born model calculations of defect energies84 have indicated

that a cluster of four vacancies and an interstitial (4:1 cluster), would

be more stable than the isolated defects. These calculations also indi-

cate.that larger aggregates of these 4:1 clusters would be energetically

feasible. Comparison of binding energies calculated for these various

aggregates indicates that the most stable cluster of vacancies and inter-

stitials would result from three 4:1 type clusters sharing tetrahedral

edges. This configuration is consistent with the vacancy to interstitial

ratios obtained from neutron diffraction experiments, and is illustrated

in Figure 111-7. The calculated binding energy of this aggregate is

-2.52 eV per vacancy as compared with -1.98 eV per vacancy for a 4:1

cluster. In these calculations, the excess charge of the cluster is

assumed to be neutralized by Fe ions in octahedral nearest neighbor

positions around the cluster. It should be mentioned that this assump-

tion of the presence of a charge cloud is essential for the stability

of these clusters.

Numerous other assumptions and estimates of interaction parameters

are needed to make this type of calculation possible for wustite. For

example, a fairly critical factor in these calculations is a knowledge of

the magnitude and dependence on ionic separation distance of the short

range interaction potential between ions. This potential is approximated
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with a Born-Mayer potential:

V(r) = A exp(-r/p)

where r is the interionic separation and p is an "ion hardness factor"

that reflects the spatial extent of the short range potential. An esti-

mate of the magnitude of the preexponential term in this expression

requires a knowledge of the radii of the ions involved. As the ionic

+3 . 85
radius of an Fe cation in the Fe 0 is difficult to estimate, both

1-x

because it is an "impurity ion" and because it can occupy both octa-

hedral and tetrahedral sites, the uncertainty in the resulting inter-

ionic potential could have a significant effect on the result of the

calculation.

These calculations also ignore entropy effects, which should become

significant at high temperatures. They are also performed on isolated

clusters, which eliminates considerations arising from cluster-cluster

interactions which cannot be ignored at high defect concentrations.

Because of these problems, these calculations, and their resulting

binding energies, should be viewed as being only qualitative estimates of

the relative energies of the various defects and clusters.

Despite the significant amount of experimental and theoretical

evidence for the existence of vacancy-interstitial clusters in the equi-

librium structure of wustite, the few attempts that have been made to

explain thermodynamic and electrical conductivity data in terms of a

defect model incorporating these defects have met with only limited suc-

cess.

Libowitz80 and Kofstad and Hed86 have developed models where Roth



clusters are the dominant defect. Libowitz has used his model to predict

thermodynamic data and the Kofstad and Hed model has been applied to both

electrical conductivity and thermodynamic results.87 While good agree-

ment between the models and experiment is obtained in all cases, the num-

ber of adjustable parameters (2 to 5) that are introduced in these calcu-

lations leaves the validity of both models open to question.

No attempts have been made to interpret thermodynamic or electrical

conductivity data in terms of a model based on the 4:1 or 8:3 clusters

discussed above. However, Catlow, et al.88 have compared the calculated

activation energy for the non-dissociative motion of a 4:1 cluster with

the measured activation energy for diffusion. Their calculated value

(62 kcal/mole) is significantly higher than the measured value (29

kcal/mole), but in view of the uncertainties involved in the calculation

and the exact mechanism for cluster motion, they consider this reasonable

agreement.

It should be noted, that even a defect model based on the formation

of clusters will undoubtedly break down near the wustite-magnetite phase

boundary. In this region, the concentration of defects becomes so great,

that even defect clusters can no longer be treated statistically as iso-

lated entities. In this region, the concept of isolated defect clusters

should probably be replaced with an approach considering the gradual

transition from long range disorder of defects to long range ordering.

C. Electronic Structure of Wustite

The fact that the introduction of a vacancy into the wustite lattice

also creates two electron holes indicates that there are a large number



of potential charge carriers in this material. Understandably, wustite

exhibits a relatively high conductivity for an oxide semiconductor (80-

250 ohm-cm~ ). However, the question of whether electrical conduction in

wustite occurs through the motion of free carriers in an energy band or

the thermally activated hopping of localized charge carriers (small pol-

arons) has not been satisfactorily resolved despite the many and varied

studies that have been performed on this material.

A number of review articles have been written concerning the rela-

tive merits of small-polaron versus band conduction models for transition

metal oxides.18,89-91 Austin and Mottl8 examine the data for NiO and

conclude that small polaron hopping is the dominant conduction mechanism

in this material. Bosman and van Daal89 and Goodenough,90 however,

interpret existing experimental data for NiO and CoO in terms of band

conduction, where electron holes move presumably in Me 3d bands. They do

propose small polaron hopping in p-type MnO and for trapped carriers in

NiO and CoO. Adler and Feinlieb91 claim that localized 3d levels act as

acceptor states for the oxygen 2p band and that conduction in NiO is due

to hole motion in the 2p band.

At this date, what emerges from a review of the literature is that

there is no clear consensus over what the dominant conduction mechanism

is in any of the 3d transition metal monoxides.

The situation in wustite is certainly no exception. Most of the

previous investigators have interpreted their data in terms of small pol-

aron hopping of holes in Fe 3d levels. 72-73,77 This conclusion is based

on a calculation of the temperature dependence of the carrier mobility



which shows that the mobility is thermally activated. However, this cal-

culation requires a number of a priori assumptions. First, it is assumed

that the number of charge carriers does not change with temperature.

Then, the charge carrier concentration and the density of available sites

are calculated using an assumed defect model. The usual defect model

assumed for these calculations is one involving doubly-ionized non-inter-

acting vacancies.

However, this interpretation of the data is not entirely unambigu-

ous. Kozheurov and Mikhailov75 have shown that using a number of equally

reasonable assumptions, the electrical conductivity can also be explained

using a model, similar to that discussed by Adler and Feinlieb,91 where

conduction occurs by hole motion in the oxygen 2p band.

The reason for much of the ambiguity in the interpretation of the

conductivity data in wustite and other transition metal oxides is that

the band structure of these materials is not known in detail. The behav-

ior of charge carriers in wustite will be primarily determined by the

nature of the Fe 3d levels in this material. To explain electrical data,

it must be known whether these levels are localized or form narrow bands.

In addition, the position of these levels in the band gap between the

oxygen 2p band and the iron 4s band must be known.

To date, the most experimental information about this electronic

structure in wustite has been obtained using optical measurements. Bowen,

et al.92 observe peaks in their optical absorption measurements that cor-

respond to crystal field peaks observed for isolated Fe+2 ions in both

solid93 and aqueous94 solutions. They interpret this as indicating that



Fe 3d states are localized. These results are in agreement with the

appearance of crystal field absorption peaks in the optical measurements

of other transition metal oxides.91 They also reported an absorption

edge at 2.4 eV which they interpret as being a transition from a local-

ized 3d electron to a 4s band.

The position of the 3d levels relative to the oxygen 2p band has

not been determined experimentally, although this value has been estim-

ated by a number of workers. Morin95 uses a Born cycle calculation to

estimate the 3d levels as being 3.9 eV above the 2p band. A value of

about 3 eV can be estimated from the results of an Xot calculation on

-10 96
FeO octahedral clusters performed by Tossel, et al. Catlow and

6

Muxworthy97 calculate a value of 8 eV. However, their calculation is

based solely on isolated atom ionization energies and lattice relaxation

effects and it is assumed that all electrons (even those in 0 2p bands)

are localized.

A few other experimental studies give information pertinent to the

electronic structure of wustite. From his failure to detect a measure-

able Hall effect, Bowen98 estimates an upper bound for hole mobility at

room temperature as being 0.2 cm 2/V-sec. Bowen also attempted to measure

the photoconduction of wustite at 90*K. His results for this experiment

suggest that the decrease in electrical conductivity measured between

room temperature and liquid nitrogen temperatures is primarily due to a

decrease in carrier mobility and not a decrease in carrier concentration.

Inouye, et al.99 have measured the conductivity of molten wustite and

find no discontinuity in the conductivity in going from the solid to the



liquid state. They see this as indicating that the mechanism for conduc-

tion is the same in the liquid as in the solid state.

The conductivity of MgO-FeO solid solutions has been studied at

both high (800 0-1000 0C),10 and low (25*-300*C)101 temperatures. These

studies indicate that the conduction mechanism in solid solutions con-

taining more than 5 m/o FeO is different from that observed in solutions

containing smaller amounts of iron. Around this composition (5% FeO), a

sharp increase (-3 orders of magnitude) in the conductivity and a de-

crease in the activation energy for conduction is observed. As this is

approximately the composition at which iron ions would start to occupy

nearest neighbor positions to each other, these results are interpreted

in terms of the thermally activated hopping of electron holes among the

iron cations. Similar composition and activation energy effects have

been observed in electrical conductivity studies of phosphate glasses

doped with FeO.1 0 2

Recent measurements of the work function in equilibrated wustite at

temperatures between 675* and 975*C,1
0 3 confirm the conclusions drawn

from electrical conductivity data. These measurements show a continuous

decrease in the Fermi level as the partial pressure of oxygen is raised.

This indicates a continuous introduction of electron holes into the wus-

tite lattice with increasing vacancy concentration.

D. Thermoelectric Power Measurements

Thermoelectric power measurements have traditionally been made in

conjunction with electrical conductivity studies as a means of indepen-

dently determining carrier concentrations. As such, thermoelectric power



measurements on wustite have not proved to be informative. In fact,

because of a number of anomalies seen in these measurements, they have

even increased the confusion over what type of defect model and conduc-

tion mechanism is most appropriate for this material. Typical results

of these measurements are shown in Figure 111-8 where the data of Hille-

76
gas is plotted as a function of the O/Fe ratio in wustite at three dif-

ferent temperatures. The important aspects of these results that should

be noted are: 1) The sign of the measured thermoelectric power changes

from positive to negative as the defect concentration increases. 2) The

magnitude of the thermoelectric power is much less than would be calcu-

lated from the theoretical Eqs. 11-50 or 11-58 for semiconductors given

in chapter II. These would predict a value of > 150 JV/*C at O/Fe = 1.06,

given a maximum carrier concentration of two holes per vacancy.

The change in sign of the thermoelectric power is especially anoma-

lous. The conventional interpretation of this behavior would be that it

indicated a change in the majority carrier from positive carriers (elec-

tron holes) to negative carriers, electrons. Hillegas uses this inter-

pretation to qualitatively explain his results. He suggests that as the

defect concentration in wustite increases, the localized vacancy acceptor

states form a band due to interactions between the vacancies. The elec-

trons promoted to this band due to the formation of electron holes in a

(presumably) Fe 3d band are then free to participate in conduction. This

model would predict equal numbers of electrons in the vacancy acceptor

band and electron holes in the Fe 3d band. However, this scheme would

give a change in sign of the thermoelectric power only if the electrons
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were significantly more mobile than electron holes (see Eq. 11-31).

Since the overlap between acceptor levels should be even smaller than

overlap between the 3d levels, this is unlikely.

A number of other explanations for this change in sign of the ther-

moelectric power have been advanced by workers who have observed

it.72,74,104 Tannhauser, who first reported this effect, assumes hopping

conduction and uses the Heikes equation (11-55) to interpret his results.

He ignores the heat of transport and vibrational entropy contributions to

the thermoelectric power and explains the change in sign as being due to

the fraction of available sites (1-c) becoming less than the fraction of

carrier occupied sites (c). However, a calculation using Tannhauser's

assumed defect model (Roth clusters dominant) shows that a change in sign

would be expected at an O/Fe ratio of 1.33, which is outside the range of

existence of wustite. Similar results are obtained when other carrier

models are assumed. Bransky and Tannhauser 4 performed the first thermo-

electric power measurements on single crystals of wustite and observed no

change in sign in their results. From this, they interpreted the change

in sign observed in polycrystalline wustite as being a grain boundary

effect. However, their single crystals were grown epitaxially on MgO

substrates at relatively high temperatures. Because of the high solu-

bility of MgO is wustite, it must be assumed that their single crystals

contained significant amounts of magnesia. The effect of MgO doping on

thermoelectric power measurements in wustite was demonstrated by Hille-

gas.76 He found that doping with appreciable amounts (5-20%) of MgO

increased the measured thermoelectric power significantly and resulted in



a compositional dependence where no change in sign was observed. Hille-

gas also made thermoelectric power measurements on a wustite single crys-

tal and found no difference between this sample and his measurements

taken on polycrystalline wustite. However, because this single crystal

was a large irregularly-shaped grain which was removed from a polycrys-

talline body, difficulties were encountered in making good electrical and

thermal contacts to this sample. Because of these problems, Hillegas'

results for single crystal wustite should be viewed as being only tenta-

tive. However, his results do show that Bransky and Tannhauser's measure-

ments on single crystals are probably best explained as being due to the

unintentional doping of these crystals with MgO.

Lafollet and Duquesnoy104 offer no explanation for the change in

sign observed in their thermoelectric measurements, but they conclude

that theories available for homogeneous semiconductors are not sufficient

for the interpretation of thermoelectric power measurements in wustite.

Seltzer and Hed87 have attempted to explain the observed thermo-

electric power data in terms of the Roth cluster defect model developed

by Kofstad and Hed.86 However, their analysis involves the estimation

of no fewer than five different parameters to achieve agreement between

this model and the data. It is therefore questionable as to whether

their results are physically meaningful.

To date, the thermoelectric power data for wustite have not been

satisfactorily explained in a manner that is compatible with the other

experimental data that have been discussed in this chapter. No reliable

measurements have been made on well-characterized wustite single crystals.



Because of this, the effect of the presence of grain boundaries on ther-

moelectric power measurements has not been well established. Also, the

extent to which the motion of ionic species in the thermal gradient con-

tributes to the measured thermoelectric power in wustite is uncertain.

Contributions due to ionic motion would be expected from two separate

effects: 1) The thermal diffusion of defects resulting in a Soret effect

composition gradient parallel to the thermal gradient. 2) All studies on

wustite, including the present one, have used buffered gas mixtures

(CO2-CO or H2 0-H2) to fix the oxygen partial pressure that the wustite

sample equilibrates with. At a fixed CO2- CO or H 20-H2 ratio, the oxygen

partial pressure fixed by the gas mixture is a function of temperature.

Therefore, a sample in a thermal gradient will be equilibrating with a

different oxygen partial pressure at its hot end than it is equilibrating

with at its cold end. Providing the sample is in the thermal gradient

for a sufficient amount of time, both of these effects would result in

the measurement of the thermoelectric power being made on a sample which

was not homogeneous with respect to composition.

That these effects could be significant can be seen in an examina-

tion of the experimental technique for thermoelectric power measurements

described by Hillegas76 which is representative of the methods that have

been used by previous workers to make this type of measurement. This

technique involves the stabilization of the sample in a given thermal

gradient. Two thermocouples are then used to measure the temperature at

each end of the sample to determine AT. The thermoelectric voltage is

then measured across the sample for this temperature difference. This



procedure is repeated for various values of AT (up to AT = 15*C) and the

thermoelectric power is then determined from the slope of a plot of the

thermoelectric voltage versus AT. According to Hillegas, this method of

measurement requires that the sample be in a temperature gradient for

approximately one hour. As this is a significant amount of time relative

to a characteristic diffusion time in wustite, the effects of ionic

motion in the thermal gradient could be significant.

It should also be noted, that this measurement technique is some-

what prone to error in that it requires a precise measurement of AT and

also precise temperature control to assure that neither the average

sample temperature nor the magnitude of the thermal gradient varies

during the measurement. The uncertainties involved in this measurement

are evidenced by the fact that Hillegas gives the reproducibility of his

data as being within 10-15%. An experimental technique that minimizes

these errors will be described in the next chapter.



IV. EXPERIMENTAL

A. Sample Preparation

As was pointed out in the last section, most of the earlier thermo-

electric power measurements on wustite used polycrystalline samples and

those few studies that used single crystal samples were complicated by

either the presence of impurities or bad contacts with the measuring

electrodes. Because of this, it was decided that all work in this study

would be done on single crystal material. Three separate methods were

used to produce the single crystals used in this study. These will now

be discussed.

A.l. Bridgman Crystal Growth

In the Bridgman method, a charge of the material to be grown is

placed in a conically-shaped crucible and melted. The crucible is then

placed in a temperature gradient such that the bottom of the crucible is

a few degrees below the melting point of the material. The melt is then

slowly solidified upward either by lowering the temperature of the fur-

nace or by pulling the crucible out of the furnace hot zone. If only one

nucleus is formed at the bottom point of the crucible and no additional

nuclei are formed during the solidification process, then the resulting

solid will be a single crystal.

In this and all other crystal growth methods used, the starting

materials were Fe powder (Alfa-Ventron 99.9% purity) and Fe203 powder

(Alfa-Ventron 99.9% purity). These were mixed in a stoichiometric ratio

and placed in a platinum crucible. The crucible was then suspended in a

Mo-wound furnace at a temperature of 1450*C where the oxygen partial



pressure was controlled with a flowing CO2-CO gas mixture which was ad-

justed to bring the P to a value which would be in equilibrium with

molten wustite. The charge was allowed to equilibrate with this atmos-

phere and melt.

Once the charge had melted, the crucible was positioned in the fur-

nace such that a temperature difference of 48*C existed between the top

and the bottom of the crucible. This temperature difference was continu-

ously monitored with two thermocouples placed at either end of the cru-

cible. The melt was then directionally solidified by slowly lowering the

temperature (@ -13*C/hr) of the furnace through the melting point of

wustite. After solidification, the crucible was quenched to room temper-

ature.

This technique resulted in a single crystal approximately 1.5 cm in

diameter by 2 cm long, with a high density of low angle boundaries and

dendritic metallic iron precipitates. By isothermally annealing the

crystal at 1000*C in an appropriate atmosphere, these precipitates could

be oxidized, leaving a homogeneous crystal.

The high degree of imperfection in the crystals grown in this man-

ner is not surprising in view of the fact that wustite melts incongru-

ently over a range of temperatures determined by the P02, thus leading

to a complex solidus-liquidus interface that would probably not be con-

ducive to the growth of high-quality crystals.

A.2. Czochralski Crystal Growth

A single crystal of wustite was grown, using this method, by



pulling from a melt created by partially melting a charge of wustite pel-

lets with three electric arcs. The method and furnace used are discussed

by Reed.10 5

The wustite pellets needed for the charge in this method were made

by cold-pressing a stoichiometric mixture of iron and hematite powders

into 1/2 in. diameter pellets. These pellets were then sintered at

1350*C under a P of 10-8 atm for 2 hrs. To insure that the pellets

were fully converted to wustite, after sintering, they were annealed at

-16
900*C for 12 hours under a P of 10 atm and then quenched to room

02

temperature.

The resulting pellets were loaded into a tri-arc furnace which was

evacuated and back-filled with a slight over pressure of purified Ar. A

melt was created by striking an arc between the wustite pellets and the

three tungsten cathodes of the furnace. Using an MgO single crystal as

a seed, a single crystal of wustite was pulled from the melt. By adjust-

ing the pull rate and the positions of the three cathodes, which altered

the temperature distibution around the seed, the diameter of the growing

crystal was adjusted to ~3 mm. Ultimately, a pull rate of .5 cm/hr was

used to obtain a crystal 3 cm long.

The crystal obtained in this manner, while microscopically more

perfect than that obtained by using the Bridgman technique contained a

number of large voids and, therefore, only a few samples were obtained

from it.



A.3. Floating Zone Crystal Growth

This method involves creating and maintaining a molten zone between

a vertically mounted seed crystal and a charge rod. A single crystal is

grown by moving the molten zone up along the charge rod such that mater-

ial is melted off the charge rod and solidified epitaxially on the seed

crystal. The floating zone method has an advantage over the previously

discussed methods in that the material being grown is in contact only

with itself. The use of a CO2 laser as a heat source to create the mol-

ten zone has been described by Haggerty,106 and the equipment and tech-

niques developed by him were used to grow the crystals described here.

The charge rod used was made by cold-pressing a mixture of iron and

hematite powders into a bar. This bar was then cut and ground in the

green state down to a size that would make the final sintered dimensions

of the bar a tractable size for this particular growth method. The bar

obtained was subsequently sintered in the same manner as was described

for the charge pellets in the Czochralski method.

A seed crystal was made by melting a zone between two polycrystal-

line wustite rods. By adjusting the pull rate relative to the feed rate,

the solidifying rod was necked down to eliminate any polycrystallinity.

This rod was then removed from the apparatus and a back-reflection Laue

pattern was taken on it to verify that it was a true single crystal. The

Laue pattern also showed that the seed crystal was oriented along a <111>

direction.

The seed crystal and the charge rod were mounted in the crystal

growth chamber which was subsequently evacuated and backfilled with puri-



fied Ar. A molten zone between the seed and the charge rod was created

with CO2 laser operated at -85 watts. To insure uniform heating of the

zone, the laser beam was passed through a beam splitter and the two

resulting beams were focused on opposite sides of the melt.

The feed rate and the pull rate were then adjusted relative to each

other to create a 5/1 reduction in the cross-sectional area of the grow-

ing crystal relative to the charge rod. This amount of reduction seemed

to result in the most stable molten zone.

A crystal 2 mm in diameter was grown at a rate of 2.5 cm/hr and had

a final length of 7.5 cm. This crystal contained no observable voids or

grain boundaries.

A.4. Discussion of the Three Methods

The three crystal growth methods used yielded crystals of varying

qualities. Their subsequent use as samples in this study demonstrated

that as far as thermoelectric power measurements were concerned, all

crystals gave essentially identical results and, therefore, samples from

different crystals were used interchangeably in this study.

B. Description of Apparatus

The following equipment was designed and constructed for this study:

a furnace, atmosphere control system, and sample holder for high tempera-

ture thermoelectric power measurements; a sample holder for low tempera-

ture measurements, a furnace for annealing and quenching samples for low

temperature measurements; and electronics to be used in determining the

thermoelectric power from both high and low temperature measurements.



This equipment will now be described.

B.l. High Temperature Apparatus

Figure IV-1 shows a schematic diagram of the furnace and sample

holder used to make high temperature measurements. The furnace itself

used a Pt-30% Rh non-inductively wound heating element and was capable

of reaching temperatures up to 1350*C. The furnace temperature was con-

trolled to within ±0.5*C with a Leeds and Northrup Electromax C.A.T.

controller.

An important consideration in thermoelectric power measurements is

insuring that there are no temperature gradients on the sample prior to

the application of the experimental thermal gradient. To insure this,

the temperature profile in the vicinity of the sample holder was regu-

lated in two ways. First, the furnace was constructed so the position

of the heating elements could be moved relative to the sample holder.

Second, due to the small thermal mass of the furnace, varying the flow

rates of the air and water streams used to cool the furnace externally

had a significant effect on the temperature profile inside the furnace.

These two features made it possible to adjust the temperature profile in

the vicinity of the sample holder such that the sample was always iso-

thermal prior to the experimental measurement.

The wustite sample, which was typically 2 mm x 2 mm x 5 mm, was

held between two alumina blocks that were massive relative to the sample.

The top block, which acted as the heat source, consisted of two alumina

plates with a length of fine (.010") platinum wire sandwiched between

them. This wire was connected to an external DC power supply. This
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block was supported by two 1/8" sapphire rods anchored in the base of the

furnace. The bottom block, which acted as the heat sink, was supported

by a sapphire rod attached to a micrometer head anchored to the base of

the furnace. This arrangement allowed adjustments to be made so that

differing sample sizes could be accomodated in the holder. It also made

it possible to correct for volume changes in the sample caused by chang-

ing the sample composition during an experiment. In this way, a good

thermal and electrical contact between the sample and the electrodes

could always be assured.

A Pt-10% Rh thermocouple was placed at either end of the wustite

sample. These thermocouples served as electrodes for the thermoelectric

power measurement as well as to determine the sample temperature. To

insure a good thermal and electrical contact between the thermocouples

and the sample, the thermocouple beads were hammered into flat plates of

area approximately equal to a typical sample cross-section. The sample

was then placed in the sample holder between these two plates. This

assembly was isolated from the alumina blocks with Pt foil to prevent any

reaction between the sample and the alumina. Both Pt and wustite are

plastic enough at the experimental temperatures of this study that this

method of making contacts gives both a good electrical and thermal con-

tact between the electrodes and the sample.

It should be noted that iron has a significant solubility in plat-

inum at the experimental temperatures used in this study.107 Due to this

solubility and the fact that platinum-rhodium thermocouples are slightly

unstable in reducing environments,108 the thermocouples were changed



prior to the start of each experiment to eliminate any errors associated

with their chemical degradation.

As the equilibrium composition of wustite is very sensitive to the

oxygen partial pressure, care must be taken to control this variable

closely. To do this, the oxygen pressure in the vicinity of the sample

was fixed using CO2-CO gas mixtures. The oxygen pressure resulting from

the equilibrium of these two gases is a well-known function of temperature

and P /P ratio.109 These two gases were scrubbed and mixed in theCOCoC2
apparatus shown schematically in Figure IV-2. Commercial grade CO2 was

passed through a furnace containing copper turnings at 800*C to remove

any oxygen present and then dried using granules of ICaSO4 (Drierite).

C.P. grade CO was dried with CaSO4 and then passed over Ascarite to

remove any CO2 present. The pressure in both gas streams was regulated

using two bubbling manometers, which used dibutyl phthalate (chosen

because of its low vapor pressure) as the manometry fluid. This gave a

gas stream pressure that was stable over long periods of time and elimin-

ated any variations in the gas flow rate due to room temperature changes

or fluctuations in the gas cylinder pressure. The flow rate of each gas,

and consequently the ultimate CO -CO ratio, was fixed using two micro-

metering valves in conjunction with two Brooks flowmeters. The flow-

meters were calibrated for this study by timing the displacement of a

soap film in a graduated burette at various readings of the flowmeters.

The gas streams were mixed in a column filled with glass beads. For this

study, mixtures of CO2 to CO ratios varying from 1:3 to 12:1 were re-

quired. The gas mixture entered the furnace chamber through a baffle at



CO2 -+

CO -a-

Fig. IV-2:

..- to furn e

Schematic of apparatus used to scrub and mix
CO2 and CO for this study



the bottom of the chamber and exited at the top through a glycerol trap.

The velocity of the gas mixture through the furnace chamber was

-0.9 cm/sec. This is the velocity recommended by Darken and Gurry25 to

minimize thermal segregation in the gas stream.

The gas ratio indicated by the flowmeters was checked using a

yttria-stabilized zirconia galvanic cell which was positioned in the fur-

nace chamber downstream from the sample holder. The emf generated by

this cell is related to the oxygen partial pressure through the Nernst

equation:

P0
RT 2

EMF = - -- 0n (IV-l)
4F P (ref.)

02

where P (reference) in this case is 0.21 atm. Knowing the oxygen par-
02

tial pressure and the cell temperature, the CO 2-CO ratio could be calcu-

lated and checked against the flowmeter values.

The experimentally determined values of the thermoelectric power

provided a third means of checking the accuracy with which the PO2 in

equilibrium with the sample was known. At both the Fe-Fe 0 and the

Fe _-x0-Fe 304 phase boundaries, a sharp discontinuity in the measured

thermoelectric power occurs. This behavior is shown in Figure IV-3. By

using this means to locate the position of the phase boundary and com-

paring this value with the values reported in the literature,36 the

accuracy of the P as determined by the galvanic cell and the flow-
02

meters could be checked.

It should be noted that this technique of locating the position of

phase boundaries using thermoelectric power measurements could, in prin-
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ciple, be useful in obtaining information on phase equilibria for com-

pounds that are electrical conductors.

Good agreement (within 5%) was found between the values of the

CO -CO ratio determined by these three separate methods. However, it was

found, that the galvanic cell measurements became increasingly unreliable

with time. This was probably due to micro-cracking in the zirconia elec-

trolyte due to stresses developed during an experimental thermal cycle.

This problem required that the zirconia tube in the galvanic cell be re-

placed fairly frequently.

The galvanic cell also became increasingly inaccurate at the higher

temperatures of this study. This phenomenon has been reported previ-

ously30 and is a result of electronic conduction in the zirconia electro-

lyte becoming more significant at higher temperatures. Because of this

problem, the CO2- CO ratio at the higher temperatures of this study was

determined primarily from the flowmeters and checked against the experi-

mentally determined position of the phase boundary.

B.2. Low Temperature Apparatus

A separate sample holder was also constructed to determine the

thermoelectric power of quenched wustite at temperatures between +100*C

and -190 0C. This apparatus is shown in Figure IV-4.

The wustite sample is held between two brass blocks. The bottom

block, which acts as the heat sink, is spring-loaded to insure that the

sample is always in good thermal contact with the heat source and sink

and in good electrical contact with the measuring thermocouples. The

top block, which acts as the heat source, has a short length of fine
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platinum wire attached to it. This wire is isolated from the brass block

with mica foils. The platinum heater is driven by an external DC power

supply.

As was the case for the high temperature sample holder, a thermo-

couple is placed at either end of the sample to serve both to monitor the

sample temperature and as the leads for the measurement of the thermo-

electric voltage. For these low temperature measurements, copper-con-

stantan thermocouples were used.

Since neither the wustite sample nor the thermocouple material are

particularly plastic at these measuring temperatures, insuring a good

thermal and electrical contact between the sample and the thermocouples

required more care than in the high temperature measurements mentioned

earlier. For this purpose, a low temperature solder was made with an

approximate composition of 50% Bi, 25% Pb, and 25% Sn. This solder had

a nominal melting point of 150*C. To make a good contact between the

thermocouples and the sample, the sample, with a thermocouple placed in

its desired position, was set onto a small bead of molten solder. When

the solder solidified, the thermocouple bead was held in place against

the sample. The integrity of the junctions made in this fashion was

checked by measuring the resistance across the two junctions and the

sample and comparing this value with the resistance of the sample alone.

With a good contact between the sample and the thermocouples

assured, the sample was mounted in the holder as shown in Figure IV-4.

The entire assembly was then placed inside a closed end quartz tube and

sealed with an o-ring. To avoid the condensation of water vapor at the



lower temperatures of these measurements, the quartz tube was evacuated

and then back-filled with purified nitrogen.

The sample holder assembly was placed in a large Dewar flask. By

filling this flask with either liquid nitrogen or boiling water, the

temperature extremes of the low temperature measurements (+100*C and

-190*C) could be achieved. Intermediate temperatures were reached by

removing the flask, insulating the sample holder, and allowing the sample

to slowly warm-up or cool-down to the desired temperature.

B.3. Annealing and Quenching Low Temperature Samples

Samples used in the low temperature apparatus just described were

single crystals grown using methods described earlier. To fix their com-

position prior to the measurement, samples were placed in a platinum

basket and suspended in a Kanthal furnace at 900*C where the P was con-

trolled with a predetermined CO -CO mixture. This gas mixture was mixed

in the apparatus described earlier. The minimum annealing time required

for the sample to reach equilibrium was determined by the sample size and

the value of the chemical diffusion coefficient of wustite at 900*C and

the particular composition.55 In general, annealing times were signifi-

cantly longer than this minimum time. At the end of the anneal, the

sample was dropped out of the furnace and quenched. In order to retain

as much of the high temperature structure of wustite as possible, an

extremely rapid quench was desired. To this end, quenching into water

was initially tried. This type of quench proved to be unsatisfactory in

that thermal shock introduced both macro- and micro-cracks into the



sample which rendered it unusable for thermoelectric power measurements.

Therefore, for this study, a quench into liquid nitrogen was adopted.

Quenching into liquid nitrogen gave a slow enough cooling rate that ther-

mal shock of the samples was avoided. The consequences of quenching and

cooling rates on the low temperature thermoelectric power measurements of

this study will be discussed later.

B.4. Electronics

One of the principal objectives of this study was to design experi-

ments so that high temperature thermoelectric power measurements could be

performed on samples that were truly homogeneous. As was explained pre-

viously, earlier thermoelectric power measurements on wustite at high

temperatures were complicated by the fact that the time scales involved

in the measurement were long enough that vacancies could diffuse in the

temperature gradient or equilibrate with the local oxygen pressure.

Either of these phenomena would result in the measurement being performed

on a sample that was not chemically homogeneous.

To avoid these problems, an analog subtraction circuit was con-

structed to determine the thermoelectric power of wustite in the present

study. This circuit, originally developed by Eklund and Mabatah110 for

low temperature thermoelectric measurement, is shown in Figure IV-5.

This circuit makes use of three integrated circuit instrumentation

amplifiers. The circuit built for the present study used Analog Devices

AD521J amplifiers. These proved to be satisfactory for all of the mea-

surements made in this study except for those below temperatures of about

-140*C. At these temperatures, the resistance of the sample became so



TR
Platinum -10% Rhodium (A)

HEAT
PULSE

103AV1 = 103(es-8A) AT

104(eA-eB) AT - Y axis

103AV2=103 (es-eB) AT ---' X axis

JUNCTION

Fig. IV-5: Circuit diagram of electronics used to make thermoelectric

power measurements in this study



high (~120 kE) that the amplifiers became unusable.1
1 0

The circuit itself operates in the following manner: With the

sample in a temperature gradient such that its ends are at T and T+AT,

the thermoelectric voltages of the sample relative to platinum and

platinum-10% rhodium are fed into amplifiers A2 and Al, respectively.

The gain of these amplifiers is determined by an external resistor. By

adding a variable resistor in series with this resistor, the gain of

amplifiers A and A2 can be precisely matched such that both amplify

their respective thermoelectric voltage (usually about 50pV) by exactly

a factor of 1000. The outputs of these two amplifiers are then fed into

a third amplifier (A3) which amplifies the difference of these two sig-

nals by a factor of 10. The outputs of amplifiers A2 and A3 are fed into

the X and Y axes, respectively, of an X-Y plotter.

The net result of this circuit is that when a small heat pulse is

applied to one end of the sample, the response of the amplifier circuit

will be such that the X-Y recorder will plot out a line whose slope

(AX/AY) is proportional to the sample thermoelectric power. Examination

of Figure IV-5 will show that the sample thermoelectric power is given by:

e =10 e -- (IV-2)
S-Pt Pt-Rh AY

-whereG =e - andO =0-6 The thermo-
S-Pt Sample Pt Pt-Rh Pt+10%Rh Pt

electric power of the platinum vs. platinum-10% rhodium thermocouple is

equal to the slope of the voltage vs. temperature curve obtained from the

standard tables for thermocouples. The absolute thermoelectric power of

the sample can then be obtained by adding the absolute thermoelectric

power of platinum, which has been tabulated by Cusack and Kendall, il to



the measured value of S-Pt. The sample temperature is determined by an

independent measurement of the thermocouple voltages.

This measurement technique offers a number of advantages over the

methods used previously to obtain thermoelectric power data at high tem-

peratures which have been described previously. First, since the value

of e0 obtained is not directly dependent on the value of AT, the need for

precisely matched thermocouples to determine AT accurately is eliminated.

This is especially important in high temperature measurements since, as

was mentioned earlier, chemical reactions with the atmosphere or the

sample can cause compositional changes in the thermocouple which results

in a drift in the thermocouple's thermoelectric voltage with time. The

second advantage of this measuring technique is that since accurate mea-

surements can be obtained from relatively small temperature differences

(-2*C) developed from very short heat pulses (-10-15 sec. duration), the

use of this method eliminates any complications due to compositional

relaxation in the temperature gradient. This system's ability to measure

a sample's thermoelectric power very quickly makes it possible to monitor

the thermoelectric power of a material when its composition or its tem-

perature is changing slowly with time. As will be pointed out, this cap-

ability makes it possible to use these measurements to determine chemical

diffusion coefficients in a material or to determine thermoelectric power

values for a material over an essentially continuous range of tempera-

tures.

B.5. Measurements

Prior to beginning an experiment, the electronics of the subtrac-



tion circuit described in the last section were calibrated to insure that

the gains of amplifiers A and A2 matched precisely. This calibration

was checked daily during the experiment to eliminate any long term drift

in the electronics due to room temperature variations.

For the high temperature measurements, the sample was mounted,

placed in the furnace, and heated to the experimental temperature in a

CO2 atmosphere at a rate of 120*C/hr. Slow heat-up and cool-down rates

were required to protect the zirconia galvanic cell from thermal shock.

Once the experimental temperature was reached, the proper CO 2-CO mixture

was introduced into the chamber and the temperature profile in the vicin-

ity of the sample was adjusted to insure that the sample was isothermal.

The sample was then allowed to equilibrate in the chosen CO 2-CO atmo-

sphere. Minimum equilibration times were estimated from chemical diffu-

sion data.55 In general, the times allowed for equilibration were longer

than this and varied from 12 hours to 20 minutes depending on the temper-

ature and sample composition.

After the sample was given time to equilibrate isothermally, a mea-

surement was taken. This was done by applying a 15 watt heat pulse for

approximately 10 seconds to one end of the sample and recording the sys-

tem's response on the X-Y recorder. A typical sample response is shown

in Appendix E. The heat pulse resulted in a maximum temperature differ-

ence across the sample of about 3*C which developed in about 15 sec.

After the heat pulse was applied and the data taken, the system was

allowed to relax back to its initial isothermal condition. Six of these

measurements were taken at each sample composition. After measurements



at a given oxygen partial pressure were complete, the sample composition

was changed by altering the CO 2-CO ratio and allowing the sample to

equilibrate in this new atmosphere. The above procedure was then re-

peated at the new oxygen partial pressure. Sample composition was re-

lated to the oxygen partial pressure using the relations tabulated by

Giddings and Gordon.
3 6

For a typical experimental run on one sample, measurements were

made on 8-10 compositions per temperature at 2-3 different temperatures.

Longer experiments were avoided because of the possibility of thermo-

couple degradation after long periods of time at high temperatures.

Diffusion coefficients were determined by measuring the thermo-

electric power of the sample in the manner described above at selected

time intervals following a small step change in the oxygen partial pres-

sure. This was continued until the measured thermoelectric power had

relaxed to a new steady state value. The method by which this relaxation

of the thermoelectric power is related to the chemical diffusion coeffi-

cient in wustite will be discussed later in Appendix C.

For experiments designed to determine the change of the thermo-

electric voltage with time in a temperature gradient, a different pro-

cedure was used. In addition to being fed into the X-Y plotter as des-

cribed earlier, the output of amplifier A2 (see Figure IV-5) was also fed

into a strip chart recorder. A relatively large thermal gradient (AT =

18*C) was then imposed on the sample. This thermal gradient was main-

tained for times ranging up to three hours. Again, experimental times

such as these were determined largely by estimates made from chemical



diffusion data. The initial response of the sample to the imposition of

the temperature gradient was recorded as usual on the X-Y plotter. The

change of the thermoelectric voltage with time was monitored on the

strip chart recorder. At the end of such an experiment, the X-Y plotter

was used to determine the instantaneous response to the relaxation of the

temperature gradient.

Low temperature measurements were made by mounting a sample that

had been previously annealed and quenched into the low temperature sample

holder which was described above. This assembly was then cooled to

liquid nitrogen temperatures (-190*C). Once this temperature had been

reached, the sample holder was removed from the liquid nitrogen bath,

insulated, and allowed to slowly warm up to room temperature. This warm-

up generally took from 5 to 6 hours. During this time, the thermoelec-

tric power was periodically determined and the temperature of the measure-

ment recorded. In this way, the thermoelectric power as a function of

temperature could be almost continuously monitored. The warm-up rate of

the sample holder was slow enough that the temperature of the sample did

not change significantly during the length of time required to make a

measurement (-15 sec.).

Measurements were made at temperatures above room temperature (up

to 100*C) by heating the sample holder in boiling water and then allowing

it to cool slowly. As before, measurements were made as the sample tem-

perature relaxed to room temperature. Again, rate of change of the tem-

perature was slow enough that the sample temperature did not change sig-

nificantly during the duration of the measurement.



For most of the measurements made at low temperatures, the thermo-

electric power was determined using the analog subtraction circuit in the

manner described earlier for the high temperature measurements. However,

as mentioned earlier, the subtraction circuit could not be used at tem-

peratures below about -140*C because of high sample resistance. There-

fore, to determine the value of the sample thermoelectric power at these

lowest temperatures, the more traditional method of making this type of

measurement was used. To do this, the heat source was used to impose a

steady-state temperature gradient on the sample. A digital voltmeter was

used to measure the temperature at each end of the sample and, therefore,

determine a value for AT. The thermoelectric voltage was then measured

at this value of AT using the two copper legs of the thermocouples. This

procedure was then repeated for various values of AT. The value of the

sample thermoelectric power was then calculated from a plot of the mea-

sured thermoelectric voltage vs. AT. A typical plot is shown in Figure

IV-6. Due to the crude nature of this type of measurement, it is doubted

that values obtained in this fashion can be considered to have the same

precision or accuracy as values obtained using the subtraction circuit.
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V. RESULTS

Thermoelectric power measurements were made under equilibrium con-

ditions at 900, 1000, 1100, 1200, and 1300*C on wustite single crystals

with compositions which spanned the phase field. In addition, the effect

on the measured thermoelectric power of grain boundaries, crystal orien-

tation, and ionic diffusion in the thermal gradient was determined. Some

measurements were also performed on magnetite compositions in the vicin-

ity of the magnetite-wustite phase boundary.

Thermoelectric power measurements were also made on quenched single

crystals of various compositions at temperatures between 370*K and 80*K.

The effect of the quenching rate on the measured thermoelectric power was

also determined.

Finally, thermoelectric power measurements were used to determine

chemical diffusion coefficients in wustite under high temperature equi-

librium conditions.

A. High Temperature Measurements

The absolute thermoelectric power of wustite under high temperature

equilibrium conditions as determined in this study using experimental

techniques discussed in the preceding chapter are summarized in Figures

V-1 and V-2. Figure V-1 shows the absolute thermoelectric power as a

function of the CO 2-CO ratio (proportional to the P 0) at the various

temperatures of this study. Figure V-2 shows this same data plotted as

a function of composition (0/Fe ratio) at different temperatures. As

was mentioned earlier, the compositions of wustite that are in equilib-
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rium with a given CO 2-CO ratio at various temperatures are obtained from

the data compiled by Giddings and Gordon.36 To minimize confusion in

these two plots, curves are drawn only through the data at 900*C and

1300*C. Also, to give a clearer picture of the compositional dependence

of the thermoelectric power at each of the temperatures shown in Figs.

V-1 and V-2, individual plots showing the thermoelectric power versus

composition at each temperature are given in Appendix A.

The temperature dependence of the thermoelectric power of wustite

is shown in Figures V-3 and V-4. In Figure V-3, the thermoelectric power

is shown plotted as a function of T at various compositions. In Figure

V-4, this same data is plotted as a function of l/T. For later reference,

the data in Figure V-4 is plotted as a "reduced" thermoelectric power

(eG/k).

Comparing the data shown in Figs. V-1 - V-4 with the thermoelectric

power data obtained by Hillegas76 (shown in Fig. 111-8) shows that while

the data obtained in the present study retains the same general features

as the previously obtained results, there are notable differences. First,

the values for the thermoelectric power obtained in this study are consis-

tently from 5 to 10 pV/*K higher than those measured by Hillegas. Sec-

ond, at the lower temperatures of these experiments, little or no temper-

ature dependence is observed. However, as the temperature is raised

above 1100*C, the thermoelectric power decreases slightly with increasing

temperature. The relative amount of this decrease is dependent upon com-

position, with the sharpest decrease occuring at the lower vacancy con-

centrations.
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The anomalies observed in previous thermoelectric power studies on

wustite, i.e., the change in sign of the thermoelectric power with in-

creasing defect concentrations and the low absolute magnitude of this

quantity, are also observed in the data of the present study. This fact

eliminates any possibility of this anomalous behavior being an artifact

fo the measuring technique used by previous workers (see discussion in

Chapter III).

The relationship between this anomalous behavior and the wustite

defect structure and the significance of the differences between the

results of this study and those of earlier studies will be discussed in

the next chapter.

A.l. Grain Boundary Effects

As was mentioned in Chapter III, io conclusive data exists which

shows the effects of grain boundaries on the measured thermoelectric

power in wustite. To look at this effect, a polycrystalline wustite

sample was prepared using the same starting materials as were used to

make the feedstock for growing the single crystals used in this study.

The thermoelectric power of this sintered polycrystalline (G.S. =

200-500 Pm) sample was measured for various compositions at 1100*C. This

data is compared with that obtained on single crystal samples in Figure

V-5.

The data in Fig. V-5 confirm Hillegas' conclusion that the pres-

ence of grain boundaries does not strongly affect the measured value of

the thermoelectric power as has been suggested by Bransky and Tann-

hauser. 7 However, the data in Fig. V-5 do show that the polycrystalline
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sample gave values for the thermoelectric power that were consistently

lower by a small amount than those that were measured on single crystal

samples.

A.2. Crystal Orientation Effects

Since single crystals grown using the Bridgman technique described

earlier could be cleaved along a {l00} plane and crystals grown using the

floating zone technique tended to solidify in a <111> direction, samples

taken from crystals grown using these two techniques were used to deter-

mine the effect of crystal orientation on thermoelectric power measure-

ments. Samples taken from the crystal grown using the floating zone

technique were oriented in the sample holder so that the direction of the

applied thermal gradient was parallel with a <111> crystal direction.

Thermoelectric power measurements were made on these samples at various

temperatures and compositions. Similarly, samples taken from the crystal

grown using the Bridgman technique were oriented in the sample holder so

that the applied thermal gradient was parallel with a <100> crystal dir-

ection and measurements made at various temperatures and compositions.

Figure V-6 shows a representative comparison between results ob-

tained for these two crystal orientations. As would be expected for a

cubic crystal, the thermoelectric power in this material is unaffected by

crystal orientation.

A.3. Effects of Ionic Thermal Diffusion

The effect of the motion of ionic species in the thermal gradient

has received very little attention in the past studies of the thermoelec-
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tric effect in wustite. Since the present study utilized a "heat pulse"

technique to determine the value of the thermoelectric power in this

material, it is assumed that the values measured here correspond to truly

homogeneous samples and are due solely to an electronic thermoelectric

effect. These essentially instantaneous measurements can, therefore, be

used as a baseline in determining the magnitude of the ionic contribution

to the thermoelectric power at steady-state (long time) conditions. This

ionic contribution was determined by measuring the relaxation with time

of the thermoelectric voltage (e x AT) across a sample sitting in a

steady-state thermal gradient. It was found that when a steady-state

thermal gradient was applied to a sample, the measured thermoelectric

voltage would decay with time from a value corresponding to the instan-

taneously measured thermoelectric power to some new steady-state value.

Figure V-7 shows the change in the thermoelectric voltage with time

for a typical measurement. The solid curve in this figure represents the

change in the thermoelectric voltage with time for a constant temperature

difference of 18.9*C.

Assuming this observed relaxation in the thermoelectric voltage is

due to ionic rearrangement in the thermal gradient, it is noted that the

measured relaxation time in all cases is comparable to, although gener-

ally about a factor of 1.5 longer than, the relaxation time which can be

estimated from chemical diffusion data.

The steady-state value of the thermoelectric power as determined by

this relaxation measurement is compared with the instantaneous value at

various CO -CO ratios in Fig. V-8. It can be seen from the figure that
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the difference between the instantaneous thermoelectric power and the

steady-state thermoelectric power is a function of composition, with the

greatest effect occuring at the lower oxygen partial pressures. The sig-

nificance of the magnitude of this difference will be discussed in the

next chapter.

A.4. Measurements in Magnetite

In conjunction with the measurements made in the wustite phase

field, a few measurements were also made in the magnetite phase field in

the vicinity of the wustite-magnetite phase boundary. The results of

these measurements are shown in Figure V-9. In this figure, the data of

the present study taken at 1100 C are compared with Tannhauser's data72

taken at 1063*C. Even allowing for the difference in the measurement

temperatures between these two studies, the magnitude of Tannhauser's

data is significantly larger than the values obtained in the present

study. Thermoelectric power measurements made on magnetite by Mason1 1 2

at higher temperatures extrapolate to values that are also significantly

higher than those obtained in the present study.

While the data obtained in this study are too sparse to allow any

conclusions to be drawn, it should be pointed out that the results pre-

sented here are the first available data on single crystal samples of

magnetite.

B. Low Temperature Measurements

The results of the low temperature thermoelectric power measure-

ments on liquid nitrogen quenched wustite single crystals are plotted as
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a function of temperature for five different compositions in Fig. V-10.

To avoid confusion, only the curve and representative data points are

shown here for each composition. Individual plots of thermoelectric

power versus temperature at each composition with all data points in-

cluded are given in Appendix B. The compositions given for these samples

are those determined by the oxygen partial pressure the sample was equi-

librated with at its annealing temperature.

The most notable feature of this data is the sharp decrease and

eventual change in sign of the thermoelectric power that occurs in all

compositions as the temperature is lowered below about 120*K. The posi-

tion of this "knee" in the thermoelectric power curve corresponds roughly

to the position of the Neel temperature in wustite. The intermediate

compositions of this study (0/Fe = 1.063 to 1.098) appear to give essen-

tially the same results.

The compositional dependence of the low temperature data at various

temperatures is shown in Fig. V-ll where these data are compared with the

experimental curve obtained from the high temperature measurements of

this study at 900*C. Although the scatter in these measurements is sig-

nificant, it appears that, except for the lower temperatures of these

measurements, the thermoelectric power obeys the same general dependence

on composition at low temperatures as it does at high temperatures. At

the lower temperatures, below the "knee" in thermoelectric power versus

temperature curve, the thermoelectric power appears to be independent of

composition.

However, bearing in mind the caveat of Chapter III that drastic
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structural rearrangements can occur in wustite during even the fastest

quench, the effect of cooling rate on the values of the thermoelectric

power measured on quenched samples must be determined. To do this, the

thermoelectric power was measured on samples of various compositions

which had been quenched in air, liquid nitrogen, and water from 900*C.

The results of these measurements are shown in Fig. V-12. As can be seen

in this plot of themoelectric power versus composition at 300'K, within

the scatter of the measurement, there appears to be no effect of quench-

ing rate on the measured thermoelectric power. This result is perhaps

surprising in view of the large differences observed in x-ray diffraction

data between samples quenched at different rates.ll3 The fact that the

thermoelectric power measured at low temperatures is apparently indepen-

dent of quenching rate would indicate that the electronic properties in

wustite that determine the value of the thermoelectric power are rela-

tively insensitive to the arrangement of defects in the wustite lattice,

although they are dependent upon the number of these defects present.

In light of the fact that measurements made on quenched samples

appear to reflect some quench-independent electronic structure, a com-

parison between these low temperature measurements and the high temper-

ature measurements of this study is perhaps justified. Figure V-13 gives

a plot of thermoelectric power versus temperature for three different

compositions over the entire experimental temperature range of this study.

These same data are also plotted in Fig. V-14 versus reciprocal tempera-

ture. As can be seen from these figures, the high temperature data can

apparently be extrapolated to mtatch the low temperature data reasonably
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well. This suggests that the same mechanism responsible for the value

of the thermoelectric power at high temperatures still operates at the

low temperatures above the "knee" in the 0 vs. T curve.

C. Diffusion Data

The values for the chemical diffusion coefficient determined in

this study by measuring the change with time of the thermoelectric power

during a step change in composition are shown in Fig. V-15. These data

were taken on both single crystal and polycrystalline samples. The

details of the calculation of the chemical diffusivity using thermo-

electric power relaxation data are given in Appendix C. The large un-

certainties involved in the value of the diffusivity at low vacancy con-

centrations is largely due to the fact that the small sample sizes used

in the thermoelectric power measurements of this study resulted in such

short equilibration times that only a limited number of measurements

could be made before the sample reached its new equilibrium composition.

These values of the chemical diffusivities are comparable to those

reported by Wagner.
5 5
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VI. DISCUSSION

The high temperature thermoelectric power measurements of this study

are in general agreement with the results obtained by previous workers.

This study has also shown conclusively that at high temperatures, the

measured thermoelectric power is a function of the residence time of the

sample in the thermal gradient.

The low temperature measurements of this study show that the weak

temperature dependence observed at high temperatures is also present at

low temperatures. However, below the Neel temperature of wustite, the

temperature dependence of the thermoelectric power changes drastically.

These results will be discussed in detail in this chapter and a

defect model for wustite will be proposed which is consistent with these

results and also the results obtained by other investigators (electrical

conductivity, diffusion, and diffraction studies).

A. Comparison of Data with Simple Defect Models

Previous attempts to describe the observed results of thermoelectric

power measurements on wustite in terms of simple defect models have been

unsuccessful. The problems encountered with these simple models are ill-

ustrated in Figure VI-1. The theoretical values for the thermoelectric

power which are shown here were arrived at by assuming a defect model

consisting of randomly distributed doubly-ionized vacancies where small

polaron hopping was the predominant conduction mechanism. The Heikes

equation (Eq. 11-58) was then used to obtain values for e as a function

of composition. It was assumed for the purposes of the calculation that

vibrational entropy and heat of transport effects are negligible.
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However, from the discussion in Chapter II, it can be estimated that the

inclusion of these terms would be expected to change these results

by at most -100 yV/*K (assuming that the activation energy for hopping

is probably not more than 0.1 eV). Obviously, such a model greatly

overestimates the value of the thermoelectric power that is measured.

Similar results are obtained when band conduction is assumed and Eq.

11-50 used to predict values for the thermoelectric power.

It should be noted that 2 [VFeI represents the maximum number of

holes that could participate in extrinsic conduction in undoped wustite

regardless of the particular defect model or conduction mechanism chosen

for this system. Because of this, any defect model that involves either

the hopping of free holes or the motion of free holes in a valence band

will not predict values for the thermoelectric power that are lower than

those predicted by a simple doubly-ionized vacancy model.

There are two additional models for conduction which could conceiv-

ably explain the thermoelectric effects observed in wustite. One poss-

ibility is that conduction in wustite involves both electrons and electron

holes. If the transference numbers of these two species in wustite were

comparable, then such a mechanism could predict both the change in sign

and the low absolute magnitudes of the thermoelectric power that are

observed in this material. However, such a mixed conduction mechanism is

not consistent with other experimental observations. The electrical con-

ductivity of wustite, shown in Figure 111-4, increases smoothly with temp-

erature and deviation from stoichiometry. No breaks in the conductivity

versus temperature curves or minima in the conductivity versus composition
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curves are observed in the vicinity of the p-n transition. Such behavior

would be expected for a mixed conduction mechanism. The work function

measurements of Nowotny and Sikoral03 indicate that the Fermi level in

wustite decreases smoothly with increasing deviation from stoichiometry.

This result also argues against mixed conduction occuring in wustite.

Another possible mechanism for conduction in wustite which would

explain the observed thermoelectric effects is metallic behavior. Such

a mechanism could come about if the introduction of electron holes into

the wustite structure lowered the Fermi level to the point that it was

in a valence band. Continued introduction of holes would reduce the

Fermi level still further and, possibly, change the shape of the mat-

erial's Fermi surface. As pointed out in Chapter II, such a change in

shape of the Fermi surface could result in a change in sign of the thermo-

electric power. It should also be noted, that metallic behavior would

also explain the low absolute magnitude of the observed thermoelectric

power.

However, this mechanism is also inconsistent with the electrical

conductivity data. It would not predict the exponential dependence of

the conductivity on temperature that is observed experimentally. (See

Fig. 111-5).

From this discussion, it is clear that none of the conduction

models that are commonly used to interpret thermoelectric power data are

consistent with both the observed thermoelectric behavior and the other

experimental data available for wustite.
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B. Defect Model for Wustite

The defect model to be proposed in this section assumes that the

dominant defect Ln the wustite lattice is the 4:1 cluster discussed in

Chapter III. Conduction in this model occurs predominantly through the

thermally activated hopping of localized holes trapped on sites that are

adjacent to vacancy clusters. This results in a d.c. conductivity be-

cause the number of clusters present is large enough for there to be

significant overlap in the near-neighbor sites surrounding these clusters.

This overlap makes it possible for a hole to hop through the material on

a continuous path of sites that are cluster near-neighbors. That this

model is consistent with the observed thermoelectric power data in wustite

will now be demonstated.

B.1. Justification for the Model

The review of the wustite literature in Chapter III shows that a

good deal of indirect evidence exists which indicates the presence of

clusters in the equilibrium defect structure of wustite. The results ob-

tained from diffusion studies, thermodynamic data, and electrical con-

ductivity measurements are all consistent with the formation of stable

defect clusters in this material. The little direct structural evidence

that exists for these clusters50,56,57 indicates that the basic defect

unit in wustite is either a 4:1 cluster (shown in Fig, 111-6) or some

aggregate of two or more of these clusters. This evidence supports theo-

retical calculations84 which indicate that the binding energy for a 4:1

cluster relative to its isolated component defects is on the order of
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6 eV. An assumption that 4:1 clusters are the predominant defect in

wustite is therefore probably justified.

The calculations of cluster binding energies performed by Catlow

and Fender(84), required that electron holes occupy octahedral sites in

the vicinity of the cluster to neutralize the excess charge of the

cluster. This would require 5 electron holes occupying nearby octahedral

sites. They do not indicate how strongly these holes will be bound to a

cluster. There are 24 octahedral sites surrounding a 4:1 cluster which

are nearest neighbors to the vacancies of the cluster. However, these

sites are not all equivalent. Twelve of the twenty-four sites have two

vacancies in nearest neighbor positions, and twelve have only 1 vacancy

for a nearest neighbor. The positions of these two types of near neigh-

bor sites are indicated in Figures VI-2 and VI-3. Figure VI-2 is an ex-

tended view of the structure drawn in Fig. 111-6. The near neighbor

octahedral sites in this figure are indicated by the solid circles and

are marked to indicate the number of cluster vacancies that are near

neighbors to that site. Figure VI-3 shows the octahedral ions in (100)

planes of this same structure. The triangles on the indicated near

neighbor sites signify the presence of a near neighbor vacancy in an

adjacent (100) plane.

It would be expected that the binding energies associated with

electron holes occupying these two types of near neighbor sites would not

be equal. The magnitude of these binding energies can be estimated by

assuming that they are primarily due to coulombic interactions. The

energy binding an electron hole in a near neighbor site can then be ex-



Fig. VI-2: Distribution of near-neighbor sites around a cluster.
The number of vacancies adjacent to each site is indicated.
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pressed as:

z~e2
E 2-- 1(VI-1)

Eb Kr.

The summation in this equation is over the component defects of the

+3
cluster, i.e. 1 tetrahedral Fe , 4 vacancies, and the 4 other electron

holes occupying near neighbor positions. In this expression, z is the

virtual valence of the component defect, i (-2 for vacancies, +3 for an

interstitial Fe +3, and +1 for an electron hole), K is the static di-

114
electric constant for wustite (-13.5) , and r is the separation be-

tween the bound hole and the component defect, i.

Using this expression, the binding energy of an electron hole and

an isolated cluster is 0.45 eV for a hole in a site having two cluster

vacancies as near neighbors and 0.34 eV for a site with only one near

neighbor vacancy. Although these binding energies can only be viewed as

rough estimates, they indicate that 1) even at high temperatures the

majority of the electron holes in the wustite lattice will probably be

trapped in sites adjacent to clusters, and 2) with respect to hole

occupation, sites having two vacancies as near neighbors are energetically

preferred over sites with only one vacancy near neighbor.

It has been assumed here that the electron holes bound to clusters

form small polarons that can, with thermal activation, hop between equiv-

alent sites. Since the thermally activated hopping of holes trapped at

impurity sites has been suggested by a.c. conductivity measurements in

other transition metal oxides 91, this assumption would appear to be

plausible. The implications of this assumption will be discussed later.
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Because of the large spatial extent of these clusters and their

charge clouds, it might be expected that this hopping between equivalent

sites could give rise to a d.c. conductivity in wustite if there were

sufficient overlap in the charge clouds of adjacent clusters. It is

understood here that overlap occurs between the charge clouds of two

clusters when the clusters are positioned such that 1) they share

charge cloud sites, or 2) the charge cloud sites of the two clusters are

near neighbors. These possible overlap configurations are illustrated

in Figure VI-4, where the overlap is shown for the octahedral cations in

a (100) plane.

Obviously, if the concentration of clusters is high enough, there

will exist a continuous pathway of equivalent sites through the crystal

for any given hole. The determination of the concentration of clusters

at which these continuous pathways will occur is a problem in the realm

of classical percolation theory.

However, before this theory can be applied, some assumptions must

be made regarding the distribution of clusters in the wustite lattice. A

number of possible schemes for arranging clusters in the wustite lattice

can be conceived. For the purposes of this model, it will be assumed

that in the vicinity of one another, clusters will tend to occupy posi-

tions corresponding to the arrangement of tetrahedral cations in the

spinel structure. In this scheme of cluster arrangement, the magnetite

structure would represent the limiting case for the arrangement of defects

in wustite, i.e. all possible cluster sites would be filled. The rat-

ionale for this assumption is that a local magnetite-like arrangement of
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clusters is the only possible way for the wustite lattice to accomodate

large numbers of these clusters without reducing the net number of pre-

ferred near neighbor positions. It is felt that the retention of these

near neighbor sites is an important consideration since the occupation

of these sites by electron holes is critical to the stability of the

clusters.

Even though this assumed local arrangement of clusters allows

corner sharing between two or more clusters, for the purposes of this

calculation, it will be assumed that all possible cluster positions in

the vicinity of a given cluster are energetically equivalent. This is

not an unreasonable assumption, in view of Born model calculations 84

which suggest that two clusters sharing a common vacancy are only

slightly more stable than two isolated clusters.

The assumption of local cluster arrangement made here results in

there being 34 allowed cluster positions in the vicinity of any cluster

which, if occupied, would cause the respective preferred charge cloud

sites (those with 2 vacancy near neighbors) of the clusters to overlap.

The non-preferred charge cloud sites (those with only one vacancy near

neighbor) are more extended in space than the preferred sites, and there

are 82 allowed cluster positions in the vicinity of any given cluster

which, if occupied, would result in overlap between respective non-

preferred sites.

Percolation theory, as discussed by Kirkpatrick 15, gives the

result that for the problem considered here, continuous pathways of

equivalent sites in the crystal will begin to appear when the fraction
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of occupied cluster positions becomes:

Xcritical = 1.5 (VI-2)
c z

Here, Xcritical is the fractional concentration at which pathways would
C

appear, which is known as the percolation threshold. Also, z is the

"coordination number" for the structure considered, i.e. the number of

possible positions which, if occupied, would result in charge cloud over-

lap. From this it can be calculated that continuous pathways of pre-

ferred sites will begin to appear at X c=.044 and that continuous path-

ways through non-preferred sites will begin to appear at X c=.018. Using

the methods described in Appendix D, these cluster fractions can be

shown to correspond to O/Fe ratios of 1.035 and 1.015 respectively. Both

of these compositions are outside the range of existance of wustite,

indicating that even in the vicinity of the iron-wustite boundary con-

tinuous pathways of equivalent sites will occur. It should be pointed

out, however, that Kirkpatrick's expression for the composition of the

percolation threshold which was used here was derived from Monte Carlo-

type calculations performed on much simpler 3-D structures with signif-

icantly lower coordination numbers (6-12). Because of this, there is

some uncertainty involved in calculating the percolation thresholds for

the model presented here using Eq. VI-2.

At low defect concentrations, there will be two possible conduction

paths. One path would involve the hopping of holes from cluster to

cluster by moving only on preferred sites. A second path, which would

involve clusters which were connected only through non-preferred sites,
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would require a hole to hop from cluster to cluster through a non-pre-

ferred site. At higher defect concentrations, essentially all clusters

will be connected through preferred sites and, it is assumed, conduction

through non-preferred sites will be negligible.

C. Model Predictions of the Thermoelectric Power

It is now possible to calculate values for the thermoelectric

power that are predicted by the defect model presented here. The model

assumes that electron holes are bound strongly enough to the clusters

that their motion is restricted to hopping between preferred sites with

occasional excursions into non-preferred sites. As pointed out, at any

given composition, the conductivity will be the sum of the contributions

from the two possible conduction paths described above. The thermo-

electric power for the case of polaron hopping over two possible con-

duction paths is:

1-c AS Q 1-c AS
e =-(t ngr--+ +- + t( i + +-

e i c k kT 2 c k kTkT/ 2

(VI-7)

For a first order calculation, it will be assumed that vibrational

entropy and heat of transport effects are negligible. It then remains

to evaluate the entropy of mixing terms and the transference numbers

for these two conduction paths.

For clusters that are connected through preferred sites (path 1),

the entropy of mixing will be given by:

= ktn[p (2v-1) (VI-8)
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In this expression, p is the average number of preferred sites per

cluster, and v is the average number of vacancies per cluster. The

(2v-1) term is therefore the average number of electron holes in pre-

ferred sites around a cluster. For an isolated cluster, p=12 and v=3.

However, as the concentration of clusters increases and preferred sites

and vacancies become shared between two or more clusters, both p and

v will decrease. If a random distribution of clusters on allowed po-

sitions is assumed, p and v are easily calculated as functions of com-

position. This calculation is given in Appendix D.

For clusters that are connected through non-preferred sites, the

average number of sites and electron holes per cluster will also be given

by p and (2v-1). However, conduction in this path requires a jump from

a preferred to a non-preferred site. Therefore, only those electron

holes with energy greater than the difference in energies between these

two types of site (AE) will be able to participate in conduction. The

fraction of the total number of electron holes that can participate in

conduction on these clusters can be expressed with a Boltzmann factor.

The mixing entropy of the conducting holes on clusters connected through

non-preferred sites will then be:

kn p - (2v-1) (VI-9)
2 - (AE/kT)

This expression assumes that the residence time of a conducting hole on

a non-preferred site is small compared to the time it spends residing

on preferred sites.

The transference numbers for these two conduction paths are diff-
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icult to evaluate. This is primarily because the behavior of the con-

ductivities along these two paths in the vicinity of the percolation

threshold is not known. The change in the conductance near the percol-

ation threshold has been calculated numerically for simpler structures

using Monte Carlo techniques. 115 ,116 These calculations have shown

that for 3-D structures, the increase in conductivity above the per-

colation threshold due to the structure becoming more connected is

given by:

a(X ) (X - Xcrit. 2 (VI-10)
C C c

Using this result, the conductivity through preferred sites can be

written:

ar CF (X -crit. 2 exp (-Eh

1 0 c ci kT) (VI-ll)

where Eh is the activation energy for hopping along this pathway.

The conductivity for hopping through non-preferred sites will have

a similar form. However, for this second mechanism, corrections have

to be made to account for the fact that as overlap between clusters in-

creases, the total number of non-preferred sites will decrease due to the

occupation of these sites by neighboring cluster vacancies and preferred

sites. Also, for hopping through non-preferred sites, expression VI-10

will not be strictly valid above the percolation threshold for preferred

site hopping. Above this threshold, due to geometrical considerations,

the addition of a cluster that increases the connectivity of the pre-

ferred sites will not increase the connectivity of the non-preferred

sites. Corrections to Eq. VI-10 will therefore be made to account for
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this fact. The conductivity through the non-preferred sites will then

be given by:

= a (X - Xcrit. 2 - - crit .) 2 ()_ -( (h E)
2 c2 (Xc ci \2) kT

(VI-12)

In this expression, n is the average number of non-preferred sites per

cluster and the n/12 term is the probability that a given non-preferred

site will exist to serve as a hopping site.

For the purposes of estimating the thermoelectric power for this

model, it will be assumed that Eh and a0 in these conductivity expres-

sions are the same for both mechanisms. The transference numbers for the

two mechanisms can then be evaluated using the expression:

t. = (VI-13)
1 Yi J r

The transference numbers determined in this way can then be used with

the entropy of mixing expressions given in equations VI-8 and VI-9 to

estimate the thermoelectric power that would be predicted by this model.

Using the values of p, v, and n calculated in Appendix D and the value of

AE obtained from the binding energy difference between preferred and non-

preferred sites (-0.1 eV) calculated earlier, equation VI-7 gives the

predicted values of the thermoelectric power. These predicted values

are shown in Figure VI-5 plotted as the "reduced" thermoelectric power

versus composition. They are compared here with the experimental values

measured at 900*C and 1300*C. Also shown in this figure are the values

of the thermoelectric power that would be predicted if no conduction
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through non-preferred sites occurred (t2= ).

For these calculations, the terms in Eq. VI-7 were set equal to 1.

Such an assumption is probably justified since, due to the fact that both

Fe+2 and Fe cations have a net spin, the electron spin degeneracy

should not contribute to the mixing entropy. Figure VI-5 shows that, al-

though the details of the composition and temperature dependencies differ,

the model presented here predicts both the low values and the change in

sign of the thermoelectric power that are observed experimentally. The

correspondence between the model and experiment is especially good at low

temperatures where the measured thermoelectric power is relatively in-

sensitive to temperature. The magnitude of the decline in the thermo-

electric power observed at the higher temperatures is not predicted by

the model.

Physically, the model interprets the change in sign as being due

to the continual decrease in the average number of preferred sites per

hole which is a result of the increasing amount of overlap between the

preferred sites on the neighboring clusters.

In view of the assumptions made in performing this calculation,

the agreement between the model and experiment is certainly reasonable.

It should be pointed out that the principle uncertainties of this cal-

culation are in the form of the transference numbers which were arrived

at through an analogy with the Monte Carlo calculations made on struc-

tures with much lower coordination numbers than those involved here.

However, any corrections that could be made in the compositional depend-

ence of the transference numbers would certainly not change the result
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significantly since the entropy of mixing term for conduction through

preferred sites (the major term in Eq. VI-7) will never be larger than

kn[(12-5)/5].

The accuracy with which the binding energy calculation presented

earlier reflects the energy difference between preferred and non-pre-

ferred sites is also open to question. However, as the temperature

dependencies of t2 and S2 tend to offset each other, the results given

in Figure VI-5 are not sensitive to the value of AE chosen.

This calculation has also assumed that defect clusters are randomly

distributed over the allowed sites in the wustite structure. However,

given the large number of defects present in wustite, one would expect

some tendency for at least short-range ordering at larger deviations

from stoichiometry. By analogy with the magnetite structure, it would

be reasonable to assume that corner-sharing aggregation of clusters

would become more prevalent as the wustite-magnetite phase boundary is

approached. Corner-sharing between clusters decreases the number of

non-preferred sites and increases sharing between preferred sites.

Therefore, if this type of aggregation did occur, the actual thermo-

electric power would be lower at higher defect concentrations than would

be predicted for a random cluster distribution. As can be seen in

Figure VI-5, the measured thermoelectric power is indeed lower than

that predicted by the random cluster distribution model used here.

The assumption was also made that vibrational entropy and heat

of transport effects would be insignificant relative to the entropy

of mixing terms. This assumption is perhaps justified in the case of



138

the heat of transport terms, in light of the discussion In Chapter II.

However, some comment is in order regarding the neglect of the vibrational

18
entropy term. Austin and Mott calculate AS /k to be -0.1-0.2. How-

v

ever, in view of the high density of defects (vacancies and other electron

holes) in the vicinity of an electron hole in wustite, it is doubtful that

Austin and Mott's value for AS- provides a-reliable estimate for thisv

material. They show that AS v E (the polaron energy,~2E ). To arrive
v ph

at their estimate of ASv , they use E ~ 0.5 eV. Since the values of E
p p

for holes in wustite suggested by electrical conductivity data are sig-

nificantly smaller than this (-0.08 eV), it is reasonable to assume that

AS in wustite is smaller than the Austin and Mott estimate.
v

The model fails to predict the decrease in the observed thermo-

electric power at high temperatures (>1200*C). This is perhaps under-

standable since other processes could be occuring at these temperatures

for which the model does not account. One such process is the exchange

of Fe cations in tetrahedral sites with Fe cations in octahedral

sites. Such an exchange, which is apparently a significant process in

magnetite l2, probably cannot be ignored at the high temperatures of this

study in view of the relatively low site preference energy (-0.15 eV)83

for Fe cations in tetrahedral sites. This process would increase the

number of electron holes in preferred sites and, consequently, reduce the

measured thermoelectric power.

It should also be noted that at 1300*C the sample equilibration

time was -5 min. As this was approximately the time required for the

thermal gradient on the sample to relax after a measurement, the poss-
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ibility of an ionic contribution to the thermoelectric power at these

temperatures cannot be discounted. As the results of Figure V-8 show,

these contributions would tend to reduce the measured thermoelectric

power.

D. Self Consistency of the Model with Other Data

If the defect model presented here reflects reality, it must also

be consistent with other experimental measurements that have been made.

Obviously, the cluster model presented here is consistent with the

diffraction results discussed in Chapter III. It should be noted that

the vacancy to tetrahedral ion ratios predicted by this model (See

56
Appendix D) are comparable to those measured by neutron diffraction .

The model is also consistent with electrical conductivity data

although quantitative comparisons are difficult. The model predicts

almost equal contributions from a high activation energy process (non-

preferred site hopping) and a low activation energy process (preferred

site hopping) to the conductivity at low defect concentrations. Pre-

ferred site hopping becomes more dominant with increasing defect con-

centration and near the wustite-magnetite phase boundary, essentially

all conduction is due to this mechanism. This predicted behavior is

illustrated in Figure VI-6 with a plot of the transference numbers pre-

dicted by equations VI-ll and VI-12 versus composition.

In view of this, it would be expected that the activation energy

for conduction in wustite would decrease with increasing defect con-

centration. As can be seen in the plot of the measured activation energy
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condctio 7 6

for conduction versus composition shown in Figure VI-7, this is indeed

the case. A comparison of Figures VI-7 and VI-6 shows that the region of

the most rapid decrease in the measured activation energy corresponds to

the predicted region of the most rapid change in the transference numbers

relative to one another.

A discrepancy does exist between the model and the experimental data

for the electrical conductivity. Equations VI-ll and VI-12 for the con-

ductivities predicted by the model can be used with the experimentally

measured values of the electrical conductivity
7 6 to estimate the carrier

mobility in wustite. When this is done, making the same approximations

as before, i.e. the mobility and activation energy for hopping are the

same for both possible conduction paths, the resulting values for the

carrier mobility range from 123 cm 2/V-sec at O/Fe=1.05 to 3 cm 2/V-sec at

O/Fe=1.15 (at 1100*C). These high mobilities are certainly not in the

range where polaron hopping would be expected (p < 1 cm 2/V-sec).

There are two possible explanations for this discrepancy: 1) the

compositional dependence of the percolation terms used here is incorrect,

or 2) the assumption of carriers forming small polarons is wrong. As was

stated earlier, the form of the percolation terms was derived from cal-

culations made on simple cubic structures. It is not clear that these

results can be extrapolated to the complex structures involved in the

present calculation. As a calculation of the carrier mobility is much

more sensitive to the magnitude of the percolation term than the calcu-

lation of the thermoelectric power given earlier (the thermoelectric

power only depends on the relative values of the percolation terms for the
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two conduction paths), it would be expected that errors in the form of the

percolation terms would have little effect on the thermoelectric power,

but would significantly alter the calculated mobility.

The second possible explanation of the high mobilities calculated

here is that the electron holes do not form small polarons near the vac-

ancy clusters, but are instead holes in a valence band trapped near

clusters by coulombic interactions. While this conduction mechanism

would preserve the essential features of the model, i.e. relatively large

numbers of carriers occupying a limited number of states, it is uncertain

whether such a mechanism would still be consistent with the experimentally

observed values of the thermoelectric power. Band conduction would give

a heat of transport term which could contribute as much as 50 yV/*K to

the thermoelectric power. Also, the calculated carrier mobility drops

by more than an order of magnitude as the wustite phase field is traversed.

It seems unlikely that this sharp drop in mobility could be ascribed to

a band conduction model.

A reliable calculation of the carrier mobility in wustite, which

would resolve this ambiguity of the conduction mechanism, would require

a more reliable determination of: 1) the percolation threshold, 2) the

compositional dependence of the conductivity above the percolation thres-

hold, and 3) the composition at which all carriers in the system can be

assumed to be participating in conduction. The determination of these

parameters is, in principle, possible using the Monte Carlo techniques

developed for simpler structures. However, such a calculation is beyond

the scope of the present study.
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As discussed in Chapter III, the recent measurements of Chen and

Peterson65 and the theoretical studies of Catlow, et al.88 both show

that diffusion in wustite is consistent with a defect model based on

vacancy clusters. Chen and Peterson envision a dissociative process

where diffusion is due to the motion of free vacancies that are in eq-

uilbrium with the less mobile clusters. However, Catlow's estimates of

cluster binding energies suggest that for the defect concentrations

involved, less than 1% of the vacancies in wustite will be "free".

They, therefore, propose a non-dissociative mechanism for the motion of

clusters. Although their estimated activation energy for diffusion

overestimates the experimentally measured value by a factor of three,

the mechanism they propose is in agreement with the correlation coef-

ficient for diffusion in wustite estimated in recent oxidation studies.
1 1 7

In view of this mechanism, the decrease in cation diffusivity with in-

creasing defect concentration that is observed is consistent with the

tendency towards cluster aggregation and local ordering suggested by the

model presented here.

E. Low Temperature Measurements

The consistency of the model with the low temperature thermo-

electric power measurements of this study can also be checked. Using

the same expressions for entropies of mixing and transference numbers

used for the high temperature calculations, the magnitudes of the low

temperature thermoelectric power for wustite can be predicted. These

predicted values are compared with experimental values in Figure VI-8.
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This figure gives the "reduced" thermoelectric power plotted versus

temperature for a composition of O/Fe=1.052. Obviously, there is not

good agreement between the predicted and the measured values. This is

perhaps not surprising in view of the drastic structural rearrangements

that might be expected during a quench.

Using the measured cooling rate for a liquid nitrogen quench 5 4

in conjunction with Eq. 111-2, the distance that defects would be ex-

pected to diffuse during a typical quench on the samples of this study

can be estimated to be -2400 A. In view of this calculation, it would

be expected that a significant amount of aggregation of clusters would

occur during a quench. This expectation is verified by room temperature

diffraction studies on quenched wustite samples.39 This aggregation will

reduce the connectedness of the clusters as the tendency will be for them

to form isolated nuclei of spinel-like structures.52 A decrease in the

overlap between clusters would result in a greater portion of the con-

duction taking place by hopping through non-preferred or normal lattice

sites than would be predicted by a random cluster distribution. This

would decrease the number of electron holes that would be energetic

enough to participate in conduction. Therefore, significant aggregation

of clusters during a quench would result in a measured thermoelectric

that was higher than what would be predicted by a random distribution

of clusters. As can be seen in Figure VI-8, this is what is observed.

Thus, the low temperature measurements are consistent with the proposed

model, although only qualitatively. The possibility of an alternate

explanation cannot be excluded.
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The predominance of another mechanism must certainly be presumed

at the very low temperatures of this study. Below -120*K, the thermo-

electric power drops sharply and changes sign. In this temperature

regime, the thermoelectric power is relatively insensitive to compo-

sition. It is worth noting, that a similar sharp drop in the measured

thermoelectric power is observed in magnetite at this same temperature.ll8

Also, the measured electrical conductivities of wustite and magnetite

are equivalent at temperatures below 120*K.92 As the aggregated clusters

in wustite form local regions whose structure is similar to magnetite,

it is probable that a similar mechanism is responsible for the behavior

seen in these two materials at low temperatures. In magnetite, this

behavior is explained in terms of the formation of narrow 3d6 and 3d5

bands at the onset of the ordering of the Fe+2 and Fe cations (the

Verwey temperature).ll8 Mixed conduction can occur through the motion

+2 6 +
of holes in the Fe 3d levels and the motion of electrons in the Fe

3d5 levels. The sign of the thermoelectric power is then determined by

the relative mobilities of these two carriers and the effects of im-

purities.

A similar explanation is probably valid for wustite, although the

effects of ordering would not be expected to be as strong since the con-

centation of Fe cations is more dilute in wustite than it is in mag-

netite. This could account for the more gradual decrease of the thermo-

electric power below 120*K in wustite than is observed in magnetite.
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F. Ionic Contributions to the Thermoelectric Power

The relaxation of the thermoelectric power with time that is ob-

served for wustite samples in a steady-state temperature gradient is

assumed to be due to the motion of ionic defects. As discussed earlier,

this behavior is the combined result of a Soret effect thermal diffusion

and the effects of a local equilibrium of the sample with the atmosphere

that sets up a concentration gradient parallel to the thermal gradient.

The problem of ionic diffusion in a thermal gradient and its effect on

the measured thermoelectric power was considered in Chapter II. Equation

11-38 was derived to account for this effect and it gives an expression

for the thermoelectric power at steady-state. In view of the above dis-

cussion concerning the nature of defects in wustite, evaluation of the

chemical potential terms in Eq. 11-38 would appear to be a formidable

undertaking. However, some insight into the problem can be achieved by

returning to a simple doubly-ionized vacancy model, which, although cer-

tainly wrong in detail, at least predicts most of the general trends in

the thermodynamic data. Equation 11-38 can then be simplified using the

relations:

2Xvi = XFeO
Fe Fe

V" V" i v"
Fe Fe Fe

'XFe* XV"i D Fe*
Fe Fe Fe

Equation 11-38 can then be written:
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SFe/ \Fe/
AT/ dkny iAT homo. +dnnyFe*+ Fe

dnXFe* danX ,)e ~Fe/

(VI-14)

where use has also been made of the relation:

p. = P* + RTkny.X.
1 1 11

For an ideal solution, Eq. VI-14 becomes:

/A 1 *' *0(VI-15)
3eT V" Fe

homo. Fe

Therefore, for a measurement at steady-state, Eq. 11-27 for the absolute

thermoelectric power of wustite should be written:

7 *1
steady-state 1 + Fe* - Fe VI-16)
FeO e (Fe* 3T 3T

The instantaneous thermoelectric power measurements of this study indicate

that Q* ~ 0. The difference between the thermoelectric power measured

instantaneously and that measured at steady-state will then be given by:

*'

S - Fe (VI-17)
FeO 3eT

However, as discussed earlier in Chapter II, since wustite is in equil-

ibrium with a gaseous phase with which it is exchanging particles, the

Q* term must include the heat of solution for vacancies. The heat evolved

in introducing a vacancy into the lattice is equivalent to the heat

evolved in introducing an oxygen ion from the gas phase. The pertinent
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reaction for this introduction (in a CO2-CO atmosphere) is:

CO =CO + 0 + V" + 2h* (VI-18)
2 o Fe

The enthalpy of solution for a vacancy will then be:

HV = H0 + ARCO2-CO (VI-19)

H is the enthalpy of solution of oxygen and AHCO 2-CO is the enthalpy

of the CO 2-CO dissociation.

The change in the thermoelectric power can then be written as:

F = - 3 (Q* + H + AH (VI-20)
FeO 3eT V CO 2-CO

Sinc bot H ad AHare now 3 6'1 0 9Since both R and AH are known ' , equation VI-20 can be used

to estimate the heat of transport for ionic defects in wustite. Using

the steady-state and instantaneous values for the thermoelectric power

measured in this study, this heat of transport was calculated. Figure

VI-9 shows the results of these calculations plotted as a function of

composition. The values shown in this figure should only be viewed

as estimates of the heat of transport for ionic defects since they were

calculated assuming a simple ideal solution model. Unfortunately, no

other heat of transport data exists in the literature with which these

values could be compared. However, the thermal diffusion studies of

98 * -
Bowen indicate that Q << H0 , so the values calculated here seem to be

reasonable.

It should be noted that the magnitude and the sign of this ionic

contribution is consistent with the small differences in the measured

values of the thermoelectric power between the present study and those
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of earlier workers whose measuring techniques would be expected to include

this effect.



153

VII. CONCLUSIONS

The results of this study can be summarized as follows:

(1) The high temperature measurements of this study are in general

agreement with those of earlier workers. The small differences that

are observed are attributable to ionic contributions to the measured

thermoelectric power. These contributions, present in the earlier

studies, were avoided in the present study by performing essentially

instantaneous measurements of the thermoelectric power.

(2) No significant effects of crystal orientation or grain boundaries

were observed in the measurements of this study.

(3) The motion of ionic defects in the thermal gradient makes a small

but measurable contribution to the thermoelectric power measured on

a sample after a long residence time in a thermal gradient. The heat

of transport for ionic defects was estimated from these measurements

to be about -3000 cal./mole.

(4) Simple defect models cannot be used to interpret the observed

results of the thermoelectric power measurements of this study.

However, these results are consistent with a conduction model involving

the thermally activated hopping of localized electron holes trapped

on sites adjacent to vacancy clusters. The concentration of these

vacancy clusters is high enough that an electron hole can hop through

the material on a continuous path of sites that are cluster near-

neighbors.

It can be shown that this model is also consistent with the

results of other experimental measurements on wustite. However, the
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assumption that hopping occurs through the thermally activated hopping

of small polarons is not entirely unambiguous. Estimates of the carrier

mobility for this model indicate that the possibility of band-like con-

duction cannot be ruled out.

(5) The results of the thermoelectric power measurements made on

quenched wustite samples at low temperatures are consistent with the

defect model proposed in this study if it is assumed that cluster

aggregation occurs during the quench. Estimates of diffusion distances

during such a quench show that some aggregation would be expected.

(6) Below -120*K, the measured thermoelectric power drops sharply and

changes sign. Similar behavior is observed by other workers in magnetite.

This effect is interpreted as being due to the ordering of Fe and Fe+2

cations in the local enviroment of the aggregated clusters. This ordering

creates narrow Fe 3d bands in which both electrons and electron holes

can move.
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APPENDIX A: HIGH TEMPERATURE THERMOELECTRIC POWER DATA

PLOTTED VERSUS COMPOSITION AT

VARIOUS TEMPERATURES
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APPENDIX B: LOW TEMPERATURE THERMOELECTRIC POWER DATA

PLOTTED VERSUS TEMPERATURE AT

VARIOUS COMPOSITIONS
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APPENDIX C

CALCULATION OF CHEMICAL DIFFUSIVITIES FROM THERMOELECTRIC

POWER RELAXATION DATA

As described in Chapter IV, experiments were performed as part

of this study where the time dependent change in the sample thermoelectric

power was measured following a small step change in the oxygen partial

pressure. The change in the thermoelectric power with time that is

measured in this type of experiment is due to the composition of the

sample changing as it equilibrates with a new oxygen partial pressure.

The rate at which this measured thermoelectric power approaches a new

equilibrium value should be related to the chemical diffusivity of the

sample at the final composition. Figure C-1 shows the relaxation of the

thermoelectric power with time following a change in the P0 2. This re-

laxation is related to a chemical diffusivity in the following manner:

For a cylindrical sample of length Z, and radius p, the measured

thermoelectric voltage at some time t, after a step change in the P02

will be:

T+AT

$ = e(6(x,t))dT

=x dx (C-1)

In this expression, E(x,t) is the average composition at time t, of a

disc of thickness dx, located at x (O<x<k).

The thermoelectric power versus composition data of this study

which is shown in Appendix A, show that the thermoelectric power in
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wustite varies smoothly with composition at all temperatures. Therefore,

for small step changes in composition, the thermoelectric power can

be expressed with reasonable accuracy using the empirical relation:

6 W a - Sc (C-2)

where a and P are empirical constants. Inserting this expression into

Eq. C-1 and assuming that T varies linearly with x, gives:

Ax = -d

0

= aAT - E(xt) ()dx (C-3)

0

For the problem considered here, 6(x,t), can be obtained from a solution

of Fick's second law for diffusion in a cylinder. Except at very short

times, this solution gives: 119

8(C .- e )_ . x -Dt7T2
c(r,x,t) = c + sinL - exp )

exp -Dtf , J (_1) (C-4)

1 1 1/

Here, c1 is the final composition, c0 is the initial composition, Jn is

a Bessel function, and P1 is the first root of J0 ()=0. From this,

E(x,t) can be obtained by integrating over r and dividing by the cross-

sectional area of the cylinder:

P

E(x~t) = c7 z -(r,x,t)rdr
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16(c - c ) i2
1 1 T Ts r(x,t) = c + s 1sin - exp -Dtovr x (C-5)

Inserting this expression into Eq. C-3 and integrating over x gives:-

A# = aAT -
dT c + 32(cc0 - c1 ) e - (2

at c1 + ,2 e2 - exp -Dt 2
I

+

32 (c0 - c ) - 2 f
= aAT - $AT c + - exp -Dt +

1
(C-6)

Comparing the expression in parentheses in Eq. C-6 with Eq. C-5 shows

that:

0

32 (c 0 - c )12
E(x,t)dx = c1 + - 262 - exp -Dt P

= c(t) (C-7)

where c(t) is the average composition of the sample at time, t. This

gives the convenient result:

-= 0(t) = a - c(t)
AT

Equation C-7 can be rewritten as:

c(t) - c 32 2

c 0- c 1 _ 32 exp -DtI--2
0 1 r

Using Eq. C-8 and the fact that:

0(c) E = a -Sc

1c 1 1
0(c ) 0 = a -

0 0(

(C-8)

p2

(C-9)

(C-10)
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Eq. C-9 can be expressed in terms of the measured thermoelectric powers

to give the desired result:

0(t) - 1 32 ex2 +

0 - 2 -exp -Dt 2i +p C-11
0 1 I 2 2( -1

It should again be noted that this result is only valid for suff-

iciently small step changes in the P02 that the thermoelectric power can

be approximated as a linear function of composition.

6(t) - o
When Eq. C-11 is valid, a plot of kn 1 versus time should

0 1

give a straight line. Since the slope of this line will depend only

on the sample geometry and the diffusion coefficient, such a plot can

be used to determine the sample diffusivity. Figure C-2 shows the data

presented in Fig. C-1 plotted in this manner. As can be seen, a good

linear fit is obtained.

Similar results can be obtained for other sample geometries.

For example, the result obtained for a parallelepiped sample with dimen-

sions a x b x c is:

e(t) - 1  512 _ -12Dt 1+ 1 1

0 1 [
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Fig. C-2: Plot used to determine chemical diffusivity from

thermoelectric power data
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APPENDIX D

CALCULATION OF DEFECT MODEL PARAMETERS

To evaluate Eq. VI-7 for the thermoelectric power that is pre-

dicted by the proposed defect model, three parameters must be calculated.

These are p, the average number of preferred sites per cluster, v, the

average number of vacancies per cluster, and n, the average number of

non-preferred sites per cluster. In addition, the calculation of the

percolation threshold requires a knowledge of the total number of clus-

ters in the crystal at a given composition.

For the purposes of calculation, it was assumed that the vacancy

clusters are randomly distributed among the allowed positions in the

crystal. An allowed position is defined as one where the tetrahedral

cation of the cluster occupies a position relative to its neighboring

clusters that corresponds to an occupied tetrahedral position in mag-

netite. For a crystal of N octahedral sites, there are N/4 of these

allowed positions.

The number of clusters in the crystal will be the number of vac-

ancies (as determined thermogravimetrically) divided by the average

number of vacancies per cluster (v). The fraction of occupied cluster

positions (X c) will then be given by:

X c= --l =-v (D-1)
c V N V

where X is the fraction of octahedral sites occupied by extrinsicv

vacancies.

For a random cluster distribution, v can be calculated using ele-

mentary probability theory. Around a given cluster, there are 4 allowed
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positions which, if occupied, would result in corner-sharing of vacancies

between neighboring clusters. Probability theory120 gives that for Xc

of the allowed positions occupied, the probability that exactly n of

these corner-sharing positions around any given cluster are occupied is:

P(n) = 4! (X )n(1-X ) 4-n (D-2)
n!(4-n)! c c

For n of these positions occupied, the number of vacancies per cluster

in the n+1 cluster aggregate is:

v'(n) = 3(n+) - n (D-3)
(n+1)

The average number of vacancies per cluster will then be given by:

4 4! 4X vn 4X v -n-3nl-n
V = n n -(4_n - )- n] (D-4)

E n!1(4-n)! vV (n+1)
n=0

This equation can be solved iteratively to give values for v at various

compositions. Figure D-1 shows calculated values of v plotted as a

function of the 0/Fe ratio. This function extrapolates to a value of

2.2 at X =0.5, which corresponds to the magnetite structure. The actual

value of v in magnetite is 2. The difference is due to the assumption

in the calculation that the clusters involved in corner-sharing are iso-

lated from all other clusters in the system. However, as the largest

value of Xv in the wustite phase field is -0.15. the effects of this

extended corner sharing should be relatively small and Eq. D-4 should

provide a reasonable estimate of v.

The values of p and n can be estimated using a similar procedure.

For every preferred site on a given cluster, there are 5 allowed
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cluster positions which, if occupied, would share that preferred site

with the central cluster. As before, the probability that exactly n of

these positions are occupied is:

P(n) = 5! (X )n(1-X )5-n (D-5)
n!(5-n)! c c

Each cluster of the n+l clusters that are sharing a given preferred site

will have 1/(n+l) of that site. Therefore, for 12 preferred sites per

isolated cluster, the average number of preferred sites per cluster is:

5

p = 12 5! _l-- (X )n(X) 5-n (D-6)
E n!(5-n)! (n+1 c c

n=o

For every non-preferred site on a given cluster, there are also

5 allowed positions which, if occupied, would share that non-preferred

site with the cental cluster. It should be noted, that if any of these

allowed sites are occupied and the non-preferred site is shared, it will

no longer be a non-preferred site as it will have two or more vacancies

as nearest neighbors.

In addition, there are two other allowed positions around each

non-preferred site which, if occupied, would result in the non-preferred

site being occupied by a vacancy belonging to a neighboring cluster.

Therefore, a non-preferred site will exist only if none of these 7 neigh-

boring allowed positions are occupied.

The probability that all of these positions are empty is:

P(O) = (1-X ) (D-7)

Therefore, for 12 non-preferred sites per isolated cluster, the average
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number of non-preferred sites per cluster is:

n = 12(1-X ) (D-8)
C
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APPENDIX E: SAMPLE RESPONSE TO A HEAT PULSE
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