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Abstract

Single walled carbon nanotubes (SWNT) are unique materials with high surface
to volume ratio and all atoms residing on the surface. Due to their tubular shape both
exterior and interior of the SWNT are available for interaction with other molecules.
One-dimensional electronic structure of SWNT is readily disrupted even by a single
molecular binding event. Hence, one of the promising SWNT applications has been
sorption-based sensors utilizing the exterior. Conversely, the interior of SWNT can
potentially be used as a frictionless molecular conduit due to graphitic surface where
molecular corrugation is minimized by high density of atoms. However, only few
experimental results on the interior exist due to difficulties in designing a reliable
platform.

For the first part of this work we aim to utilize the SWNT exterior for reversible
detection of nerve agents. Vast majority of the SWNT sensors exhibit irreversible sensor
responses. The irreversibility is a major cause of sensor failure and also limits long term
operation of the sensor. We show for the first time 1) the irreversible-to-reversible
transition via simple surface amine chemistry, 2) integration with a micro-fabricated gas
chromatographic (GC) column for selectivity. The platform benefits from the reversible
SWNT sensor as well as from the separation capability of the GC, an analytical standard
for the detection of diverse classes of organic molecules.

For the second part, we demonstrate first time experimental monitoring of
individual ions translocating through the interior of the single walled carbon nanotube.
By analyzing pore-blocking events caused by ions, we report for the first time 1) high
ionic mobility through the SWNT interior, 2-3 orders of magnitude higher than the bulk
mobility, 2) proton conductivity of - 103 S/cm through the SWNT interior, 4 orders of
magnitude higher than the Nafion proton exchange membrane and the highest ever
reported, 3) proton/alkali ion separation factor of - 6x10 7, 4) evidence of stochastic
resonance in SWNT ion channels.

Thesis supervisor: Michael S. Strano
Title: Professor of Chemical Engineering
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Introduction

Chapter 1. Single walled carbon nanotubes (SWNT)

Single walled carbon nanotube (SWNT) is a 1 dimensional tubular carbon

material with diameter of only 1-2 nm and length as long as several cm. SWNT was first

discovered by Iijima group' in 1993 using high resolution transmission electron

microscope (HRTEM). They were also the first to access the interior of the tubes by

demonstrating that multi-walled carbon nanotubes can be opened and filled with molten

materials.2 Early theoretical studies predicted that the SWNT could be either metallic or

semiconducting depending on the orientation of hexagonal lattice relative to the tube

axis.3-5 This prediction was experimentally verified for the first time in 1998 using

scanning tunneling microscopy (STM). 6,7 Field effect transistor with on/off current ratio

of - 106 can be fabricated using semiconducting nanotubes.8 ,9 With its high carrier

mobility, chemical and physical stability, and mechanical flexibility, SWNT can

potentially replace the silicon and contribute to extend the Moore's law. 10 Metallic

nanotubes have been considered as interconnects between electronic devices or

transparent electrodes with low sheet resistance which can replace the brittle indium tin

oxide (ITO) electrodes. 11,12 Recently many researchers turn their attention to energy

applications such as photovoltaic solar cells where the efficiency higher than the

thermodynamic limit can possibly be achieved by generating multiple electron-hole

pairs. 13 SWNT also provides ample spectroscopic information such as strong Raman

scatteringl 4 and near-IR band-gap fluorescence 15 , both of which have been heavily

utilized not only for SWNT characterization after chemical/physical treatment 6' 17 but for

optical labeling' and sensingl9,20

1.1. Basic structure

The structure of SWNT is most easily described as a rolled-up graphene sheet as

shown in Figure la. Graphite is a 3D material with stacks of 2D graphene sheets. By

rolling up a single graphene sheet we can conceptually form a single walled carbon

nanotube. Most of the structural, optical, electrical, chemical, and mechanical properties

of SWNT are determined by how the graphene sheet is rolled up. Figure lb shows a



honey comb lattice of a graphene sheet. All the points in the lattice can be described as a

linear combination of two vectors a, and a2. The sheet can be rolled up into a SWNT by

connecting two points (0,0) and (n,m). The chiral vector Ch with chiral angle 0 is defined.

Ch = na1 + ma 2

Graphite (3D)

, -

Graphene (2D) SWNT (1 D)

n

-----. . . . . . ------ -----. .-- ----- Z ig zag
(0,0) *-,1 0) (2,0) (3;0) (4,0) (5,0) (6,0) (7,0) (8,0) (9,0) (10,0) (11,0)

a, ,

(2,2) -13,2) ( 4,2) (5,2) (6,2) (7,2) (8,2) (9,2) (10,2)

(3,3) -(4,3) 5,31 (6,3) (7,3) (8,3) (9,3) (10,3)

(4,4) -- (5,4) (6,4)- (7,4) (8,4) (9,4)

(5,5) (6,5) (7,5) (8,5) (9,5)

o Metallic (6,6) -7,6) (8,6)

* Semiconducting
(7,7) -,(8,7)

Armchair

Figure 1. Formation and structure of single walled carbon nanotubes. a) Single sheet of
graphene from graphite is rolled up into a tube to form a single walled carbon nanotube.
b) Graphene lattice. A chiral vector, nat+ma2, determines the structure and properties of
SWNT.

Vectors (n,0) and (n,n) represent zigzag and armchair nanotubes, respectively. Diameter,

d, of the SWNT defined by Ch is,



d = c-c n2 + = Ch

where ac-c is carbon-carbon bond length (=1.42A). The chiral angle can be calculated by

0 = tan -  + n)

For the armchair nanotubes (n,n) the chiral angle is 300. The chiral angle for the zigzag

nanotubes (n,O) is 600. Considering the symmetry, we can limit the angle between 00 and

300, and therefore 0=00 for the zigzag.5

1.2. Electrical properties

Graphene is a zero band gap semiconducting material whose valence (7r) and

conduction (nt*) bands meet at K points in Brillouin zone. When the graphene is rolled up

into a tube with (n,m) chiral vector, the periodic boundary condition allows only

quantized wave vectors in the circumferential direction. The spacing between the

neighboring cutting wave vectors and the length are determined by K, and K2,

respectively.21

IK I = 2/d

|K21 = 2dR/43d

where dR is the greatest common divisor of 2m+n and 2n+m for (n,m) SWNT. When the

cutting lines of a (n,m) SWNT pass the K points in Brillouin zone, the SWNT is metallic.

If the K points are located between two cutting lines, the (n,m) nanotube is

semiconducting. Examples are shown below for metallic (7,1) and semiconducting (8,0)

SWNT (from Dresselhaus et al. 21)



(7,1) (8,0)

General rules to determine the electronic type for (n,m) nanotubes are, 1) (n,n) armchair

nanotubes are always metallic, 2) (n,m) nanotubes with n-m=3p (p: non-zero integer) are

tiny-gap semiconductors, and 3) (n,m) nanotubes with n-m 3p are large-gap

semiconducting. The tiny-gap in 2) is opened up due to curvature effect, but in practical

situations the tiny-gap semiconductors with n-m=3p are considered as metals at room

temperature. Due to its symmetric structure the (n,n) SWNT is always metallic regardless

of curvature. The band gap for the large-gap semiconducting nanotubes scales with li/d.

Chapter 2. SWNT assembly on a surface

SWNT are hydrophobic but can be easily suspended individually in water using

surfactants22, polymers23, or even DNA24. Photoluminescence from semiconducting

nanotubes has been used both to identify (n,m) species and to characterize the tubes after

chemical treatment performed in solution. 25 A wide spectra from various (n,m) species

also enables applications of the SWNT aqueous suspension in optical cell-labeling 18 and

biosensing26. However, for many other applications such as in electronics or when

mechanical robustness is required, nanotubes must be assembled on a substrate. There

have been numerous reports on how to deposit nanotubes on substrates. Drop-drying the

suspension on a substrate is an easy option although the array suffers from large

aggregation and non-uniform surface coverage. The most common approach is to treat

silicon or glass substrates with self-assembled monolayer (SAM) of amines 27,28 on which

the SWNT with negatively charged surfactants are assembled. An aligned array can be

obtained by spinning the substrate during the assembly process 28, and patterning/aligning

the array is possible via deposition on a pre-patterned SAM29. Flowing gas during the

deposition aligns the array along the direction of the gas.30,3 1 Nanotubes in a blown

bubble can be also aligned as shown by Lieber group.32 In this chapter, I will discuss two

... ... ... .. .... ..... .............



techniques that are relevant to our study: AC dielectrophoresis 33 and direct growth on a

substrate by chemical vapor deposition 34

2.1. AC dielectrophoresis

Depending on the surfactants used to suspend the nanotubes charges on the

SWNT can be negative, positive, or neutral. As mentioned above amine-treating the

substrate works only with negatively charged SWNT, and mechanical methods such as

gas flow or spin-coating does not allow deposition on a desired region on the substrate

(i.e. across electrodes for electronic applications). Therefore, it is important to have a

deposition technique which works regardless of the SWNT charges, and allows assembly

on a specific location.

AC dielectrophoresis 33  uses dielectrophoretic force shown below to

separate/assemble particles suspended in solution according to their dielectric constant

with respect to the dielectric constant of the solvent.

solvent tube E solvent V Erms2

tube+ 2E solvent

The Clausius-Mossotti (C-M) factor 35, (tube-Esolvent)/(Ctube+ 2 ssolvent), determines the sign of

the force. Etube and esolvent are frequency-dependent dielectric constants of the nanotube

and the solvent, respectively. e=Cd-j(/2ntf) where Ed, o, and f denote dielectric constant,

conductivity, and frequency, respectively. Erms represents the AC electric field. Note that

the force is independent of the charge of the particle, and is only a function of dielectric

constant, frequency, and electric field. When the applied frequency is higher than the

cross over frequency (f > fe), the C-M factor is positive meaning that the particle

experiences positive (attractive) force toward high electric field. When a droplet of

nanotube suspension is place across electrodes, nanotubes are aligned along the electric

field and deposited across the electrodes, making an electrical connection between the

electrodes (Figure 2). Using the technique, researchers have fabricated devices including

field effect transistors 36' 37 and gas sensors38, 39. Krupke et al.33 showed that preferential

deposition of metallic nanotubes occurs due to high dielectric constant of metallic



SWNT. The finding can be used to separate nanotubes by their electronic type. Recently

Shin et al.40 demonstrated that the technique is scalable using continuous microfludic

separation.

nanotube AC electric field
solution

I-

Figure 2. SWNT deposition using AC dielectrophoresis. SWNT suspension is dropped
between electrodes. When AC field is applied, nanotubes are aligned along the electric
field and attracted to the electrodes.

2.2. Membrane transfer

Since the deposition takes place only where the electric field is applied, the

dielectrophoresis is not desirable when the deposition on a large area with uniform

coverage is required. Membrane transfer4' can be an option in this case. The procedure is

shown in Figure 3. First step is to make a nanotube film by vacuum-filtering SWNT

suspension through a membrane filter (alumina, cellulose acetate, etc.) with small pore

size (25 nm - 500 nm). Next, the film is transferred onto a substrate. The transfer

procedure varies depending on the porous membrane: 1) dissolve the membrane filter and

pick up the floating SWNT film with a receiving substrate, or 2) transfer the whole

SWNT film and membrane onto a substrate and then dissolve the membrane.

Vacuum Tranfer to
filtration Si wafer

SWNT 25nm pore SWNT on SWNT on
solution membrane membrane Si wafer

.................... ..... .. .......



Figure 3. Membrane transfer technique. SWNT suspension filtered through a small-pore
membrane is transferred onto a substrate to form a uniform network.

There are several advantages of the membrane transfer. First of all, it is easy to

scale up without increase in processing time by simply using a large membrane filter.

Secondly, SWNT coverage can be easily controlled. Amount of SWNT per unit area

equals the SWNT concentration in suspension x volume filtered / membrane area. Third

advantage is the uniform SWNT coverage over an entire film. SWNT flux through low

coverage regions of the membrane filter is higher than the high-coverage regions so the

coverage is constantly adjusted and remains uniform.

Figure 4 shows SEM images of SWNT films made by the membrane transfer

technique. SWNT prepared by laser ablation method are suspended in water using

sodium cholate surfactant. The suspension was then filtered through a mixed cellulose

acetate membrane. SWNT side of the filtered membrane was then contacted with a

receiving silicon substrate at 70 oC for an hour. Dissolving the membrane in acetone

leaves a SWNT film transferred onto the substrate. As shown in Figure 4a, coverage is

fairly uniform over large area, and it is clear that SWNT networks made by filtering the

same volume at 10x (left) and 100x (right) dilution differ in coverage.



B

Figure 4. SWNT network prepared by the membrane transfer technique. a) SWNT
coverage can be controlled by changing the amount of the filtered SWNT. Network on
the right is made using 10 times less SWNT. b) Electrodes patterned onto the network
(left), and zoomed in gap region (right).

We can make electrical connection between two electrodes using this SWNT network.

Figure 4b (left) shows electrodes patterned above the SWNT film. SWNT outside the

electrode region are etched using oxygen plasma. Shown on the right is a zoomed-in

image of the gap. The device can find applications in electronics once the electrical

connections are made above percolation threshold, which can be controlled by varying

the SWNT coverage and the electrode gap size. Figure 5a show transfer characteristics of

a field effect transistor made by the technique. The device has 10 ptm-gap electrodes

patterned on a network of HiPco 42 SWNT. The device turns on at negative gate bias,

suggesting that nanotubes in the network are p-doped. On/off current ratio is - 103 . The

technique can be also used for gas sensors. Figure 5b is a current response to

nitrobenzene vapor from a network of SWNT prepared by laser ablation. Interdigitated

electrodes are used to increase the active sensing area for analyte adsorption. The



resonses is negative and reversible. As shown in these examples, the technique works

with various types of nanotubes to fabricate useful electronic arrays.

A B
1.OE-05 3.16

-Vd=-0.1V 3.12 20 2 60 60 200
1.0E-06 - Vd=-.5V 3.08

1.OE-07 3.04

1.OE-08 =L 3

2.96
1.OE-09

2.92
Concentration unit

1.0E-10 2.88 = ppM

1.0E-11 -, 2.84

-100 -50 0 50 100 600 1600 2600 3600 4600

Vg (V) Time (s)

Figure 5. Applications of the membrane-transferred SWNT electronic network. a) Field
effect transistors. Network of HiPco42 SWNT across 10 [tm-gap electrodes, b) Gas
sensors. Network of laser SWNT across 5 [im-gap interdigitated electrodes responds to
nitrobenzene vapor at various concentrations. The sample was tested at 0.1 V.

2.3. Chemical vapor deposition: direct growth on a substrate

SWNT can be individually dispersed in water, but nanotubes tend to form bundles

during deposition onto a substrate. The problem is generic in most deposition techniques

including assembly on SAM29, dielectrophoresis 33, and membrane transfer41 . Upon

aggregation SWNT loses many of their unique properties. SWNT sensors with bundles

are not sensitive due to reduced surface-to-volume ratio. A SWNT bundle, if made out of

unsorted nanotubes, behaves as a metallic wire, and semiconducting portion cannot be

utilized. Intensity of the near-IR photoluminescence also decreases upon aggregation,

limiting applications in optical probes/sensors.

SWNT, when deposited from solution, have lots of residual surfactants which

cannot be completely removed even by extensive rinsing or annealing. For instance,

Raman spectra of a membrane-transferred SWNT array show several features from the

cellulose membrane, suggesting residual cellulose are trapped between nanotubes. When

integrated into an electrical device, the residues act as major scattering centers thereby

.. . . . ~ ~ ~ im - -- IMI.1 .................



reducing the mobility of charge carriers by several orders of magnitude. The residues also

cause poor adhesion between nanotubes and metal electrodes, not only increasing the

contact resistance of the device but causing poor yield during lift-off process.

Using catalytic chemical vapor deposition (CVD) carbon nanotubes can be grown

directly on a substrate.43 CVD-grown SWNT are of the highest quality one can get on a

substrate with properties comparable to the theoretical limit. Three elements are required

in the growth process: 1) carbon source (CH4, C2H4, EtOH, etc.), 2) high temperature

(700-1000 oC) to decompose the carbon source, 3) catalyst nanoparticles (transition

metals, or silicon) on which the carbon materials are decomposed. It is believed that

decomposed carbon dissolves into the liquid phase metal catalyst, and nano-"tube" grows

from super-saturated catalysts since the tubular form is thermodynamically most stable. 44

However, detailed mechanism is still under investigation.

There are numerous advantages of the CVD-growth. First, nanotube aggregation

and tube-tube junctions can be minimized when tube density is kept low. Properties of

the nanotube bundles and tube-tube contact are largely unknown, and therefore the

system becomes more complex and harder to study when bundles and networks are

present. For this reason, CVD-SWNT is ideal for studying mechanisms and comparing

with theory. Second, there is no surfactant involved in the process, so the electrical

carrier mobility is several orders of magnitude higher compared to the devices made from

solution-processed nanotubes. Performance of electronic devices has always been better

with CVD-SWNT. Third, tubes can be grown not only horizontally but also vertically.

Vertically aligned array with high tube density can be prepared only by CVD and has

been used when high-speed chemical/physical communication is needed in a vertical

direction (e.g. membrane for fast molecular transport45, (electrical) connection between

stacks of devices46). Forth, CVD-SWNT are much longer than the solution-processed

tubes, and therefore more compatible with micro-fabrication technology. Solution tubes

are short (-500 in average, 3 pm at most) because long tubes do not suspend well in

solution, and sonication step for ripping the bundles apart is known to cut nanotubes47.

Conversely, CVD-SWNT can be as long as 18.5 cm. 48 Nanotubes can then be

cut/patterned into desired length/shape and electrically interfaced with other devices

without using tedious e-beam lithography.
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quartz tube insert wafer with
(ID = 11 mm) catalyst

Growth temperature = 1015 C

950 C

25 C
Growth time

46m 30m 33m 3h30m

3 scomrn H2  3 scomrn H2
1.5 sccmrn CH4

Figure 6. SWNT growth using chemical vapor deposition (CVD). a) experimental
setup. Substrate with catalyst is placed in a small quarts tuning to minimize turbulence
around the sample. Laminar flow of H2 and CH4 are used for alignment. b) Detailed
growth conditions.

A simple diagram of our CVD setup is shown in Figure 6a. A silicon substrate

with Fe nanoparticles as catalyst is placed in a quartz tubing insert with 11 mm inner

diameter. The insert is then placed at the center of a 22 mm-ID quartz tubing. In order to

align the nanotubes along the gas flow, the flow rate is kept low at 3 sccm of H2 and 1.5

sccm CH4. The insert further stabilizes the gas flow near the substrate.49 Growth

temperatures vary between 970 OC and 1015 oC. Detailed growth conditions are shown in

Figure 6b. SEM images of the grown nanotubes are shown in Figure 7. Tube density is

high in the catalyst region, and portions of the tubes grow out of the catalyst region and

are aligned along the gas flow (Figure 7a). Zoom-out image in Fig 7b shows continuous

growth of perfectly aligned nanotubes. During the growth end portions of nanotubes at

the downstream are detached from the substrate and fly over obstacles (kite

mechanism). 50 This enables growth over trenches or slits of hundreds of microns (Figure

7c-d), which cannot be easily done when deposited from solution.
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a -

Figure 7. SWNT grown by chemical vapor deposition (CVD) a) SWNT grow from a
catalyst region and are aligned along the flow direction of feed gas. b) SWNT can be as
long as several cm. c) SWNT grown on a silicon trench. d) SWNT grown on a silicon slit.



Part I. Exterior of single walled carbon nanotubes for
reversible detection of nerve agents

Chapter 1. Introduction to single walled carbon nanotube gas sensors

Single walled carbon nanotubes (SWNT) can be conceptually formed by rolling a

graphene sheet.44 Depending on the rolling angle and the diameter, SWNT can be either

metallic or semiconducting.44 The diameter is around 1 nm, and the length can be as long

as a few cm.

SWNTs have several advantages as sensor elements such as large surface to

volume ratios, one dimensional electronic structure, and a molecular composition

consisting of only surface atoms. 5 1-56 SWNT gas sensors are one of the only materials to

electrically transduce molecular binding to their surface directly at sub-ppb level of

analyte concentration. 51' 57 The 1-D electronic structure of SWNT is easily disrupted even

by a single adsorption event. 54 ,58 Hence, sorption-based sensors from these materials have

become a promising application. 59 Recent versions utilize a change in dielectric

constant56 , but typically the change in conductivity of a single or array of nanotubes is

used for such applications. Early prototypes have been utilized as a field effect transistors

(FET) 51,60-62 where drain currents are modulated by the adsorption of electron

withdrawing/donating molecules that change the charge carrier density. Since the

undoped metallic SWNTs have a lower density of states at the Fermi level compared to

the valance band edge of the semi-conductors, 63,64 the latter are considered to play a

larger role in the sensor operation. 5 3,54

Sensor elements can be either individual SWNT596 5 or multiple SWNT array.51'57

Polymer functionalization has been used to improve the sensitivity and selectivity of the

sensor5157. In case of irreversible sensors, several methods were demonstrated in order to

regenerate the array, including venting under ambient conditions 59 , annealing59, applying

electric field 57, and UV irradiation. 5 1'66 Various analytes have been tested to benchmark

the performance: oxygen 55, nitrogen dioxide51,59,67 , ammonia51,57,59,68, methane 69 for

environmental monitoring, and a nerve agent simulant dimethyl methylphosphonate

(DMMP)57,70 . Sub-ppm detection capability was demonstrated for all these analytes. High

sensitivity and selectivity can be achieved by polymer coatings5 1'5 7,6 2,68, or doping 53 the



nanotubes. Due to the nature of signal transduction, it has been difficult to detect analytes

with no apparent electron-withdrawing or donating properties. For the detection of these

molecules, SWNTs loaded with transition metal nanoparticles are used.69 Peng and Cho53

have predicted, in their ab initio study, the possibility of detecting molecules that do not

bind to a nanotube such as CO and H20. They suggested doping of impurity atoms

(boron, nitrogen, etc.) into SWNTs or the use of composite BxCyNz nanotubes. Han et

al.71 demonstrated the technique experimentally.

Although recent studies by Snow et al. 72 73 have utilized a capacitor arrangement,

most nanotube sensors operate as chemiresistors, where the conductance change upon

molecular adsorption to the nanotube sidewall is monitored. Sensitivity and selectivity

have been enhanced by applying selective binding ligands such as polymers 51 , DNA74 , or

metal nanoparticles. 69 Oxidation defects apparently increase sensitivity as well.75 The

sensitivity of SWNT gas sensors scales with the exposed surface area 76 and typically

reaches the ppb level for several systems in the literature.51' 57 The typically cited

mechanism for the electrical response is the adsorption-induced change in nanotube

Fermi level and density of electronic states. 59 The role of the SWNT-electrode contact

has been studied by contact-passivation, showing discrepant results to date. 76-7 8

The nature of molecular adsorption onto SWNT remains poorly understood in

several respects. Strong electron donors or acceptors appear to adsorb onto single

nanotube or network devices irreversibly at temperatures near ambient. Consequently, the

majority of SWNT gas sensors reported to date have an irreversible component in their

responses. 51,57,68,69,72,76,77,79 Subsequent data from the same systems occasionally

demonstrate reversible sensor responses for the same analytes 73,74,80,81; however this

contradictory behavior is not acknowledged or discussed in previous reports. Incidentally,

such systems are typically regenerated manually, using methods including UV

irradiation 82 , annealing 59 , applying electric fields 57, and hydrolysis of analytes. 76 Even a

novel gas sensor based on carbon nanotube capacitance70 exhibits irreversible changes in

its impedance upon molecular binding.



Chapter 2. Understanding the dynamics of signal transduction

It has not been clear as to how the performance of different sensor types should be

benchmarked appropriately. In the case of reversible gas sensors, the magnitude of sensor

response at steady state is related to the analyte concentration. For the carbon nanotube

gas sensors reported to date, however, molecular binding to SWNT array is at least

partially irreversible. This is true for a wide range of analytes and sensor configurations.

Integral accumulation of analytes due to this irreversible adsorption provides nanotube

sensors with the ability to detect small analyte concentration. The presence of irreversible

binding sites, however, changes the dynamics of such a sensor and introduces a trade-off

between analyte detection and total transduction time.

In this chapter, we develop a very simple model that describes the signal

transduction in SWNT sensors in order to define parameters that benchmark the

performance of different geometries or array types. The appropriate application of our

model is restricted to sensors that involve direct transduction of the binding event via

electrical modulation of the sensor surface. A straightforward analytical test from

transient curves was demonstrated to distinguish between reversible and irreversible

analyte binding. Within the context of the model, data in the literature are examined, and

agreement is demonstrated for seemingly diverse sensing platforms and analytes.

2.1. Case I: Irreversible adsorption

Molecular adsorption to most SWNT sensor array is either partially or completely

irreversible as suggested in the literature. 51' 55'5 7 On a timescale several times the original

transduction timescale, removing the analyte molecules above the sensor does not

regenerate the surface. Various active regeneration strategies discussed earlier are

sufficient to restore the sensor. However, we focus on the molecular binding event itself

in this work. Therefore, irreversible is defined as a response which cannot be completely

restored simply by removing the analyte from the sensor, on the timescale of the initial

transduction. We consider a general sensing array as shown in Figure 8.

CY Lee et al., Understanding the dynamics of signal transduction for adsorption of gases and vapors on
carbon nanotube sensors, 21, 11, 5192-5196 (2005)
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Figure 8. Prototypical nanotube gas sensor array illustrated. Analyte gas (A) adsorbs on
the nanotube surface and occupies AO sites, leaving 0 sites empty. From the site balance,
the total available adsorption sites (TO), which is proportional to the nanotube surface
area, are the sum of A and 0 sites.

The available total number of adsorption sites on nanotube surface (TO) can be divided

into unoccupied sites (0) and occupied sites (AO) by the analyte molecule (A). The

analyte concentration, Ca, which is constant in our model, adsorb onto an unoccupied site

according to surface event:

O(sur) + A(g) - AO(sur) (1)

Here, the forward rate constant is k, and g and sur denote gas phase and surface bound

species, respectively. From the conservation of total number of sites on a SWNT surface,

O(sur) + AO(sur) = TO(sur)

. ... ............... ...................... ...................... ................ : : :: .:. .....: : : :. ....... ..................... ...................

(2)



By definition, TO is a constant property of the array, proportional to the accessible

surface area on nanotube surface. The monitored sensor signal, S, is the change in array

conductance (AG) normalized by the initial conductance (Go). It is assumed that S is

directly proportional to AO.

d2 S
=0

d(A 9) 2

This assumption is valid when the analyte dopes primarily the semiconducting nanotubes

and causes a constant shift of the sub-threshold slope either higher or lower bias voltages.

It is also true if metallic nanotubes dominate the baseline conductance and the carrier

scattering introduced by analyte adsorption can be approximately linearized. The sign and

magnitude of proportional constant is determined by the type of nanotube detector (n-

type, p-type) and the overall electronegativity of analyte molecules. The rate of the sensor

response is found from (1):

dA 8

dt= k6Ca (3)

In a variation of an Eley-Rideal mechanism, the gas analyte A adsorbs directly on the

unoccupied sites in the simplest case 83 . It is reasonable to assume there is no pre-

adsorption isotherm for an uncoated array (i.e. no polymer over-layer). Equation (3) can

be rewritten using the balance in (2):

dA =k[TO- A]Ca (4)
dt

Solving it for initially clean array (AO = 0 at t = 0):

A o(t) = (T)(1- Exp[- kC, t]), S(t) = Smx (1- Exp[- kCat]) (5)



Smax is the maximum conductance change when the nanotube surface is saturated by the

analyte.

It should be noted that it is not appropriate to report a detection limit for this type of

sensor. Upon exposure to a continuous supply of analytes at any concentrations, the

sensor will respond due to the integrated analytes and eventually saturate. Hence, the

figure of merit is rather the response time, which scales as T = l/(kCa), than the

concentration detected. The appropriate benchmark to report is the surface reaction rate

constant, k, since this parameter communicates the ability to transduce a given

concentration, Ca, within a pre-defined time. SWNT arrays electrically transducer analyte

binding far below the ppb level, where most sensor elements are equilibrium limited, due

to the lack of a detection limit.83

It is not necessary to examine the response at t -- oo since, at any concentrations,

the array will always be saturated at a value proportional to TO. The initial slope of the

sensor response near can be reported instead. The response rate from (5) is:

dAO(t) = (TO)kC Exp[- kCat], dS SxkCaExp[- kCat] (6)
dt dt

The appropriate way of reporting the response for this case is correlating the initial

response rate with analyte concentration. The array can be exposed to the analyte long

enough to generate this slope, and the system can be regenerated thereafter.

We can conclude from (6) that three principal ways of increasing the signal

transduction rate exist. First way is to increase the number of nanotubes in the array,

thereby increasing TO. Increasing the adsorption rate constant, k, is another one. This can

be achieved by controlled doping of the array. The third is to coat the array using a matrix

with high analyte solubility.51 '57 The effective analyte concentration at the sensor

boundary can be increased this way.

2.2. Case II: Reversible adsorption



When the analyte adsorption to the nanotube surface is reversible so that there is a

constant exchange of analytes between gas phase and surface-bound phase, the dynamics

is inherently different. The sensor can be regenerated, in this case, simply by changing

the environment with a analyte-free gas. The binding of analyte, with concentration Ca,

can similarly be modeled.

O(sur) + A(g) " AO(sur) (7)

The adsorption rate constant remains as k, but the desorption rate constant is k/K with K

a adsorption equilibrium constant. The site balance in (2) still applies, and the mass

action law is:

dA= k[T - AO ]Ca [A o] (8)
dt K

In case of a sensor partially occupied by analytes, with a surface concentration AO(O),

solving (8) yields:

[ 1+ CaK ktExpL- 1 -- kJ +CK
A (t)= AO(0) +CaKAO(O)-CaK(TO - Exp K kt]

I +C- K K

For the case of an initially clean array at t = 0, the above is simplified to:

Ca K (T9) _ _1+ C 1 KAO(t)= CaK(T)1-Exp - I+C kt
1+CaK K

S(t) = Sm c 1a - -p[ + +CaK ktj (9)

In this case, the response rate is:



dA(t) ( 1+ KCa dS(t) 1+ KCa
dt - k(TO)CaExp  kt , dt = S naxkCaExp K kt

Note that the properties of this type of sensor are very different. In the infinite dilution

limit, the characteristic time of the response becomes concentration independent.

lim 1 = lir1 K K
c-"o c Io k 1+CaK k

A straightforward way of determining which process dominates between irreversible and

reversible is examining the scaling of the response time at infinite dilution limit. Note

that at high concentrations, the binding can be approximated as irreversible. A detection

limit, Climit, can be defined for the reversible sensors as the minimum occupancy

(AO/TO)min that can be resolved above the noise level.

Chm it (TO

One result is that for any non-zero heat of adsorption AH,

K = exp -- exp(-- = exp( A
( R RT RT

AS and AG are the entropy change and Gibbs free energy change, respectively, upon

binding to the SWNT surface. The detection limit becomes poor at higher temperature

where the equilibrium constant decreases. It is appropriate to report a measured detection

limit for reversible case. The detection limit should be essentially independent of detector

geometry. Unlike the case of irreversible binding, the steady state signal can be correlated

as the familiar linear response as Ca is varied.



Additional sensitivity and selectivity to particular analytes can be imparted by

attaching various functional groups to the array.51'57 The concentration, Ca, in both the

irreversible and reversible cases can be replaced with HaCa, where Ha denotes a Henry's

law factor. The HaCa reflects a preferential enhancement or diminution of the analyte

concentration in the coating layer. If the matrix particularly has a high partitioning

coefficient so the dissolved analyte concentration is high, a non-linear solubility relation

needs to be considered.

In addition, due to an apparent increase or decrease of the analyte sticking

coefficient, S(0), the adsorption rate constant k may also vary with functional group in

the coating. The sticking coefficient, along with k, is related to the adsorption rate (ra):

A

ra = S() I z = kOCa

where, I is the total flux of analyte molecules.83 For instance, k increase will be

observed for the adsorption of electron withdrawing molecules if nanotubes are coated

with electron rich polymers. Sticking coefficients for NO 2 adsorption, reported both for

electron rich polyethyleneimine (PEI) coated nanotubes and for as-grown ones, is 2

orders of magnitude higher for the former. 5 1

2.3. Application to literature data

Qi et al. grow a single semiconducting SWNT using CVD followed by PEI

functionalization. The response to NO2 was then examined. The signal recovery from

conductance increase upon NO 2 exposure took 12 hours at room temperature. 59 A longer

recovery time is expected for a multi-tube sensor coated with electron rich PEI due to the

enhanced sticking coefficient and binding affinity for the electron-withdrawing NO 2.5'

The conductance change parametric in NO2 concentration is shown below (Figure 9a).
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Figure 9. (a) Conductance change of PEI coated carbon nanotubes by an irreversible NO2
adsorption at different concentrations (Data from Qi et al.51). (b) Conductance change
plotted versus Ca-t. All the points are fitted to a single model line (red dotted) described
by equation (5). (k = 1.64x10-6/ppt.s, Smax = 0.43). (c) Initial signal transduction rate
versus concentration. Experimental data (square) fit to a model line (equation (6), red
dotted) at low concentrations. (d) A predicted reversible response"7 using (9). The signal
is parametric in concentration.

The signal does not reach a steady state, and the surface was regenerated using UV light

at the end of exposure period. 82 The maximum response, Smax, is approximately 0.43

from the responses at high concentrations. Assuming a completely irreversible response,

equation (5) can be used to obtain a useful scaling for this data. The conductance change

plotted versus Cat should collapse the curves to one regardless of the concentration

(Figure 9b). This behavior is a signature of irreversible adsorption, and it can be used to

distinguish irreversible adsorption from reversible one. The adsorption rate constant of

NO2 on nanotube is regressed (k = 1.64x 10-6 /(ppt.s)). This rate constant should be

independent of detector geometry and the number of nanotubes in the array. From

equation (6), the initial slope from the sensor response can be correlated with

concentration as shown in Figure 9c. Data points from the first 120 s were used to obtain

ni~............ ~



the initial rate. For all except the largest concentration 84 , the initial slope increases with

analyte concentration, and the model predicts the response curve accurately using the two

previously regressed parameters. In contrast, when the same plot is generated for

reversible responses (equation (9)), the response is predicted to be parametric in

concentration as in Figure 9d.85 Note that at high concentrations, where binding becomes

irreversible, the data collapse to a single curve.

Qi et al.5 1 and Peng et al.54 modeled the NO2 vapor sensor response using a

Langmuir adsorption model based upon the reversible adsorption limit. The conductance

change, parametric in sticking coefficient, is plotted as a function of analyte pressure. An

experimental sticking coefficient was then determined. For this system, however, NO2

adsorption is partially irreversible because of a strong NO3 co-adsorbate binding and

stabilized NO 2 by electron rich polymer. For the case of irreversible adsorption, only at

saturation when all sites are occupied does the sensor response reach equilibrium. Further

understanding will be possible by examining the irreversible, surface rate constant, k, and

how it varies for different analytes.

A similar analysis was performed for other systems in the literature. Novak et al. 57

use a modified sensor geometry. A monolayer of SWNT grown on the interior surface of

a tube acts as a chemiresistor. Adsorbed DMMP, a nerve agent simulant, is desorbed by

applying a positive gate bias. However, just flushing the saturated array with a DMMP-

free stream only partially regenerates the sensor. Figure 10a plots the experimental

response for their system. If adsorbed on a bare p-type SWNT device, the electron

donating DMMP is less stable then electron withdrawing N02 on electron-rich PEI

coating. This may explain why DMMP adsorption shows both reversible and irreversible

site dependence. Irreversible adsorption is due to strong binding sites, while reversible

adsorption is due to weaker sites. Hence, the properties of sensors and the analyte

molecules determine the ratio of irreversible and reversible sites. We assume, for the

simplest model, that these two sites independently contribute to the sensor signal.

Therefore, one can extract reversible and irreversible component by simply taking a

linear combination of the two models (labeled as additive in Figure 10). The best-fit

surface reaction rate constant of irreversible component in this case is 1.98 x 10-6 /(ppt.s),



with approximately half (50%) of the total sensor response coming from the irreversible

component.
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Figure 10. Response from a SWNT tubular chemiresistor (data from Novak et al. 57)
showing both irreversible (brown) and reversible (green) components. Additive models
are shown for detection (blue) and regeneration (red). (a) Response to 1 ppb DMMP.
Contribution of irreversible component is 50%. k(irrev) = 1.98x10-6/ppt.s, k(rev) =
3.02x10-6/ppt.s, K = 8.24x10-3/ppt are regressed. (b) Conductance response to NH 3. A
concentration of 100 ppb was assumed. 74% of the entire response is from irreversible
component. Regressed rate constants are k(irrev) = 1.56x10 /ppt.s, k(rev) = 6.32x10
3/ppt.s, K = 2.59 x10 2/ppt.

Figure 10b shows the conductance change of the same sensor array for NH3.57

The analyte concentration in this case is unknown. 86 The contribution of the irreversible

component is found to be higher (74%). NH 3 as a weaker electron-donating molecule

than DMMP is expected to be more stable on a hole rich p-type nanotube array. In the

future adsorption rate constant k will be correlated with analyte binding energy. The

binding energy for NO 2 is -0.42 eV, whereas -0.18 eV is reported for NH 3.87 The

corresponding surface rate constants show a similar trend with a larger value for the

former.



Chapter 3. Charge transfer from metallic SWNT sensor arrays

It has been unclear as to what quantity should be examined to optimize the sensor

response in the aforementioned efforts to enhance sensor performance. The normalized

conductance (AG/Go) has been typically examined. However, an effort to correlate the

value with the nanotube chemical or physical properties has not been sufficient. Change

in nanotube electronic density of states was suggest by density functional

calculations 53,88, but its connection to actual sensor response has not been studied.

As discussed earlier, SWNT can be either metallic or semiconducting depending

on its chirality. 89'90 Especially utilizing the semiconducting SWNT has been a main focus

because of several orders of magnitude conductance change upon chemical doping. 59,61',77

Accordingly, the explicit function of metallic SWNT in sensor applications, and

particularly in SWNT networks, has received little attention. The Schottky barrier FET91

model implies the semiconducting nanotube sensor response is in part from the Schottky

barrier modulation at the metal electrodes/nanotube contact. It was Bradley et al. 77 who

experimentally studied the role of this contact using a contact-passivated sensor.

In this chapter, we examine the SWNT response to molecular adsorption where

the percolation of metallic nanotubes dominates the transport behavior. Both thionyl

chloride (SOC 2), a nerve agent precursor, and DMMP, a nerve agent simulant, are

investigated. AC dielectrophoresis 92' 93 is used to form a SWNT network. The number of

nanotubes is experimentally shown to be proportional to the array conductance. The

previously developed model in Chapter 2 is used to analyze the response. Raman

spectroscopy and electrical transport measurements are performed in order to verify the

signal transduction mechanism. The charge transfer between SOC12 and carbon

nanotubes will be shown to occur through a metallic pathway. Array-assist hydrolysis is

used for the first time to regenerate the sensor.

3.1. Extracting the kinetic properties from the response

Figure 11 a shows a typical response to 3 mL of 100 ppm SOC12 pulsed for 10 s at

a source-drain bias voltage of 1 mV. The current rapidly increases upon analyte injection

CY Lee et al., Charge transfer from metallic single-walled carbon nanotube sensor arrays, Journal of
Physical Chemistry B 110, 23, 11055-11061 (2006)



for about 10 s while the analyte is being flown. The signal restores approximately 25%

after 50 s, which presumably is due to analyte desorption. A similar type of response was

observed in Novak et al.57 Testing multiple devices confirms the signal does not restore

for more than 4 hours. Analyte flow rate does not affect the response unless the analyte

delivery is diffusion-limited. The response to dichloromethane solvent was negligible

compared to SOC12 response. 94 A stepwise signal change was observed as expected for

irreversibly binding analytes (Figure 12). Therefore, the thionyl chloride adsorption on

untreated SWNT is at least partially irreversible as observed in several other systems. 95
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Figure 11. (a) A response to 10 s exposure to 3 mL of 100 ppm SOCl 2 showing partially
irreversible analyte adsorption. Go and AG are related to the number of SWNT and
analyte adsorbed, respectively. (b) AG from 34 sensors versus initial array conductance.
SOC12 or DMMP responses from SDS-SWNT or DNA-SWNT fall on straight lines with
slope 1 with different intercepts.

Testing each device at an identical condition (100 ppm SOC12 or DMMP pulse)

enables to find a correlation between conductance change and analyte properties. The

initial conductance before the analyte injection (Go), and the conductance change on

exposure to the analyte (AG) were measured. Figure 1 lb shows this relationship from

three surfactant/analyte combinations for 34 devices. Three systems were examined: 1)

SOC12 response from SDS-suspended nanotubes (3 jlm, or 6 gm gap) 96, 2) SOC12

response from DNA-suspended nanotubes (6 Ilm gap), and 3) DMMP response from

SDS-suspended nanotubes (6 gm gap). Negative responses were observed only in system

3). All responses are on straight lines with unity slope. The intercepts on a log-log plot



vary for different systems. 97 This unity slope corresponds to a constant AG/Go at a fixed

analyte concentration. The intercept values on the AG axis for 1), 2), and 3) are -0.2105, -

0.8291, and -1.479, respectively.
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Figure 12. Response to dichloromethane (DCM) and thionyl chloride (SOC12). Response
to DCM is negligible comparing to SOC12 response. Successive injection of SOC12
causes stepwise increase in the signal. This is caused by irreversible binding SOC12
molecules on nanotube surface.

Figure 13. AFM images (8 gm x 1.5 gm) from sensors with different initial conductance.
Number of SWNT increases with Go.

We performed AFM on three devices with representative Go values as shown in Figure

13. Note that the number of SWNT increases with the array conductance. Hence, we can

interpret the result in Figure 1 lb using the number of adsorption sites. For simple
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analysis, the response in Figure 1 a is assumed to be completely irreversible. We can

then use the model for irreversible adsorption (Case I in Chapter 2). Go is proportional to

the number of SWNT across the gap, and thus, to the total number of adsorption sites

(TO) available. AG is proportional to the number of analyte molecules adsorbed.

TO = aGo and A = ,AG (10)

Proportional constants were denoted as a and fl. If the sticking coefficients are the same

for each nanotube array, a sensor with more nanotubes is expected to show higher

conductance change at a fixed concentration. The ratio between two proportional

constants (a/fl) can be expressed using maximum normalized conductance change

((AG/Go)max) when all the sites are occupied by analyte molecules (AO=TO).

-= (11)

At a fixed concentration (e.g. Ca = 100 ppm) and time (t = 10 s), equation (5) can be

rewritten as

log AG = log{AGo [1- exp(-kCat)]} + logG o  (12)

The above equation predicts that AG and Go should have a unity slope when plotted on a

log-log scale. The experimental result in Figure 1 lb is explained well. The intercept

values are related to the maximum available signal change, and therefore represent the

sensitivity and selectivity of the sensor for a specific analyte. A simple sensor

optimization procedure can be deduced: 1) prepare sensors with different configurations,

2) test one of each configuration at the same concentration, 3) use a configuration with

the highest intercept in AG versus Go plot.



Dialyzing DNA-suspended nanotubes against water does not flocculate the

nanotubes. Thus, we hypothesize DNA wrapping around nanotubes, unlike SDS

molecules9 8, is relatively stable in a water rinse. We attribute the small intercept for

DNA-SOC12 system to the reduced number of adsorption sites by wrapped DNA

molecules. The low intercept value in the case of DMMP indicates the sensor is more

optimized for SOC12 detection.

Two important parameters of a SWNT sensor, the analyte adsorption rate constant

(k) and maximum signal ((AG/Go)max) can be estimated from log(AG) versus log(Go)

graph at two different analyte concentrations. The linear relationship between the two

parameters was confirmed from 71 nanotube devices including the 34 plotted in Figure

1 lb. Values from lower concentrations, 10 ppm and 50 ppm, are plotted in Figure 14.

Table 1 summarizes the result. The k values are of order 10-9/ppt(parts per trillion)-s for

all three types. This suggests similar analyte adsorption rate for all three system. The

maximum signals vary for different systems. The rate and magnitude of the signal

transduction can be related to k and (AG/Go)max, respectively. Compared to a previously

analyzed system (k - 10-6/ppt.s, (AG/Go)max - 0.43) 95 , k is smaller by three orders of

magnitude, but with slightly higher (AG/Go)max for our SDS-SOC12 system.

surfactant analyte Ca (ppm) intercept k (ppt-'s 1 ) (AG/Go)max

100 -0.2105

SDS SOCI2  50 -0.5486 2.69x 10-9  0.533

10 -0.8838

100 -0.8291
DNA SOCI2  9.41 x 10-10 0.243

50 -1.040

100 -1.479
SDS DMMP 3.29x 10-9 0.0345

50 -1.556

Table 1. From the intercept values in log(AG) vs log(Go) graph, both parameters (k and
(AG/Go)max) can be extracted by testing the sensors at two different concentrations. The
analyte adsorption rates are similar in all systems, but the sensitivities vary.
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Figure 14. Responses at lower concentrations (10 ppm, 50 ppm) used to calculate k and
(AG/Go)max in Table 1. R2 values are 0.976, 0.797, 0.842, and 0.941 for SDS-TC-50ppm,
SDS-TC-10ppm, DNA-TC-50ppm, and SDS-DMMP-50ppm, respectively.

3.2. The role of electrode-nanotube contact in sensing

Contact Passivated Electrodes

Figure 15. Contact passivated SWNT device. SU8-2 photoresist is used to passivate both
electrodes and electrode-nanotube contact.

As previously discussed in oxygen sensors5" by Heinze et al. 91, one of the important

issues in unveiling the mechanism of SWNT gas sensor is the work function modulation

by the adsorbate, and thus the modulation of the Schottky barrier. We investigate the role



of nanotube-electrode contact in SOC12 detection. A photoresist (SU8-2, MicroChem)

layer (-1.5 [tm thick) was patterned to passivate the entire electrodes and nanotube-

electrode contact (Figure 15).
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Figure 16. (a) The response from the contact passivated sensor. The conductance change
matches the trend line in Figure 1 lb, suggesting the negligible role of metal-nanotube
contact. (b) Completely passivated sensor exposed to SOC12. No response confirms
isolation is successful.

The conductance change from a contact-passivated electrodes, where only

nanotubes were exposed, was 24% (Figure 16a). This is 72% of the expected signal from

Figure 1 lb, considering that around 47% of the gap is covered. The small decrease in

sensitivity (-28%) could be due to degradation of SWNT properties during lithographic

process, or a diffusion barrier through the passivation layer. Figure 16b shows no

response from a completely passivated sensor. This confirms the passivation scheme is

effective. Thus, it was conclude that the contribution of metal-nanotube contact in thionyl

chloride detection is minor.

3.3. Charge transfer from large diameter metallic SWNT

Raman spectroscopy at 633 nm and 785 nm laser excitation was performed to

further understand the mechanism. The spectra were taken before and after 18,000 ppm

X



SOCl 2 injections99 (Figure 17). All spectra are normalized with respect to the silicon

peak.
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Figure 17. Raman spectra at 633 nm and 785 nm excitation wavelengths were taken in
the following order: initial (black), dichloromethane (blue), and SOC12 (red). Both RBM
and G-mode decreases. Red and black indices indicate the RBM from metallic nanotubes
and semiconducting nanotubes, respectively. The most prominent decrease in (13,4)
RBM suggest the preferential charge transfer from large diameter metallic SWNT to
thionyl chloride. Larger decrease in G- at 633 nm than at 785 nm further supports this
mechanism.

A dichloromethane injection was made first, followed by a SOC12 injection. No

noticeable change was observed at 633 nm from the former. Overall decrease in both

RBM and G-mode was observed at 633 nm excitation. Conversely, SOC12 causes large

decrease in both RBM and G-mode. Curiously, we notice the decrease is largely in (13,4)

metallic SWNT feature too

The RBM at this wavelength is couple to the c2->v2 transition of

semiconducting SWNT (black indices) and cl---vl transition of metallic SWNT (red



indices). What is typically observed in SWNT bundle formation is a unidirectional shift

of resonance energy, which causes either an increase or decrease for RBM from different

chiralities.10' The behavior is different from what we observe in our system. Large

decrease in RBM suggests that there is an active electron flow from the SWNT network

to the strongly electron-withdrawing SOC12 molecules. A similar selective RBM change

was reported in the covalent functionalization of metallic SWNT. 10 2 In our system,

however, there is no evidence of covalent chemistry as supported by negligible D-band

increase (data not shown). X-ray photoelectron spectroscopy (XPS) was not able to detect

any residual Cl or S, so any remaining thionyl chloride remaining after exposure is below

the detection limit of the technique (-0.01%).

The decrease in RBMs of semiconducting nanotubes at both wavelengths is not as

prominent as the decrease in the (13,4) metallic peak. This selective signal decrease is

observer in tangential G-mode as well. The G- mode at 633 nm is a characteristic feature

of metallic SWNT which can be fit using a Breit-Wigner-Fano (BWF) lineshape. 103 The

preferential charge transfer from metallic SWNT is further supported by larger decay in

G- at 633 nm than in G- at 785 nm.

3.4. Mechanism and modeling

We propose that the difference in M11 transition energy between (13,4) and

(12,3) SWNT causes the preferential decay in the (13,4) RBM while the (12,3) peak

remains constant as illustrated in Figure 18. We assume that the density of states does not

change its shape by SOC12, and that only a constant Fermi level decrease occurs. 104 As

the SWNT Fermi level is lowered by SOC12 adsorption, the shift below the van Hove

singularities (vHs) at the valence edge takes place at the (13,4) and larger diameter

nanotubes first. The Fermi level is still above the vHs of (12,3) nanotube. The Fermi level

after 18,000 ppm SOC12 exposure is estimated to be around it shifts below the van Hove

singularity (vHs) at the valence edge for the (13,4) and larger diameter nanotubes first,

whereas the value for the (12,3) tube is still above its vHs. The estimated Fermi level

after 18,000 ppm SOC12 exposure is roughly 0.988 eV below the mid-gap. The current

though nanotube is proportional to the transmission coefficient, thus to the density of

40



states, when a small voltage (1 mV) is applied at low temperature. 104-106 Therefore, the

main cause of the conductance increase is the increased density of states at the Fermi

level by SOC12 adsorption for the large diameter metallic nanotubes.

(13,4) (12,3)

M =1.910OeV M ll=2.042eV

---------------------------------- EF (initial)

---------------------- EF (doped)

Density of Electronic States

Figure 18. SOCl2 adsorption causes a constant Fermi level shift (AEF) below the first
vHs for the (13,4). Fermi level of (12,3), conversely, remain above the first vHs.
Depleted electron at Fermi level with high density of states at EF explains both electrical
and Raman data.

The Fermi level decrease helps electrons pass through the tunnel barriers as well,

resulting in conductance increase. Both nanotube-gold contacts were models as tunnel

barrier with height Vo and thickness a as shown below in Figure 19a. The electron

transmission coefficient in the asymmetric double barrier system0 7 can be express as

T= TLTR

{1- (-TL)(T1-TR) + 4 (-T1- TL)(1- TR)COS 2

(D denotes the sum of the various phase factors. TL and TR represent the transmission

coefficients of the left and right barriers. T is a function of D and the Fermi level decrease

(AEF) in SWNT due to SOC12 adsorption. The increase in the electron transmission, and

thus the conductance increase upon SOC12 injection as the EF is lowered, could be



predicted using this model. AEF versus T at two barrier heights (0.5 eV, 1 eV) is shown in

Figure 19b. 10 8 When the sign of AEF is reversed, negative responses to electron donating

DMMP could be predicted as well.

Potential
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3x10-10

2x1 0-10

1 xl 0-10 / Vo=l eV
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Figure 19. The system is modeled so that electron transfers through an asymmetric
double barrier. (a) Nanotube-gold electrode contact is modeled as a tunnel barrier. The
barrier height is Vo with thickness a. SOC12 adsorption shifts the Fermi level downward
(AEF). (b) Calculated transmission coefficient for two different barrier heights (0.5 eV,
and 1 eV). Decrease in the Fermi level results in an increased electron transmission, and
thus the conductance increase.

3.5. Electrical transport measurement

Using the Raman spectroscopy for mechanism study of gas sensors has a

limitation in that it collects spectra from nanotubes that do not cross the electrodes gap. A

back-gate potential can be used to study semiconducting nanotubes actually contribute to

the sensor response. Figure 20 shows a typical drain current change by gate bias with

drain voltage 1 V at 100 ppm and 18,000 ppm SOC12.

__ __ 11 _ _
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Figure 20. Drain current measure versus gate bias at two different SOC12 concentrations.
A vertical shift with small on/off ratio near 1 suggests charge transfer to thionyl chloride
through predominantly metallic SWNT.

The channel current is not modulated by gate voltage at all as can be seen in low

on/off ratio (-I). This means the semiconducting SWNT are not contributing to the

sensor response as described by percolation theory' 09"',110 in a high density SWNT

network. Only a vertical shift in drain current is observed upon SOCl2 injections. This is

in marked difference from the horizontal shift of a FET transfer characteristic for other

gas sensors. 59 -6 1 We concluded, from the vertical shift in electrical transport and the small

on/off ratio, that signal transduction primarily occurs via charge transfer through metallic

pathway. The negligible role of nanotube-electrode contact shown in Figure 16, further

supports this mechanism. Currently the nature of metallic SWNT limits the sensing

performance as a SOC12 vapor sensor. SOC12 detection limit estimated over three times

the noise level (10 s pulse, 3 mL SOC12) is 3.9 ppm in average and 0.7 ppm at the

lowest. "'

3.6. Regeneration via analyte hydrolysis

The irreversible binding of analyte molecules is a primary hurdle for most SWNT

gas sensors that have appeared in the literature to date. 5 1,57,68,69,112 We note that, for the



system explored here, there is a facile method of regeneration by hydrolyzing reactive

molecules adsorbed on the nanotube surface (Figure 21). In the case of SOC12, the

decomposition by reaction with water is as follows (blue reaction):

SOC 2 + H20--, 2HCI + SO2

4.4 - H 0

4.2 - 50 ppm H20

S4 H20

100 ppm

0 200 400 600 800 1000

Time (s)

Figure 21. Active sensor regeneration. Rapid regeneration of nanotube surface from
irreversibly-binding SOC12 molecules. Water reactive SOC12 can be hydrolyzed and
desorbed from the nanotube surface by injecting water vapor on the array. Regeneration
times are shown in red.

The signal increase after 50 ppm SOC12 exposure is restored rapidly when a pulse

of saturated water vapor at room temperature was passed over the SWNT array. A higher

current increase at 100 ppm SOC12 requires two successive water injections to get

complete restoration. For most devices, 3 mL of saturated water vapor was enough to

regenerate the surface. Once the signal recovers its original value, additional water

injection causes no additional signal decrease. Hence, the response is not simply a

negative response to water. We note that this method is the fastest way of regenerating a

SWNT surface reported to date. Moreover, it applies to molecules capable of rapid

hydrolysis which includes organophosphate chemical weapons. Low-temperature

destruction of chemical agents including hydrolysis of mustard agent and nerve agent,



which has been already demonstrated, supports our argument. 11 3 The focus on simulants

of these species, such as DMMP, has obscured this chemical fact in the literature. Future

studies will verify the efficacy of this method of regeneration.

3.7. Experimental

Silicon substrates (Montco Silicon Technologies) with 150 nm thermal oxide

were metallized with 5 nm Ti and 300 nm Au, where electrodes with 3 gtm or 6 gm gaps

(Figure 22a) were patterned by photolithography. AC dielectophoresis was performed to

form a nanotube array between gaps (Figure 13b) as follows: 3 jiL of HiPco carbon

nanotube (Rice University) suspension (16.4 mg/L in 1% sodium dodecyl sulfate (SDS)-

H20) prepared as described previously 15 was dropped on the gap. AC voltage of 12 Vpp

(3 gtm gap) or 15 Vpp (6 [tm gap) at 10 MHz was applied. The droplet was blown off, and

the power was turned off. Although the control on SWNT coverage was attempted by

varying deposition time (3 min-10 min), the array impedances ranged from 1.3 [tS to 494

tS even at the same deposition time (3 min). The substrate was rinsed with deionized

water to remove residual SDS. DNA (d(GT) 15)24- suspended HiPco (6.64 mg/L)

nanotubes were prepared and deposited in a similar way. The configuration allowed

testing of the array field effect. 51,60-62 Variation in electric field and deposition time

results in different numbers of nanotubes in the channel. All nanotube suspensions were

dialyzed prior to dielectrophoresis to minimize excess ions and surfactants in the

solution.
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Figure 22. Sensor fabrication and testing. a) Optical image of 6 gm gap Au electrodes. b)
AFM image of HiPco nanotubes deposited on the gap by AC dielectrophoresis. c) Setup
for analyte delivery: Diced substrate is mounted and wirebonded to dual in-line package
(DIP). Analyte is delivered perpendicularly to the substrate via the micro tubing and is
free to leave the setup. d) Schematic of analyte delivery onto SWNT array. Area ratio of
the tubing to the gap determines the efficiency of analyte delivery.

PFA (perfluoroalkoxy) micro medical tubing (ID=0.457 mm, Scientific

Commodities, Inc.) was aligned and glued such that it was suspended above the gap for

analyte delivery (Figure 22c). Delivered analyte molecules are free to leave the setup to

the open air. This simple and disposable set up prevents contamination from highly

corrosive thionyl chloride molecules. The analyte flow is perpendicular to the nanotube

surface (Figure 22d). Only 0.2% of the total analyte is estimated to flow directly onto the

gap from hydrodynamic analysis; it is noted that smaller diameter tubing or large gap

electrodes could improve the efficiency of analyte delivery.

Desired SOC12 concentrations were obtained by vaporizing 2.0 M SOC12 (solution

in dichloromethane, Sigma Aldrich) diluted in dichloromethane (Sigma Aldrich) in dry

.. . .. ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... .= , .. ... ... .... ..: :: .. ... ... ... ... ... ... ..... ... .... ... ... ... ... ... ..



flasks filled with ultra-high-purity nitrogen. DMMP analyte was prepared by diluting

saturated vapor in the air.

Current-voltage measurements were performed using a semiconductor parameter

analyzer (HP4155 and E5272A, Agilent). While monitoring the current at a source-drain

bias voltage of 1 mV, a pulse of 3 mL of analyte vapor was injected for 10 s (0.3 mL/s)

through the micro tubing. Raman spectra at the excitation laser wavelengths of 632.8 nm

(1 mW) and 785 nm (37.5 mW) were also obtained before and after exposure to SOC12 ,

with a Kaiser RamanRXN analyzer.



Chapter 4. Chemically tuning the molecular adsorption

The transition between irreversible and reversible binding to a nanotube surface is

a direct probe of the energetics of the adsorption process. The equilibrium constant of

adsorption, obtainable directly from the transient sensor response, includes both entropic

and enthalpic factors. A great number of mechanisms influence the thermodynamics of

binding to these systems, including electron donor/acceptor interactions, dipole-induced

dipole interactions, and steric influences of nanoscale curvature. Nanotube bundles, with

spaces formed between neighboring nanotubes, form high energy pores of various

potential. Lastly, junctions between metal and semiconducting SWNT possess

uniqueness in both geometric and electronic properties.

In this chapter, we demonstrate, for the first time, the controlled tuning of

adsorption energies on single walled carbon nanotube arrays, separating the influences of

steric and electronic factors controlling the free energy of adsorption. Dielectrophoresis is

utilized to generate SWNT electronic networks both above and below the percolation

transition. Using thionyl chloride as a model adsorbate, the adsorption response is tuned

by chemically treating the array with n-doping amines of pKa < 8.5. The free energy of

adsorption, extracted from reversible responses, is comparable to simple molecular

potential (MP) calculation results. In-situ conductance and simultaneous Raman

measurements were performed to find conditions for effective amine functionalization. A

mechanism for tuning reversibility is proposed based on in-situ Raman, X-ray

photoelectron spectroscopy (XPS), and MP calculations. Understanding the science of

molecular adsorption enables us to reversibly detect the analyte with significantly

enhanced sensitivity via polymer-functionalization. We demonstrate the detection of as

few as 109 molecules of DMMP at the end of a tGC column, suggesting that such arrays

may form the basis of a new class of rapidly transducing molecular sensors with micron-

size footprints.

4.1. Amine-functionalization tunes the reversibility

CY Lee et al., Amine basicity (pKb) controls the analyte binding energy on single walled carbon nanotube
electronic sensor arrays, Journal of the American Chemical Society 130, 5, 1766-1773 (2008)
CY Lee et al., On-chip micro gas chromatograph enabled by a noncovalently functionalized single-walled
carbon nanotube sensor array, Angewandte Chemie-International Edition 47, 27, 5018-5021 (2008)
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Figure 23. Tuning the sensor reversibility by surface chemistry. Normalized conductance
change (AG/Go) was monitored upon exposure to thionyl chloride. (a) Irreversible
stepwise signal increase from untreated sensor. Reversible responses from sensors treated
with pyridine (b), aniline (c), hydrazine (d), and ethylenediamine (e).

Dielectrophoresis of an aqueous solution of SWNT and surfactant between 5 plm

Au electrodes produces networks of varying connectivity and bundle size nearly a

monolayer thin. As-produced SWNT networks show a stepwise conductance increase

upon a pulsed 10 mL injection of 1 ppm thionyl chloride (Figure 23a). The signal does

not restore to the baseline value for several days. This type of response is typical and well

documented for these systems by our laboratory and others.68,69,76 In the case of thionyl

chloride, it was conclusively demonstrated using subsequent hydrolysis that irreversible

adsorption is responsible for the persistence of the response 76. Thionyl chloride is a



strong electron acceptor. The conductance increase is due to the enrichment of hole

carriers by p-doping or enhanced electron transmission through nanotube-nanotube or

nanotube-electrode contacts.

This behavior, however, is altered when the array is non-covalently functionalized

by dropping and evaporating either small or large molecular weight amine-bearing

molecules such as pyridine, aniline, hydrazine, and ethylenediamine. The current

decreases immediately upon amine functionalization, consistent with n-doping by lone

pair electrons."5 The sensor responses after amine-functionalization become reversible as

in Figures 23b-e. Negligible drift in the baseline is observed after subsequent exposures.

Adsorption (k) and desorption (k-l) rate constants, and thus the equilibrium constant (K)

for thionyl chloride adsorption can be extracted using our previously developed model. 95

S(t) = SO exp[- k_,t] (13)

S(t) = S CaK - exp 1+ C kt (14)S1+ CaK K

S and Ca denote the sensor signal (AG/Go) and analyte concentration, respectively.

Extracting kinetic/thermodynamic parameters by fitting the reversible response is shown

using the aniline-treated sensor as an example (Figure 24a). The desorption part, an

exponential decay from the signal when analyte is removed (So), is fitted to equation (13)

to determine k_1=0.509 s-1. Maximum signal (Sma) was estimated to be around 2.71 by

exposing the sensor to excess amount of saturated thionyl chloride vapor. Values for

k= 1.74x10 5 s-1 and K=3.41x105 are then extracted using (14) from the adsorption

segment. Finally, the Gibbs free energy of adsorption (AGad=-0.330 eV), a

thermodynamic potential related to the reversibility, is estimated from (15). Considerable

variation was observed from sensor to sensor, even for the same functionalization

chemistry. The origins of this variation are discussed below.

AGad = -RTn K (15)



The average free energy values of -0.252, -0.297, -0.157 eV are obtained in a similar way

for ethylenediamine, pyridine, and hydrazine, respectively (Figure 24b, dark blue). These

results suggest that the reversibility of SWNT sensor response can be tuned by

systematically changing the surface chemistry. We also find that the values show a

similar trend with the enthalpy of adsorption (AHad) between an amine and a thionyl

chloride molecule calculated using a generic molecular potential (MP) (Figure 24b, red).

The results suggest the thionyl chloride binds directly to the amine-functionalization.
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Figure 24. (a) A reversible response (diamond) fitted using our kinetic model (dotted
line). (b) Comparison between the extracted free energy from experiment (diamond) and
adsorption enthalpy from MP calculation (square).

Hydrazine-treated sensor showed unique responses. Only after -8 s upon analyte

removal did the signal start to recover. The recovery rate maximized at 10-20 s after the

analyte removal (Figure 25). The mechanism is likely a surface reaction between

hydrazine and thionyl chloride, or formation of a temporary charge transfer complex.

Further study will answer this question.
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Figure 25. Unique desorption kinetics of thionyl chloride from hydrazine-treated sensors.
(a) The signal recovery part from hydrazine-treated sensor in Figure 23d. The analyte is

removed at t = 0 s, and - 8 s delay was observed for the signal recovery to start. (b) %
recovery rate per second is plotted versus time. The rate maximizes 10-20 s after the
analyte removal. Conversely, most sorption-based reversible sensors would show
maximum at t=O. One explanation could be the reduction of thionyl chloride by aniline
treatment (2SOC12 + 4e- - SO 2 + S + 4C1). In this case a partial charge transfer from
amine to thionyl chloride would occur, which might correspond to the 8 s delay. Thionyl
chloride would then be reduced and desorbed from the SWNT.

Several conditions appear to influence the conversion from irreversible to

reversible binding. Some amines failed to produce reversible binding at all. Benzylamine,

diethylenetriamine, dimethylamine, and triethylamine are among those that are not

effective, meaning that the sensor response remained irreversible even after application of

the chemistry. A response from a butylamine-functionalized sensor is shown as an
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example (Figure 26a). We also observe considerable sensor to sensor variation, even for

the same surface chemistry, for this irreversible to reversible conversion (Figure 26b,

aniline-functionalization failed). This variability motivates an investigation of the exact

conditions necessary for the change in adsorption mechanism.
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Figure 26. (a) Aniline-treated (partially) irreversible sensor. (b) An example of
ineffective amine functionalization (n-butylamine-treated).

4.2. Conditions for reversible sensors

There is a strong correlation between the irreversible/reversible conversion, and a

sub-percolated SWNT electronic network. We studied the conversion of 27 aniline-

functionalized SWNT sensors to eliminate the chemistry as a variable. The

functionalization is defined as effective if the response to a dilute thionyl chloride

injection becomes (partially) reversible after treatment, and ineffective if it remains

irreversible (Figure 27). The initial sensor conductance versus sensor number, assigned in

ascending conductance order, is plotted as Figure 28a. We note that 67% of low

conductance (< 1 mS) sensors were reversible, while only 13% of high conductance (> 1

mS) sensors were reversible. The trend displayed in Figure 28a is comparable with 2D

percolation behavior in nanotube networks where a sharp conductance increase is

observed well above percolation threshold."11 We conclude that the SWNT network

should be near or slightly above the percolation threshold for effective conversion.
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Figure 27. Response to thionyl chloride (SOC12) from aniline-treated sensors (effective
versus ineffective). (a) An example of effective aniline fucntionalization. The response to
thionyl chloride from untreated sensor was irreversible. Aniline drop caused a sharp
decrease in the signal. After the aniline droplet evaporated and the signal stabilized,
SOC12 response became reversible. (b) Examples of ineffective aniline coating. The
response to SOC12 remains irreversible even after amine-treatment.
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Figure 28. Required properties of SWNT network for effective functionalization.
Array conductance and Raman features from 27 aniline-functionalized sensors are
correlated with the reversibility. Dark blue and pink shapes denote (partially) reversible
and irreversible sensors, respectively. (a) Conductance versus reversibility, showing that
a SWNT network near percolation threshold is desired. (b) Raman roping peak to other
RBMs ratio versus reversibility. Minimal SWNT aggregation is necessary for the
chemistry to effectively shift the reversibility. (c) AFM images from three representative
sensor arrays i, ii, and iii from (a) and (b).

The effect of nanotube aggregation on the effectiveness of chemical treatment

was studied using Raman spectroscopy at 785 nm laser excitation. SWNT exhibit strong

Raman scattering when the inter-band transition energy is in resonance with excitation

laser, due to the unique van Hove singularities (vHs) in the density of states.21 Each peak

in the radial breathing mode (RBM) region of the spectrum is a vibrational mode in the

radial direction that probes SWNT with a certain chirality vector (n,m) and electronic

structure. A Raman peak at 267 cm- 1, i.e. the RBM of the (10,2) SWNT, becomes more

prominent as nanotubes form electronically-coupled aggregates and the interband

transitions are subsequently broadened and shifted. 101 The ratio of this peak to other
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RBMs, shown as an inset, is a relative measure of inter-tube coupling or bundle size, and

is also plotted versus sensor number in ascending order (Figure 28b). We find that

nanotube aggregation state, probed spectroscopically in this manner, is a much more

effective predictor of chemical effectiveness except for sensors 8 to 11 in the apparent

transition region. AFM images support this correlation. Figure 28c shows the AFM

images of three representative sensors. The first is a reversible sensor just near the onset

of percolation (i), while (ii) is a reversible sensor just above percolation. Lastly, (iii) is an

irreversible sensor far above percolation. It is apparent that (i) is composed mostly of

individual or small bundles of nanotubes. Also, (ii) and (iii) have similar overall

aggregation states but (ii) has more current paths through individual nanotubes compared

to (iii).

Bundling can inhibit reversible binding by creating sites of much lower potential

for adsorption than the SWNT sidewall. A SWNT bundle has four possible adsorption

sites: the external surface, external groove, internal surface, and interstitial channel.14

The external groove and interstitial channel are additional sites created upon bundling.

Several studies' 5,116 predict significantly higher binding energy for these adsorption

sites. Our molecular potential (MP) calculations and XPS results (discussed in the next

section) support the idea that the aniline could reduce the binding energy of thionyl

chloride by irreversibly covering the entire SWNT surface. Aniline molecules will

presumably functionalize a SWNT bundle along the equi-potential surface, which still

has groove sites. 1 17 This could explain the chemistry failure for SWNT arrays with high

aggregation states. This relationship between adsorption strength and array morphology

explains the strong correlations of reversible behavior with sub-percolated networks, and

low extent of bundling.

In previous work76 , we demonstrated that for a sparse SWNT network free from

significant aggregation, the conductance change upon analyte adsorption increases

linearly with the sensor conductance. A mass-action model of dynamic adsorption

predicts this trend, which is due to the increase in surface area and binding sites for

analyte adsorption. This assumes that each nanotube is an independent, isolated series of

sites. However, when the array is dominated by large bundles, the behavior is different.

Sensors with the highest current, corresponding to this regime, do not even respond to



analyte. In this regime, the surface area to current ratio is the dominant factor. For sensors

with large bundles, current pathways exist with no connection to surface sites. We

observe this trend during aniline treatment as well. The percent conductance change after

functionalization with aniline was inversely proportional to the array conductance,

suggesting that aniline adsorbs primarily to external sites of SWNT bundles (Figure 29).
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Figure 29. Reduced sensitivity for large bundles. (a) SWNT sensors with high current
did not respond to thionyl chloride. High (10,2) RBM in Raman at 785 nm excitation
(inset) confirms this high current is due to the large SWNT bundles. (b) % exposed
surface area versus number of SWNT in a bundle is plotted, assuming uniform SWNT
diameter and analyte adsorption only on external sites. Larger bundles have fewer
adsorption sites per nanotube. No response in a) can be explained as such. (c) A similar
trend is observed during aniline functionalization. % conductance change upon aniline
functionalization is larger for the sensors with low initial conductance.
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4.3. Sensing mechanism

Thionyl chloride, a strong electron acceptor, is expected to adsorb more strongly

on metallic SWNT than on semiconducting SWNT due to high electron-charge density at

the Fermi level."1 8 We performed in-situ Raman spectroscopy to test this (Figure 30a).

The conductance (black line) drops upon aniline addition and stabilizes (-1250 s) after

aniline evaporation (Figure 30b). Subsequent thionyl chloride injections, 1,000 ppm

followed by 10,000 ppm, were made. Baseline-integrated RBM at 785 nm excitation,

resonant only with semiconducting SWNT, was monitored in situ (blue line). Partial

recovery was observed for both conductance and Raman signal, which changed in

opposite direction to each other. This can be explained by increased hole carriers, and a

decreased number of ground state electrons for photo-absorption upon electron-

withdrawal by thionyl chloride. Raman spectroscopy at 632.8 nm excitation enables us to

probe the effect of adsorption on metallic and semiconducting SWNT separately. Figure

30c shows baseline-integration of RBM, normalized by Si background peak, from

aniline-functionalized metallic (green) and semiconducting (blue) nanotubes. Both types

show partially irreversible decreases (conductance increase), seen in Figure 30b. The

peak ratio of semiconducting to metallic SWNT is 0.71 initially, and 0.80 after thionyl

chloride injection. We assigned this phenomena to the preferential charge transfer from

metallic SWNT to thionyl chloride as discussed in our previous work.7 6 However, the

percent signal recovery after 10 min is 33% and 32% for semiconducting and metallic

SWNT, respectively. We have therefore concluded that the desorption kinetics of thionyl

chloride are indistinguishable with respect to SWNT electronic structure treated with

aniline. Detailed change in the Raman spectra can be found in Figure 31.
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with conductance (black). (c) Real-time Raman at 632.8 nm laser excitation. Desorption
kinetics of thionyl chloride does not differ between metallic (green) and semiconducting
(blue) nanotubes. (d) pKa of amine molecules tested, and the binding energy (Eb) between
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Figure 31. Changes in RBM upon chemical treatment. (a) RBM of a sensor tested in
Figure 30b at 785 nm laser excitation. Only semiconducting SWNT are in resonance at
this wavelength. Black, red, and green spectra are for untreated, aniline-treated, and
thionyl chloride-treated sensor, respectively. Lone pair electrons in aniline n-dope the
nanotube and increase the number of ground state electrons for photo-absorption.
Conversely, RBM decays upon exposure to electron-withdrawing thionyl chloride. The
change is more prominent in large diameter nanotubes due to the small band-gap and
high density of electronic states (DOS) near Fermi level. (b) RBM of a sensor tested in
Figure 30c at 632.8 nm excitation. RBM for both metallic (red indices) and
semiconducting nanotubes (black indices) can be observed. The sensor treated with
aniline (red) was exposed to thionyl chloride (green spectrum). As previously reported,
most charge transfer occurs from large diameter metallic SWNT to thionyl chloride due
to the high DOS at the Fermi level. Although there was a slight recovery after 20 min
(blue), no difference in desorption kinetics was found between both electronic types.

Both small molecular weight and larger polymeric amines induce this conversion.

The former can still have an n-doping effect on SWNT as documented for PEI

functionalization. 5 1,77 The primary y-axis in Figure 30d shows pKa values for ineffective

(filled red) and effective (filled blue) amine functionalities. Only amines below pKa of 9

are apparently effective, suggesting a correlation with basicity. We first hypothesized that

the change in reversibility was due to doping by the amine. In this scenario, amine

molecules fill groove sites on SWNT bundles, leaving the external surface available for

analyte adsorption. The increase in SWNT Fermi level by amines, however, would

increase the SWNT-SOC12 binding energy. Hence, we abandon this hypothesis.

Molecular potential (MP) calculations were carried out on a (10,0) SWNT to

understand the aniline interaction. Irreversible binding of thionyl chloride on a (10,0)

SWNT does so with an energy (Eb) of -0.367 eV. The higher binding energy for an

_;__~i~~~iXiiii~_~~~I~*/iliiji;l~i*~/X ~x~iiiiii(i-iiili~XI~-i^i---i- -I---i----ii----~~(iij~e~ii------ ~--ll-ii~ ~iiiisXiili~-~i~~~~i~i-~~~ I



aniline molecule (Eb = - 0.564 eV) predicts that aniline irreversibly adsorbs on SWNT

surfaces. The array conductance decreased permanently upon aniline addition, and the

presence of strongly-bound aniline after evaporation was confirmed in X-ray

photoelectron spectroscopy (XPS). Average atomic N/C ratio was 1.76±1.61 % and

6.74±3.23 % for 3 untreated and 11 aniline-functionalized sensors, respectively. Price

and Tour 19 recently reported SWNT functionalization with substituted anilines at 80 OC

for 12 h in the presence of oxidizing agents, but we do not expect this reaction to occur in

the milder conditions of our system. No noticeable increase in D-peak, a Raman signature

of covalent functionalization of SWNT, was observed after aniline treatment. Monolayer

aniline coverage predicted by MP corresponds to 27 aniline molecules for a 6.5 unit cell

(10,0) SWNT. The estimated N/C ratio is 6.11 %, which is lower than 6.74 % in XPS.

These results support that aniline irreversibly adsorbs upon the entire SWNT surface so

that no bare SWNT surface is exposed for analyte adsorption.

Hence, thionyl chloride is expected to adsorb on the amine layer rather than on

SWNT surface as illustrated in Figure 30e. The binding energy of thionyl chloride-amine

complex was estimated using MP calculations for 10 different amines (Figure 30d,

secondary y-axis, open shapes). No SWNT was involved in this calculation. The

calculated Eb values were smaller for effective amines (blue) than for ineffective ones

(red). Therefore we propose that amine functionalization reduces the thionyl chloride

binding energy, resulting in reversible sensor responses. The amine layer in this system

acts as a mediator for charge transfer from SWNT to thionyl chloride.

The possibility of a reaction between thionyl chloride and amine molecules was

considered. It is well known that thionyl chloride readily reacts with amines under some

conditions. 120,12 1 The expected reaction products with aniline are N-sulfinyl-benzenamine

and HC1.122 Reduction of thionyl chloride could also occur to form SO 2, S, and Cl-.123,124

Either case would affect the sensor signal by producing strongly bound reaction products

or removing the amine layer. The MP calculations predict the Eb of N-sulfinyl-

benzenamine, HC1, and SO 2 on (10,0) SWNT would be -0.669, -0.139, and -0.300 eV,

respectively. The strongly-binding N-sulfinyl-benzenamine would especially cause an

irreversible sensor response. Therefore, the stable baseline in Figure 23b suggests that

these possibilities can be rejected. There was also no residual sulfur evident via XPS



from aniline-treated sensors exposed to thionyl chloride. This further supports the

absence of the reaction (Figure 32). We speculate that this is due to the reduced basicity

and reactivity of amines that have partial electron donation to the SWNT. 125 Conversely,

ineffective amine treatments in Figure 30d, which are categorically stronger bases than

those of the effective group, potentially react with thionyl chloride and form irreversibly

binding species. Thionyl chloride in our system appears to functionally behave similarly

to SO 2 molecules for probing the surface basicity. 126,127
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Figure 32. XPS from untreated and aniline-coated sensors after exposure to thionyl
chloride. S 2p peak in XPS from untreated (blue) and aniline-coated (red) sensors, after
exposure to thionyl chloride. Thionyl chloride responses from untreated sensors are
irreversible. The presence of S 2p signal in XPS suggests it is due to the irreversible
adsorption of thionyl chloride on SWNT. However, no signature of sulfur was found
from aniline-coated sensors exposed to thionyl chloride. This supports the reversible
responses from aniline-coated sensors. No sulfur residues along with little baseline drift
in the sensor responses suggest the absence of reaction between thionyl chloride and
aniline.

4.4. Polymer coating for enhanced sensitivity

If the amine moiety represents the new, reversible binding site, intermediate to the

SWNT array, then a polymeric form should increase the detection limit of the system by

increasing the number of sites per area. We find that the sensitivity to thionyl chloride

... ..... ........ ......................



was dramatically improved by polyethyleneimine (PEI) functionalization (Figure 33a).

Red and blue arrows denote thionyl chloride and air injections, respectively. A sharp

signal increase was observed even at the ppb level, and the response was reversible with

stable baseline. Regular air injections (as shown) were made to monitor any potential

contamination in the injection system or background. Negative responses were observed

from another sensor with a slight drift in the baseline (Figure 33b). We were able to

detect a 5 s pulse of 10 mL thionyl chloride at 725 ppt (parts per trillion), which is the

lowest concentration detected by a reversible SWNT sensor to date. We believe the sign

of the signal is related to the extent of n-doping by PEI. Electron withdrawal by thionyl

chloride from an n-type (p-type) array will cause a decrease (increase) in conductance by

removing (introducing) the majority carriers. Figure 33c is a response curve from 5

representative PEI-treated sensors. The lowest detection limit, extrapolated to three times

the noise level, is 25 ppt. This enhancement in sensitivity of over 3 orders of magnitude

is also due in part by the Fermi level increase due to PEI doping, up to the most probable

first vHs in conduction band (~ 0.516 eV from mid-gap for HiPco 28).
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Figure 33. Enhanced sensitivity via polymer functionalization. Sensor response to
thionyl chloride can be dramatically improved by PEI functionalization without loosing
the reversibility. (a) Positive responses to thionyl chloride. (b) Negative responses to



thionyl chloride showing ppt level detection. (c) Response curve from 5 PEI-treated
sensors. The estimated detection limit, at 3 times the noise level, is 25 ppt.

4.5. Application of reversible sensors: integration with ptGC column
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Figure 34. Application of reversible sensors with [tGC column. (a) [tGC column
fabrication process. (b) Pictures of fabricated [tGC column connected to the injection
port. (c) DMPP pulses through tGC column detected by a polypyrrole-functionalized
sensor. A 0.15 ppm pulse corresponds to 109 DMPP molecules. (d) Polypyrrole-
functionalized sensor response to a DMPP pulse through conventional fused-silica
column. The peak is much sharper (FWHM-3 s) than the one from [tGC column
(FWHM-26 s). This is due to the peak broadening in ItGC column as confirmed in FID
signal (inset)

Tuning the array to exact a rapid, reversible response with high sensitivity enables

new applications for real time, dynamic detection using these systems. One example is a

reversible SWNT array coupled to the outlet of a micro-fabricated gas chromatographic

column ([tGC). Chromatographic separation and detection remains the analytical
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standard for the detection of diverse classes of organic molecules. The advantage of such

a micro-fabricated arrangement lies in the exceedingly small foot-print for molecular

discrimination via column chromatography and detection with a rapidly transducing

electronic array. We demonstrate that the SWNT network, when chemically treated as

described above, has a response that is rapid enough to reversibly detect DMPP in real

time from the end of a 30 cm, 100 x 100 gm [tGC column. 129 In this case, polypyrrole

was selected as a functionalization material for DMPP binding. 130 A slight conductance

decrease was observed upon functionalization as expected. Control experiments with

only polypyrrole on the electrode gap showed no response to DMPP.

Figure 34a-b outlines the [tGC column fabrication and assembly. The outlet was

carefully aligned above a polypyrrole-treated SWNT sensor. With H2 carrier gas flowing

at 40 psig, 2 [tL of DMPP headspace was manually injected (<0.3 s) at 7:1 split, and the

current was monitored at 0.1 V. GC oven fan was kept off for stable analyte flow. The

injector and column temperature were 250 oC and 30 oC, respectively. The sensor

response (Figure 34c) is negative, and reversible with FWHM - 26 s. The 0.15 ppm pulse

corresponds to -i109 DMPP molecules, and this number was confirmed with a flame

ionization detector (FID). The ability of our experimental approach and detection limits

to be independently verified by GC-FID - an analytical standard for determining gas

concentrations - is unique, and provides high level of confidence in the reported absolute

and relative detection limits. We note that the direct electrical transduction of 109

molecules in this manner has not been demonstrated before with any analytical platform.

It is also noteworthy that this absolute detection limit was achieved with no physical

coupling between the SWNT device and the micro-column, and hence, the value is an

overly conservative estimate.

Figure 34d is a response to 10 [tL of 1.5 ppm DMPP at 7:1 split at 15 psig using a

3 m long commercial fused silica column. The FWHM is as short as 3 s. This suggests

the broad peaks in Figure 34d are due to the peak broadening in the tGC column. It is

confirmed by a much broader FID signal from a ptGC column than from a conventional

fused silica column (40 psig, 7:1 split, 2ptL injection) (Figure 34d, inset). Future efforts

will determine the applicability of the analytical approach to complex gas mixtures.



The response to DMPP from a bare SWNT array was reversible. The Eb of DMPP

on (10,0) SWNT in MP calculations is larger than the Eb for thionyl chloride.

The MP calculation gives the enthalpy of adsorption rather than the Gibbs free energy.

Direct calculation of entropy was not available in MP. The entropy decrease upon

adsorption is expected to be larger for DMPP than for thionyl chloride due to the size

effect, as observed in alkane adsorption on SWNT.'31 Thus, we attribute the reversible

DMPP adsorption to the AGad increase by large entropy loss upon adsorption.

We have demonstrated the reversibility of SWNT gas sensor can be tuned by

variation of the surface chemistry. Kinetic and thermodynamic parameters extracted from

the reversible responses match calculated binding energy between analyte and surface

functional group. It is proposed that irreversibly bound amine layers reduce the analyte

binding energy. The absence of strong adsorption sites, such as grooves in a SWNT

bundle, is a prerequisite for the amine functionalization to effectively reduce the analyte

binding energy. Providing more adsorption sites by PEI functionalization enables both

reversibility and ppt-level sensitivity to thionyl chloride. We show that such reversible

sensors can be a part of an integrated, micro-fabricated and portable detector system. We

have reversibly detected a pulse as small as 109 DMMP molecules at the end of a [pGC

column. Future work will examine dynamic peak resolution of gas mixtures using this

platform.

4.6. Experimental

- Sensor fabrication

Interdigitated gold electrodes with 5 um gap were patterned on a thermally oxidized Si

wafer (600 nm SiO2, Montco Silicon Technologies) by photolithography. The electrodes

mounted on a chip carrier were wire-bonded for electrical connection. HiPco SWNT

(batch HPR 107.1) was suspended in 1 wt% sodium dodecyl sulfate (SDS) by 10 min

sonication, followed by 4 h centrifugation at 30,000 RPM. AC-dielectrophoresis was

performed to form a SWNT network. AC voltage (10 Vpp, 5 MHz) was applied across the

electrodes, and -1 gtL of SWNT solution was dropped onto the electrodes. SWNT



coverage was roughly controlled by deposition time. After shutting off the power the

substrate was rinsed with 1 wt% SDS solution and DI water to remove residual SDS.

- Sensor functionalization and testing

Aniline and other amine functionalization: 1 p.L aniline (Acros) was applied onto the

sensor, followed by removal of excess liquid aniline after 3 min. The remaining aniline

was evaporated, and the signal was stabilized before testing. All other non-polymeric

amines were functionalized in a similar way.

PEI functionalization: PEI (Aldrich, Mn-423) was dropped onto the sensor and blown

with ~ 15 psig N2 stream. This forms a -10 gim wet PEI film.

Polypyrrole functionalization: 5% aqueous solution of polypyrrole, doped with organic

acids (Aldrich) was dropped onto the array and rinsed with DI water after 2 min.

Testing: A pulse of 10 mL thionyl chloride vapor at desired concentration was flown onto

the sensors with non-polymeric amines or PEI layers (- 1.5 mL/s). Polypyrrole-

functionalized sensors were tested with DMPP in a GC. Saturated analyte vapor was

diluted in series for desired concentration. Injections were made using a glass syringe to

prevent corrosion and contamination. The array conductance was monitored at 1 mV

unless specified. All functionalization and testings were done at room temperature air.

- MP calculations

Molecular potential calculations were performed using universal force field (UFF)' 32 and

Gasteiger charge calculation 133 in a Cerius2 program. 134 We assumed the molecular

geometry of deposited SWNT and amine molecules did not change in response to the

analyte adsorption. For the bindings on SWNT, a 6.5 unit cell (10,0) SWNT was first

optimized, and the energy of analyte or amine molecules was minimized with the SWNT

fixed. For the amine-analyte interaction (Figure 30d), an amine molecule was optimized,

followed by energy minimization of thionyl chloride with the amine molecule

immobilized. Different initial orientations were considered to find the global minima.

The binding energy (Eb) of molecule A on molecule B was defined as the amount of

energy reduced by adsorption (i.e. Eb,A = EA(adsorbed on B) - EA(free)).



- [tGC column fabrication

A 30 cm long channel with 100 tm x 100 tm cross-sections was fabricated using deep

reactive ion etching (DRIE) of a silicon wafer. A Pyrex coverslip was anodically bonded

to seal the channel. A fused silica column (ID = 100 tm) was used to connect the [tGC

column from injector port to SWNT sensor. The column was then coated with -100 nm

OV-5 via dynamic coating.135 This process is schematically outlined in Figure 34a.



Part II. Interior of single walled carbon nanotubes for single
molecule transport

Chapter 1. Background

SWNT is a nanopore with aspect ratio higher than other types of nanopores by

several orders of magnitude. This high aspect ratio cannot be achieved by any means of

micro/nano-machining or fabrication techniques, and therefore allows studying interior

transport of molecules whose characteristic time is too short to measure in pores with

small aspect ratio. In order to understand the transport phenomenon inside the SWNT, it

is important to understand how conventional nanopores have been used to understand

molecular transport. SWNT nanochannels show unusual behaviors that are so complex

and therefore not observed in synthetic systems. This chapter starts with basic operational

principles of existing nanopore sensors, followed by basic concept of stochastic

resonance, and review of previous carbon nanotube research on molecular transport.

1.1. Nanopore resistive sensing

Protein ion channels in cellular membranes are nm or sub-nm in diameter and can

pass desired ions with high flux (e.g. -108 ions/s for KcsA K channel 136) and high

selectivity. These ion channels play critical role in cell viability and metabolism by

maintaining membrane potential and exchanging ions with cell environment. Ions must

shed hydration shells in order to enter the pore, and normally ions cannot enter nanopores

due to the high energy required for dehydration. In protein ion channels, however,

oxygen atoms in carbonyl groups mimic the structure of hydration shells and hence

minimize the dehydration energy so the ions can easily translocate. 137 Selectivity is

obtained by pore charges as well as by the pore size. Pore opening/closing is regulated by

structural change of protein activated by concentration gradient of ions.137

Synthetic solid state nanopores with a few nm in diameter can be drilled through a

membrane of thin silicon nitride using ion beams. 138 Although these pores cannot mimic

complex structure of the selectivity filer in protein ion channels, their robustness may be

useful in understanding biological systems in a controlled environment. Because of 1) the

pore-size large enough for small ions such as K+ and C1- to migrate with little barrier, and



2) small aspect ratio (- 10 at most), characteristic transport time of the small ions is in ps-

ns range, which is far shorter than the equipment time resolution (- 4[ls). For this reason,

applications of the solid state nanopores have been focused on detecting and sizing larger

molecules (e.g. DNA139-142, polyethylene glycol1 43) which have longer transport time. The

Holy Grail in the nanopore sensing area is fast/accurate sizing and sequencing of DNA144,

and the technique is being developed by several companies for commercialization.

The nanopore sensor operates by change of ion current, or resistance, as the pore

is blocked by a blocker. The concept is show in Figure 35. Electrolyte solution (usually

KCl aqueous solution) is placed on either side of the nanopore. Upon application of

electric field across the pore, small ions such as K+ and C1- electrophoretically migrate to

cathode (-) and anode (+), respectively, contributing to the baseline ion current. The small

ions therefore are charge carriers when the pore is open (step 1 in Figure 35a-b). When a

large ion or molecule (red ball, Figure 35a) enters the pore, the ion current drops sharply

by AI (step 2) where AI corresponds to flux of charge carriers through the pore at ON

state. While the blocker is being translocated, the current remains at OFF state. Duration

of the blocked state is the dwell time (tdwell) of the blocker, from which the velocity and

thus the mobility of the blocker can be estimated. As soon as the blocker leaves the pore,

there is a sharp current recovery to the baseline (step 3) because the pore is back to the

ON state allowing flow of the charge carriers (step 4). An all-point histogram can be

generated from the nanopore current response (right, Figure 35b). Each peak in the

histogram represents a pore state, and average current decrease (AI) due to pore-blocking

can be obtained from the distance between peaks. A single nanopore switches between

two states, ON and OFF. Hence, presence of n peaks in the histograms suggests there are

at least n-1 nanopores in the system.
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Figure 35. Basic operation of a nanopore sensor. a) Current is carried by small charge
carriers (blue) while large molecules (blockers, red) block the pore. b) Current response.
Baseline current is carried by charge carriers (state 1, 4). When the pore is blocked, the
current decreases by AI (state 2, 3). All-point-histogram shown on right shows two
distinct peaks which correspond to either open or closed state. n peaks suggest there are
at least n-1 nanotubes in the system.

The nanopore blocking events can be simulated using rate constants for the

blocker-in (kin) and blocker-out (kout). We assume that pore-blockings and openings from

a pore are not affected by the presence of other pores. Simulated events for blockers with

mobility of 10-6 m2/Vs translocating through a single 500 [tm-long pore are shown in

Figure 36a. Rate constants of kin = 0.5 s- 1 and kout = 1 s-' are used, and AI is assumed to

be 0.1 (arbitrary unit). As expected, the current transition takes place between only two

states for the case of a single pore. When there are 3 pores in the system, 3+1=4 current

states in total are observed (Figure 36b). Hence, by comparing the simulation with

experimental values of dwell time and open-channel lifetime, one can estimate the in/out

rate constants for a specific blocker. It may be possible to use this information to identify

various blockers such as DNA with different lengths and sequences.
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Figure 36. Simulated pore-blocking events for 1 pore (top) and 3 pore (bottom) systems.
(pore length = 500 tm, blocker mobility = 10-6 m2/Vs, electric field = 103 V/m, kin = 0.5
S-1, kout = 1 s- )
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A dwell time histogram can be generated by counting enough pore-blocking

events. The tdwell is determined by the pore length and the mobility of the blocker, which

has to do with the blocker size with respect to the pore diameter as well as chemical

interaction between the two. The tdwell histogram shows a maximum at average tdwell and

with only few or zero counts near time zero. What determines the peak width and the tail

is the kinetics of the blocker escape (kout).

Distribution of the open-channel lifetime (open period between blocking events)

can be quite different from that of the tdwell because no minimum time might be required

for blocker entrance. We limit our discussion in this paragraph only to single-pore

devices. The ion current response will fluctuate only between two states. By looking at

distribution of the open-channel lifetime, we can gain some mechanistic insight. The

distribution is largely affected by how many open states are present. Let's first consider

the case of single open state. The pore at closed state (C) changes to open state (0) with

rate constant, kout, and O becomes C with rate constant, ki (Figure 37a). Probability

density function (PDF) for this case is fl(t) = kle-klt 145 As shown in Figure 37b (blue), the

distribution is maximal at time zero and decreases exponentially. There are cases when

the blocker is going through different open states, whereas apparent ion current we

measure remains stable at constant ON current. For example, a blocker can be either in

bulk solution or interacting with functional groups at the pore-mouth. The ion current can

still be ON as long as the blocker stays outside the pore, but obviously the blocker is in

two different states (two open states, 01 and 02). If rate constants are kl and k2 for 01 -

02 and 02 - C, respectively, the PDF is a convolution of the two steps because they

must occur in series. The PDF for the two open states is f2(t) = klk 2/(kl-k 2)e-k2t - e-kit 145

The distribution is now skewed and shows a maximum (Figure 37b, green). Note the PDF

is zero at t = 0. This means non-zero time is required for a pore to go through two open

states in series. The PDF for three open states (O1, 02, and 03) are further shifted to the

right for the same reason (Figure 37b, red). In the literature, presence of two open states

is observed in glutamate-gated channels in locust muscle membrane. 146 It should be noted

that the distribution becomes broader and more symmetric as more open states are added.

In case the distribution obtained by experiment is highly symmetric and narrow, however,



this approach cannot be applied because physical meaning of each state will be lacking as

more open states are added.
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Figure 37. Probability density functions for open-channel lifetime. Open-channel
lifetime at maximum probability density increases with number of open states.

1.2. Stochastic resonance

In most dynamic systems noise can bury signals and therefore is something to be

removed or minimized especially when detecting small signals. However, there are cases

where having noise can actually be beneficial in enhancing the signal-to-noise ratio.

Stochastic resonancel 47 is a phenomenon in which otherwise hard-to-detect weak signal

is amplified by the noise either inherent to the system or externally added. There are three

essential elements of the stochastic resonance: 1) presence of a threshold or energy

barrier, 2) weak signal input (periodic or aperiodic), 3) noise in the system (added or

inherent). 148 Since the stochastic resonance was first described by Benzi et al. 147 in 1981,

the phenomenon has been not only found in many biological and non-biological systems

but utilized to amplify weak signal in noisy synthetic systems.

Figure 38 illustrates the concept of the stochastic resonance. Let's consider a ball

(shown red) sitting in one of the two potential wells at x=-1 in a bi-stable system (Figure

38a). The ball must overcome an energy barrier in order to move to the other potential

well at x=l. When both of the potential wells are periodically driven up and down, the

. ..........



barrier height will move up and down accordingly. If amplitude of the periodic forcing is

not strong enough, the ball won't be moved to x=l (Figure 38b). However, when some

noise (shown as double-sided arrows in Figure 38c) is added to the same system, the ball

can cross the barrier and move between x=-1 and 1. Note that by adding noise we are able

to amplify a weak input signal (weak periodic potential fluctuation) to a large output

signal (transition between potential wells).

A B C
1.2 Without noise With noise

1 U(x)= -1/2x 2 + 114x 4

0.8 k

D 0.6

0 0-0.

-0.2- Ibarrier
-0.2

-0.4
-2 -1 0 1 2

x(t)
Figure 38. Basic concept of stochastic resonance. a) A bi-stable system with potential
U(x). A particle (red) placed at x=-1 must overcome the energy barrier in order to move
to potential well at x=l. b) Periodically driven potential. The particle cannot overcome
the barrier without any noise (left). With added noise, the particle can move back and
forth (right)

Mathematically the stochastic resonance can be best described by Langevin

equation for a periodically driven bi-stable system. Langevin equation for this system is

shown below 147

dx = [x(a-x )+AcosQt]dt + edW

The term x(a-x2) is a derivative of a bi-stable potential 1/2ax 2-1/4x 4 , and Acosnt is a

periodic forcing, where a and A are constants. W represents a Wiener process with a

determining the noise level. The periodic forcing Acostt is plotted in Figure 39a, along

with solutions of the Langevin equation, x(t), plotted in Figure 39b at 4 different noise



levels (e = 0.15, 0.21, 0.27, and 0.39 from top to bottom). When the noise level is low (e

= 0.15) the system stays in one potential well (x=1). The case is the same as in Figure

38b. A few transitions between x=1 and -1 occur at higher noise (C = 0.21) although not

as frequent as the periodic forcing. At higher noise, E = 0.27, the transition frequency

almost matches with the driving frequency, and the signal-to-noise ratio is maximized.

Adding more noise to the system (6 = 0.39) causes too-frequent transitions and poor

signal-to-noise ratio.

When the x(t) is highly synchronized with the periodic forcing (as in e = 0.27),

dwell time histogram will show a single peak at T/2, where T is a period of the forcing.

As the system deviates from perfect synchrony, multiple peaks will appear in the dwell

time histogram at odd multiples of T/2.149 This is because if a transition is once missed,

the system must wait for the next forcing period.
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Figure 39. Solution of Langevin equation, dx(t)=(x(a-x 2)+Acos(Qt))dt+FdW(t) as the
noise level increases (E = 0.15, 0.21, 0.27, 0.39 from top to bottom). A=0.12, a=l,
K2=0.001. Signal-to-noise ratio (S/N) is a function of noise showing maximum at E = 0.26
in this example. "S/N tuned in to noise" is a signature of stochastic resonance.

The concept, when first introduced by Benzi147, was used to explain periodic

recurrence of ice age every 100,000 years. The glaciation was explained to occur when
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weak periodic wobbling of earth orbit around the sun is amplified by synergistic

interaction with inherent noise such as daily/monthly weather change.

Stochastic resonance is found in many biological systems as well. Sensory

neurons fire above a threshold and can detect environmental changes even in noisy

environment. 150 Douglass et al.' 5 1 used a mechanoresonator to apply periodic water

vibrations to crayfish tailfin, where vibration of hairs can be transferred to sensory

neurons to detect the water vibration. They found that the water vibration alone was not

enough to cause neuron firing. When the noise was added, however, the neurons fire

periodically at optimal noise level. The experiment explains how the crayfish detects

water vibrations created by its predators. Mechano-sensory systems in crickets use the

stochastic resonance to protect from wasps. 152 Rather than for protection, paddle fish use

the stochastic resonance to detect electric signals from its preys, planktons.153 The

phenomenon was observed in ion channels as well. Bezrukov et al. demonstrated noise-

induced large increase of signal-to-noise ratio using voltage-dependent ion channels

formed by peptide alamethicin. 154 Hidaka and co-workers 155 found evidence of functional

benefits of noise in the brain. They showed that homeostatic function in the human blood

regulating system could be enhanced by adding noise. The result suggests it may be

useful for biomedical applications such that externally added noise aid patients suffering

from brain dysfunction. Another example of stochastic resonance can be found in human

visual perception. Simonotto et al. 156 reconstructed a picture drawn in gray into a picture

with black and white pixels. When noise, 4, is added to the original gray color, I, if the 4

+ I is smaller than a threshold, the pixel was colored white. If the value is above

threshold, the pixel was colored black. They found that there is an optimal noise level at

which the best contrast for perception is achieved.

1.3. SWNT as a molecular transporter

Carbon nanotubes have atomically smooth surface and are predicted to be

frictionless pipes due to graphitic surface where molecular corrugation is minimized by

high density of atoms.' 57 The result is a velocity slip at nanotube-molecule interface

which will significantly enhance the molecular motion especially for channels with



confined geometry. Both experimental and theoretical results have shown much faster

molecular transport than what is expected by continuum hydrodynamics. 45 Molecular

motion along the carbon nanotubes exterior has been experimentally observed in several

systems. 158-160 Numerous theoretical 161-163 and experimental45,164-168 work demonstrate

fast filling and transport of molecules through the interior of carbon nanotubes. However,

all of these reports are based either on multi-walled carbon nanotubes where the

Poiseuille flows maintain a parabolic velocity profiles' 57 or on thin membranes of

double/single-walled carbon nanotubes where the flow rate is limited by a large pressure

drop. SWNT are unique because both the exterior and the interior are available for

molecular transport. Diameter of the SWNT interior is only 1-2 nm, and thus provides

unique opportunity for studying transport phenomenon at single molecule resolution,

although constructing a reliable experimental platform has been challenging. In real

applications as molecular transporter, a bundle or membrane of SWNT might need to be

used to get enough molecular flux. However, it is important to understand the science at

the level of individual nanotubes.

Carbon nanotubes are considered to be hydrophobic, and surfactants or polymer

wrapping is required for suspension in water. However, the hydrophobicity is a

macroscopic concept and may not be applicable at nanoscale. 16 2 As a good example the

contact angle of water on graphite, which is 80-90, tends to decrease as the droplet size

decreases. This explains the fast filling and transport of water in multi/double-walled

carbon nanotubes. Molecular dynamics simulation predicts the filling of a first water

molecule is not favorable thermodynamically, but filling the whole nanotube is

favorable. 169 Without any applied electric field the motion of water molecules inside the

SWNT is diffusive. The mode of diffusion can be Fickian, single-file, or ballistic. The

Fickian diffusion where molecules pass each other chaotically may not be a main

diffusion mechanism in SWNT interior due to the confinement. It is difficult for the

water molecules to pass each other in the SWNT interior, and the diffusion can be single-

file. If the movement of the confined water molecules is highly coordinated, the diffusion

can be ballistic. 162 The three diffusion mechanisms can be mathematically described as

below.162



dr2 - dt Fickian

dr2 ~ dt 1/ 2  Single-file

dr2 - dt Ballistic

dr2 is mean square displacement, and dt is time. Experimentally showing which

mechanism is dominant will be difficult.

Experimentally studying molecular transport through the interior has been

difficult due to equipment limitations and difficulty in fabricating reliable platform. For

this reason, most studies of the interior transport have been done theoretically or using

molecular dynamics (MD) simulations. Many researchers predict fast water transport

through SWNT. Aluru group explains the orientation of -OH in water molecules pointing

toward the nanotube wall as well as the reduced hydrogen bonding near depletion region

are the main reasons of velocity jump at the wall. 170 Water molecules confined in a

nanochannel such as SWNT can form a lD water wires. It has been known that proton

conduction along the lD wire occurs by "hop-and-turn" Grotthuss mechanism 71 and can

be highly efficient. Fast proton transport through SWNT was predicted by several

researchers including Dellago et al. 172 Theory also predicts that water inside the nanotube

can from an ice-like phase. 173 This further supports the fast proton transport through

SWNT because it is well known that the proton conduction is faster in ice than in

water. 174

Nanotube exterior can be used for molecular transport. Zettl group demonstrated

that pellets of indium metal on the exterior of multi-walled carbon nanotube (MWNT)

can move along the surface by electromigration.158 Temperature increased by high

current (- 50 [tA) can easily reach the melting temperature of the indium and facilitate

the migration. They were also able to reverse the migration by changing the current

direction. The electromigration was observed in SWNT network as well. Kuo et al.

placed a droplet of water or glycol, and demonstrated the droplet moving toward anode

(i.e. in the direction of electron flow). Thermophoresis is another mechanism of the

external transport. Barreiro et al. 159 removed an outer shell of MWNT by electrical

breakdown, except the region where a metal cargo was attached. The cargo moved as the

current flowed. However, the cargo direction was independent of the current direction,



suggesting that the transport is driven by temperature gradient rather than flow of

electrons.

The interior of carbon nanotubes can be filled as shown in SWNT peapods 75 -177

Several groups experimentally demonstrated interior molecular motion. However, most

of the measurements were performed using either individual MWNT or membranes of

DWNT/MWNT. A single MWNT (diameter 60-160 nm) embedded in a 1 km-thick

epoxy film can be used as a Coulter counter for polystyrene nanoparticles.1 78,179 Basic

principle of operation is the same as the nanopore resistive sensors. Ion current through

the MWNT drops as nanoparticles block the pore. Since the current decrease (AI) is

proportional to the nanoparticle-to-nanotube diameter ratio, the device can be used to

count and size the nanoparticles. Yan et al. 180 observed translocation of individual DNA

using silica nanotubes. They observed both positive and negative AI as the DNA goes

through. They attributed this ionic current crossover to the introduced counterions to the

nanotube due to surface charges on DNA.

Vertically grown MWNT or DWNT can be sliced into a membrane for studying

the interior transport. Hinds group measured flow rate of water and several hydrocarbons

through a MWNT membrane upon application of pressure, and demonstrated enhanced

flow with slip length of 3-70 ptm. 166 Holt et al.45 took a similar approach to demonstrate

fast water and gas transport through a DWNT membrane. The slip length in their system

was 140-1400 nm. Fornasiero et al. 167 demonstrated that these membranes can effectively

reject ions from entering the pore. The % rejection values were reported for several ions

dissolved in water. The results indicate that membranes of vertical carbon nanotubes can

find applications in water desalination and purification.

So far only TEM studies allowed real time imaging of molecular motion inside

the nanotube. A short nanotube capsule inside a longer host nanotube was shown to move

back and forth along the tube axis, which the authors called linear molecular motor.18 1

MD simulation suggests the motion is driven by thermal energy provided by high power

electron beam during TEM imaging. As shown in the exterior transport, the

electromigration can be used for interior transport as well. Zettl group was able to move

iron nanoparticles back and forth inside a MWNT at -25 [im/s, and proposed an

application in archival memory devices.' 82



All of the experimental work on molecular transport in the nanotubes either used

multi-walled carbon nanotubes with dimension much larger than the molecular size or

performed ensemble measurements using membranes. None to date have experimentally

confirmed interesting transport properties of SWNT predicted by theory such as fast

proton transport, fast ion transport, rejection of ions, etc. Understanding the transport at

the level of single molecule and single SWNT is important for future SWNT applications

as molecular transporter.

Chapter 2. Preventing exterior transport of ions

Since molecular transport along SWNT can occur both externally and internally,

in order to study the interior transport it is important to verify whether there is any

exterior transport in our system. If the exterior transport does exist, it must be prevented

to unambiguously study the interior transport. In this chapter, we show that aqueous

solution of ions can transport along the exterior of SWNT. The exterior transport can be

suppressed by covering the exterior with thin films of electrochemically inert materials.

2.1. Evidence of molecular transport on SWNT

It is crucial to carefully design an experimental platform to quantify transport of

small amount of molecules. We have decided to use CVD-grown nanotubes rather than

solution-processed ones. CVD-SWNT have advantages in easy alignment, ultra-long

growth, free of surfactants on their surface. Nanotubes directly grown on a silicon

substrate are also more suitable for micro fabrication process. We were able to grow cm-

long and aligned nanotubes using laminar flow of CH4 and H2 as shown earlier.

Figure 40 shows our experimental platform to verify whether there is any external

transport. Aligned nanotubes are grown by CVD on a silicon substrate. Center portion of

the substrate is then protected by photoresist, followed by oxygen plasma etching to etch

out nanotubes in unprotected region. Removing the photoresist in acetone leaves open-

ended nanotubes about 2 mm-long (Figure 40a). An SEM image after the plasma etching

clearly shows etched nanotubes (Figure 40b).
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Figure 40. Device fabrication to verify external molecular transport. a) A film of Fe

catalysts is deposited at on end. Aligned array of SWNT is grown by CVD, followed by

plasma etching to open the ends. Tube length for this study is about 2 mm. b) SEM image

of etched nanotubes.

We have performed a proof of concept experiment where NaCl aqueous solution

is used for transport. Several aligned nanotubes are grown on a silicon substrate, and both

ends are opened by oxygen plasma etching as shown above. With a NaCI droplet at one

end and a water droplet at the other end, electrical bias is applied across the droplets

(Figure 41 a). Initially the current rapidly decreases (data not shown). This initial decay is

associated with ion consumption at the Pt electrodes (H30' at cathode, C1- at anode). As

charges are built up in each droplet, further ion current is suppressed unless there is an

ionic transport between the droplets. Therefore, the current increase in Figure 41b is an

indication of ion transport along the nanotubes. We have applied the bias until both

droplets become dry and found salt crystals in water side (SEM image, Figure 41c).

Elemental analysis by energy dispersive X-ray spectroscopy (EDX) proves the presence

of Na (33 atomic %) and Cl (37 atomic %) transported along the nanotube surface

(Figure 41d). The transport of ions can be either internal or external, or a combination of

both.
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Figure 41. Evidence of ionic transport through SWNT. a) Initial experimental platform
for the study of electroosmosis, b) Typical ion current from the system in a), c) SEM
image of NaCl crystals found in the dried water droplet, d) EDX confirms the NaCl
transport

Electroosmosis is the motion of polar molecules along a narrow channel in the

presence of electric field. It has been widely studied for capillary electrophoresis for

separation pursposes. 183,184 In our system water or NaC1 aqueous is placed at both ends of

aligned and open-ended SWNT, and an electrical bias is applied across the liquid droplets

(or reservoirs). Studies of electroosmosis in SWNT has been limited to molecular

dynamics (MD) simulations 185 ,186 , and experiments are again performed using a

membrane of multi-walled carbon nanotubes 87' 188. In the experiments shown in Figure

42, the interior transport, if there is any, should occur mainly by the electroosmosis.

Unlike electrophoresis where ions migrate to the electrode with opposite charge to

themselves, the electroosmotic flow causes both cations and anions move in the same

direction due to confined geometry. Exterior transport of ions on a surface occurs by

surface diffusion, molecular layering 189 of liquids, and electrophoretic force. With an

electric field applied, cations and anions on a large surface move in the opposite

direction. However, the situation can be quite different for the case of nanoscale objects.
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The EDX result suggests that migration of both anion and cations is unidirectional on

nanotube exterior.

2.2. Evidence of exterior molecular transport on SWNT

We have verified that there is a significant contribution of external molecular

transport to the ion current when carbon nanotubes bridge the droplets. SWNT array is

etched so the length is 1 mm. 3M of NaCl aqueous solution is dropped on both ends of

nanotubes, and 40 V is applied across the droplets until both become dry. Figure 42a is an

SEM image of the sample after the experiment. Bright lines are observed along the

nanotubes, and zoom-in of the anode (-) side shows NaCl crystals formed on nanotube

surface (inset). Crystals do not form on nanotubes on cathode (+) side at this

experimental condition. Bright lines could indicate the path of ion transport, which is

along the nanotubes, and the crystal on nanotube is a direct proof of exterior transport.

We find that the exterior transport can be prevented by covering the nanotube surface

with another material. Similar experiment was performed with a 60 nm-thick layer of

gold or SiO2 on top of the 2 mm-long nanotubes. SEM image in Fig 42b clearly shows

that only the uncovered region has bright lines along the tubes. If the bright lines are

caused by molecules/ions carried along the SWNT exterior, the result confirms that the

exterior transport can be suppressed by covering the exterior. Low ion current when the

surface is covered further supports our claim. It should be noted we have demonstrated

only the exterior transport, and the presence of interior transport is still unknown.
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Figure 42. Evidence of external ion transport. a) 40V was applied across 3M NaCI
droplets at each ends of 1 mm-long SWNT array. SEM image after the experiment is
shown. Crystals form along the nanotubes (inset). b) Bright lines do not connect all the
way when the nanotubes are covered.

2.3. Problems caused by exterior transport of ions

Although this experimental platform gave us useful information about the exterior

transport of ions on nanotubes, it also has several problems which prevent us from

exploring the interior molecular transport and the electron wind force idea. One of the

problems is the nanotube damage during the experiment as shown in Figure 43a-b. We

find that many nanotubes are cut during the experiment. Careful examination in SEM

tells that the damage occurs at substrate-air-nanotube interface. Repeating the experiment

under nitrogen blanket does not prevent the damage.
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Figure 43. SEM images of nanotubes after the transport experiment. a) nanotubes are cut
at wafer-water-air interface. b) Zoomed in images of damaged nanotubes.
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Figure 44. Exterior transport damages electrodes as well. a) Water droplet is placed at
one end of SWNT while electrical bias is applied at the electrodes. Current became zero
-75 s after dropping water. b) SWNT across electrodes before the experiment, c) SWNT
after experiment, d) Holes at nanotube-electrode junctions, and damaged nanotubes



The exterior transport damages the electrode-nanotube contact as well. The

experimental platform is drawn in Figure 44a. Source (S) and drain (D) electrodes are

deposited on the unopened nanotube array. With a bias (Vd=-IV) across the electrodes a

drop of water is placed at one end of unopened nanotubes. Surprisingly, the current

dropped to zero after - 75 s. SEM images before (Fig 44b) and after (Fig 44c) the

experiment again show the bright regions along the nanotubes, an indication of the

exterior transport. Curiously, the bright lines can be observed from nanotubes between

the two electrodes, and large bright spots are found at nanotube-electrode junctions. The

results suggest that the current drop could be due to penetration of water through the

electrodes. By carefully examining the nanotube-electrode junctions we have found

several holes at the junctions, an indication of electrode damage perhaps by

electrochemical reaction with water and ions. For some SWNT-electrode contacts that

remain undamaged, nanotubes are found to be damaged. This type of device failure has

not been reported in any of the nanotube publications. In order for the electrode damage

to occur water molecules need to spontaneously reach the SWNT-electrode junction by

molecular layering on SWNT surface. Brochard 90 modeled the spreading of liquid drops

on thin cylinders. The governing parameters are the "spreading coefficient", S, and the

critical value of it, Sc.

S = 7so - 7SL - 7Y

Sc = 3/2y(a/b)2/3

where Yso and YSL denote the interfacial energies between solid/air and solid/liquid,

respectively. y is the liquid/air interfacial tension. a and b are respectively the molecular

size and the cylinder radius. When S>Sc, the molecular layering proceeds to the entire

cylinder length. For SWNT Sc/y - 1 since b/a - 2.5. The theory does not explain our

results since S<Sc if we use y values from the existing literature which was obtained from

large amount of nanotubes (bundles or films). As discussed earlier, there may be

significant difference in the surface tension between bulk and individual nanotubes. More

study is needed to understand the molecular layering on the SWNT surface, but it is

beyond the scope of our study.



Chapter 3. Interior transport of ions: stochastic resonance in SWNT ion
channels

Rhythmic behavior and synchronization with internal/external stimuli are

observed in both biological and non-biological systems in nature: heartbeat 191, light-dark

cycle' 92 , brain wavesl 93, recurrence of ice age 47 , dynamics of animal population 94 , etc.

In human body disruption of the rhythm is associated with diseases and symptoms such

as insomnia, sinus node dysfunction, and Parkinson's disease 95. Medical devices

including pacemaker and ventilator electrically/mechanically drive an arrhythmic body

part at a desired frequency and help it re-synchronize. Understanding and devising the

rhythmic process in a synthetic system, especially at small scale, is therefore not only of

great scientific interest but important for potential applications in portable, implantable,

and energy efficient biomimetic oscillators. However, it has been difficult to artificially

mimic this spontaneous and complex rhythmic behavior.

Single walled carbon nanotube (SWNT) is a nanoscale tubular carbon material

with both exterior and interior surfaces. Since the discovery of the SWNT in 1993196, vast

majority of studies have focused on the exterior due to easy access for modification and

characterization. Properties of the interior, however, still remain largely unknown. TEM

studies verified that the SWNT interior can be filled as shown in SWNT peapods 175 and

SWNT with a single organic molecule 97 . Ensemble measurements from membranes of

double and multi-walled carbon nanotubes demonstrated rejection of ions' 67 as well as

fast transport of gas and water4 5,19 8, which agree well with theoretical predictions' 62,199

As for the motion of individual ions along individual nanotubes, however, there have

been only speculations based on molecular dynamics simulations 186. Theory also predicts

fast proton conduction along the SWNT interior 172, but no experimental evidence has yet

been provided.

3.1. Reliable experimental platform for the study of interior transport

We have designed an experimental platform by which the interior transport can be

unambiguously characterized. The process is shown in Figure 45. First step is to grow an

array of ultra-long aligned nanotubes using CVD as described earlier (SEM image). We



follow the procedure in Lin et al. 200 to fabricate an epoxy structure with two

compartments using photolithography. SU-8 2050 was poured and spread onto a silicon

wafer with 300 nm thermal oxide at 80 oC so the epoxy thickness was about 1.5 mm.

Temperature was raised slowly up to 120 oC. After 8-10 hr of annealing the substrate was

removed from the hotplate and cooled down to room temperature. A structure with two

compartments was patterned by UV exposure at 4.5 mW/cm 2 for 30 min. Developed

structure was then released in HF solution. The released structure was placed onto the

SWNT sample, and UV glue was dropped at the structure-wafer interface. The glue fills

in the gap between the epoxy and the substrate by capillary action. The sample was then

exposed in UV to cure the glue. Next step is to open both ends of nanotubes in oxygen

plasma. The epoxy structure in this step serves both as a mask during the plasma etching

and as an efficient blocker of the exterior transport. The compartments were then filled

with aqueous ionic solution (NaCl, LiCl, KC1). Ion current was monitored with electric

field across the reservoirs (Axopatch 200B, 2 kHz Bessel low-pass filter, 250 kHz

acquisition frequency).

Open nanotubes
(oxygen plasma)

Epoxy structure I

Bonding
(UV glue)

Catalyst

Aligned single walled carbon nanotubes

Ag/AgCI
H/ Ionic solution

20 pm
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Figure 45. Experimental platform for studying interior transport. Ultra-long aligned
nanotubes are grown on a substrate by CVD. Patterned epoxy well is glued onto the
substrate. Tubes are then open in plasma etching. After filling both compartments with
ionic solution, electric field is applied with ion current monitored in real time.

It is important to understand migration of which ions is causing the current that

we measure. Figure 46 is a side view of our experimental platform. Ionic solutions of

NaCl, KC1, or LiCl are connected via array of open-ended SWNT. Ag/AgC1 electrodes

are used to apply electric field across the reservoirs. Using Ag/AgC1 electrodes

minimizes the electrode polarization and therefore allows stable ion current measurement.

Electrode chemical reactions at cathode and anode are shown below.

Cathode (-): AgCl(s) + e - Ago(s) + Cl-(aq)

Anode (+): Cl-(aq) + Ago(s) -4 AgCl(s) + e

Choride ions are consumed at anode (+) and released from AgCl at cathode (-). For

channels much larger than the size of ions, there will be counter-migration of cations

(Na , K+, or Li+) and anions (C) to the electrodes with opposite polarity. However, for

single walled carbon nanotubes with the diameter comparable to the size of individual

hydrated ions, the ion migration may experience some resistance. We need to consider

charges at the pore-mouth as well as the dehydration energy barrier to verify which ions

will be translocated. Details will be discussed in the following chapter.

Ionic solution

Cathode (-) (NaCI, KCI, LiCI) Anode (+)
Epoxy barrier

Ag/AgCI e e Ag/AgCI

Silicon substrate Open nanotubes
Figure 46. Side view of our experimental platform. Two reservoirs of ionic solutions are
connected via open nanotubes. Cl- is released at cathode (-) and consumed at anode (+).



3.2. Interior transport of individual ions

Figure 47a is a current trace at 0.3 V (600 V/m) across reservoirs of 1M NaC1

connected via arrays of 500 [tm-long nanotubes. As well documented in the studies of

biological ion channels and solid-state nanopores144' 20 1, sharp decrease (recovery) of the

ion current is a signature of stochastic pore-blocking (opening). The step height, or the

conductance decrease (AG), is the amount of reduced flux of charge-carrying species

upon pore-blocking. Velocity and thus the mobility of the blocker, in case the blocker

translocates through the nanotube, can be estimated from the width of the downward

peaks, or the dwell time. Each peak in all-point histogram (Figure 47a, right) corresponds

to a pore-state. Presence of 3 major states suggests the events are from at least 2

nanotubes. We noticed that there is a threshold voltage above which the pore blocking

events are first observed. For each sample there is an optimal voltage to observe the

events, and we tune to this region each experiment. By carefully adjusting the bias we are

able to see current fluctuations between two states only of conserved AG (Figure 47b),

which is indicative of single-tube phenomenon 45

A 1 .i . i 165 pA

. 150 pA

10 -S 115 pA

3S
23.3 nA

Figure 47. Ion current from the device. a) Measurement with 1M NaCl on both sides at
0.3V. 3 peaks in all-point-histogram suggest that the pore blocking is caused by at least 2
nanotubes. b) Measurement with 1M LiCl on both sides at 3V. Current transition occurs
between only 2 states indicating the phenomenon is from a single tube.

Two critical questions need to be answered: 1) what carries the current, and 2)

what blocks the current. Current level with and without any added salts is comparable to

each other. This means only H+ and/or OH- are candidates for major charge carriers.
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Estimated velocity of the charge carriers from the AG, if the carriers have to physically

move through the tube, turns out to be unrealistic. In ion channels where the majority

charge carriers are ions, the conductance increases with the ion concentration as observed

in all the sold state nanopores 138,202 and nanofluidic channels 203. In our system, however,

the trend is opposite as shown in Figure 48. The result suggests that neither Na nor Cl is

the majority charge carrier through the SWNT interior, and agrees with theoretical

prediction 199,204,205 and experimental demonstration 167,206 of ion rejection at nanopore-

mouth. Therefore, H and/or OH- are the major charge carriers. Several researchers

predict much faster proton conduction along the 1D chain of water molecules inside the

SWNT than in the bulk' 72. As previously discussed, the proton conduction can occur via

"hop-and-turn" Grotthuss mechanism along the water chain 17 1, and does not require

physical translocation of protons. Since this mechanism does not occur for the transport

of OH, OH- must to be translocated through the nanotube. Velocity of a hopping proton

for a SWNT with 1.5 nm diameter, estimated using water density of 0.87 g/mL 162, is - 2

x 10-2 m/s. Assuming single occupancy of the OH in a SWNT, a current decrease of 100

pA upon pore-blocking corresponds to velocity of 3 x 105 m/s, which is unrealistic. This

high charge carrying rate can only be explained when the carrier displaces one already in

the tube (concerted mechanism). The ends of nanotubes, when etched in oxygen plasma,

are known to have carboxylic acid groups with pKa of about 4.5207 . Hence, at pH -5 in

our experiment the entrance barrier will be higher for the OH-. From the estimations

above we have concluded that the protons are the major charge carriers in our system.

300

250

200

C 150 Water

0 100 1M NaCI

0
0 200 400 600 800 1000 1200

Voltage (mV)

Figure 48. IV curves from one of the devices measured with and without NaC1.
Conductance decreases when NaCl is added to the system suggesting little contribution of
Na and Cl- to the ion current.
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We find that both the nanotubes and salts are required in order to observe any

blocking events. The results suggest that blockers are the ions from the added salts

(cations and/or anions), and the conduction path blocked by the ions is the interior of

carbon nanotubes. We repeated the experiments using a solution with large cations, 1M

tetramethylammonium (TMA) chloride. Because the large TMA+ (crystallographic

diameter 0.7 nm) will not be able to enter the nanotube, the experiment will verify

contribution of Cl-, Ag+ (dissolved from Ag/AgCl electrodes) and other impurities in the

solution to the pore-blocking. As shown in Figure 49, no blocking-events suggest that

none above are the blockers. The result can be attributed to repulsion of anions from

negatively charged pore-mouth as well as low concentration of Ag+ (- 10-5 M based on

Ksp of AgCl = 1.8 x 10-'0) and impurities.

L I 1 M tetramethylammonium chloride
0

50s

Figure 49. Ion current through SWNTs using IM tetramethylammonium chloride on
both sides of the SWNTs. No pore-blocking events are observed.

We have considered other possible scenarios of the pore-blocking. We first reject

the possibility of ion clusters blocking the pores since the diameter of clusters measured

by dynamic light scattering is about 500 nm, which is too large to block the tubes.

Precipitation of ions208, which might block the pore, does not occur because of high

solubility product (Ksp) of NaC1, KC1, and LiC1. Next, impurities in the solution are

considered. As discussed earlier, impurities in water do not cause any pore-blocking. No

blocking from the TMA-Cl suggests impurities in salts have little effect. No event from

the water and TMA-Cl removes the possibility of nanobubbles 209 as well. Ag and C1-

dissolve out from Ag/AgCl electrodes with Ksp of 1.8x10 -10 . [Ag'] is about 5 orders of

magnitude smaller than [Na+] and therefore is negligible. Once an ion blocks the pore, the

ion must translocate to the other side because the driving force of diffusing back to the

solution is relatively weak compared to high electric field across the blocker.

The presence of threshold voltage for ion entrance matches with theoretical

predictions in the literature. Ions need to shed hydration shells when entering a



nanochannell 99. In protein ion channels carbonyl oxygens minimize the dehydration

energy barrier 37 , whereas in hydrophobic nanopores such as carbon nanotubes enough

energy above threshold must be supplied to overcome the barrier. For the nanotubes in

our study, required free energy of permeation is 80-150 meV 199. The observed minimum

threshold voltage of 100 mV is within this range. Fornasiero el al. 167 have experimentally

measured % ion rejection by a nanotube membrane as a function of ion concentration and

valence. Rejection of anions on average was more efficient due to negatively charged

pore-mouth. Our system has ability of detecting a single ion and therefore allows accurate

estimation of separation factor. Complete rejection of ions can be achieved below the

threshold, and even the minimum separation factor (proton/alkali cation) is as high as -

6x10 7! Our device when scaled up can find applications in desalination of sea water and

water purification.

We are the first to experimentally detect transport of individual ions through a

solid-state nanopore. Two key elements in our nanochannel allow this measurement: 1)

diameter comparable to the size of individual ions, and 2) nanopore with the highest

aspect ratio ever tested. Single walled carbon nanotube is the only material with this

property. Characteristic transport time of an ion in our study is in the range of 100 ms.

The time for other nanopores with aspect ratio of at most 10, when linearly scaled back,

is only 2 pts, which is shorter than the time resolution of most equipments. For this reason

counting individual ions has been achieved neither in biological nor non-biological ion

channels. The current trace in our system resembles that of protein ion channels, but the

origin of the phenomenon differs intrinsically. KcsA K+ channel for instance can flow

about 108 ions/s in open state, and the current drops when the channel physically closes

via structural change of the protein 36. Conversely, in our SWNT channels charge carriers

in open state are protons whose flow is reduced upon blocking by a single ion.

Our ability to detect individual ions is assisted by extremely efficient proton

conduction through SWNT. The proton conduction is reduced upon ion entrance to the

nanotubes possibly due to 1) disrupted water chains, 2) reduced cross-section for proton

conduction, 3) water molecules dedicated to hydrating the ion than to proton conduction.

Since ions might partially block the proton conduction, we use the maximum AG (= 420

pS) to estimated the single-tube proton conductivity of 1.2x103 S/cm, about 4 orders of



magnitude higher than for the commercial Nafion membrane, and also the highest ever

achieved. To our knowledge this is the first experimental report of the fast proton

transport through the SWNT interior. With its chemical and thermal stability SWNT may

potentially replace current proton conducting polymers such as Nafion and find

applications in proton exchange membranes for direct methanol fuel cell.

3.3. Ion current oscillation due to rhythmic transport of ions

Occasionally we see highly synchronized and rhythmic transport of ions with

locked frequency. Figure 50 shows rhythmic pore-blocking events and resulting current

oscillations from IM NaCl, LiC1, and KCl translocating through nanotubes. Multiple

nanotubes are in the device, but oscillation between only two states ensures the single-

tube events although not clear whether identical nanotubes are involved across

experiments 45 . Except for the NaCl with a baseline drift, two states are distinguished in

the all-point histograms.

I M NaCI, 030 n-V

1M LiCI, 600 mV

0.5 s

1 M KCI, 500 mV

0.3s

Figure 50. Ion current oscillation showing rhythmic transport of ions. Dwell time, open-
channel lifetime, and thus the frequency of the pore-blocking vary between ions.

Average frequency of the oscillation can be obtained from fast Fourier transform

(FFT) in Figure 55a: 0.046 Hz for NaC1, 2.7 Hz for LiCl, and 8.1 Hz for NaC1. The

oscillation is fragile, but can be also stable for as long as several minutes counting

thousands of individual cations as shown in the following figures.
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Figure 51. Current oscillation when IM NaCl placed at both ends of open nanotubes.
Extended from the oscillation shown in Figure 50.
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Figure 52. Current oscillation when iM LiCl placed at both ends of open nanotubes.
Extended from the oscillation shown in Figure 50.
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Figure 53. Current oscillation when 1M KCl placed at both ends of open nanotubes.
Extended from the oscillation shown in Figure 50.

We used a custom Matlab code to extract the current change (AI), dwell time of

blockers ('dwell), and open-channel lifetime from each blocking event. Considering the

characteristic time of each event (- 100 ms) and the data collection frequency (250 kHz),

we trimmed the data by taking every 100-500 data point from raw data. Example

trimmed data from IM NaCI at 600 mV are shown in Figure 54a. Moving window

average of the slope was calculated with varied window size (Figure 54b). The slope can

be transformed into three states: 0 (stable ion current), -1 (current decrease due to pore-

blocking), and +1 (current restoration due to pore-opening) as in Figure 54c. For each

pore-blocking event, which can be described as a sequence of (-1)-(0)-(+1), dwell time of

i th event, Tdwell(i), corresponds to tl(i) - t-l(i). t+1 and t-l represent time for pore-opening



and closing, respectively. The open-channel lifetime for i th event is t-l(i+l) - t-i(i) -

Tdwell(i).
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Figure 54. Data processing in Matlab. a) Trimmed ion current data from IM NaCl 600
mV. Every 500 point is collected from the raw data to reduce the data size. b) Slopes
taken from the current trace above with window size of 10 data points. c) Trace in b) is
transformed into 3 states: 0 (constant current), -1 (pore-blocking), +1 (pore-opening).

Using the program described above, we have generated istograms of AG and ion

mobility from 42, 666, and 2469 pore-blocking events from NaC1, LiC1, and KCI,

respectively (Figure 55b). Distributions of the AG are Gaussian, but distribution of the

ion mobility (velocity per electric field) is skewed. Na+ has the smallest mobility values

(- 5x10 8- m2Ns) of all tested. Li K and K have mobility of - 5x10 -6 m2Ns on average

and of as high as - 2x10 -5 m2/VNs. We are the first to experimentally measure mobility of

individual ions through nanotubes. The values are 3 orders of magnitude higher than the

cation mobility in bulk water and the theoretical mobility through a 3 nm diameter

SWNT 1 86, both of which are around 10-8 m2/Vs. This high ion mobility is associated with

atomically smooth surface of the SWNT and the resulting velocity slip at the wall.
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Figure 55. Analysis of current oscillations. a) Fast fourier transform (FFT) of the
oscillations in Figure 50. b) Histograms of conductance decrease and ion mobility for
each ion.

AG versus mobility is plotted for each blocking event (Figure 56a). For the Li

(red), which has a wide mobility distribution, it is evident that AG and mobility are

inversely proportional to each other. Similar trend is also observed in the case of KC1.

We believe the AG to mobility ratio increases with ion/nanotube diameter ratio (i.e.

reduced cross-section area for proton conduction) as theoretically predicted in Liu et

al.210 and experimentally demonstrated in DNA passing through solid-state nanoporesl 42

Smallest AG values along with large variation in mobility for Li may be attributed to the

small diameter of Li' (0.12 nm). Mobility of Na , smaller by 2-3 orders of magnitude

than other cations, suggests the ion fits tightly inside the nanotube (Figure 56b).

However, further study using a single-tube device is required for clarification.
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Figure 56. Conductance decrease due to pore-blocking versus ion mobility, a) AG and
mobility are inversely proportional to each other. b) Small (large) ions fit loosely (tightly)
into the nanotube and lead to small (large) AG and high (low) mobility.

We have considered other possible mechanisms of the current oscillation. First,

the oscillation is not caused by rhythmic nanoprecipitation at pore-mouth208 because the

salts in our study have large Ksp and thus do not form precipitates. Fast transition at both

opening and closing is another evidence of rhythmic ionic translocation rather than

precipitation. Furthermore, the inverse relationship between AG and mobility (Figure

56a) can be observed only when the ions translocate. Ion clusters, if they ever form, will

have non-uniform size distribution and cannot explain the uniform dwell time distribution

in our study. Liu et al.211 proposed that in a nanochannel with diameter of 0.74 nm

dehydrated ions are stabilized by forming evenly spaced cation-anion pairs. Authors

predict higher frequency for smaller ions such as LiC1. However, nanotubes in our system

(d = 1.2 nm - 2.3 nm) are large enough to allow a few hydration shells, and the

oscillation frequency is higher for larger ions, KCl, than for the smaller LiC1.

Even with the same sample and ions properties of the current oscillation can vary.

In previous tests Na had a long dwell time of - 10s at 600 mV. Testing the identical

sample at 1 V causes oscillations with dwell time of 100 ms or shorter. We believe it is

due to the presence of multiple nanotubes in the sample (- 45 nanotubes). As the voltage

is varied, nanotubes with different diameter become resonant.
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Figure 57. Current oscillation from 1M NaCI at 1V. Properties of the oscillation in the
same sample vary due to presence of multiple nanotubes with different diameters.

The current oscillation in SWNT ion channels is a generic phenomenon, which is
observed in multiple samples. Current oscillations observed from another sample are
shown below. Again, varying frequencies and dwell times are due to multiple nanotubes
in the system.

< L
100 ms

200 ms

500 ms
500 ms

Figure 58. Current oscillation another sample tested using 1M NaCl at 200 mV.

Rhythmic process and synchronized behavior are ubiquitous in nature1 95 . If we

limit our discussion to cell membranes, blocking or closing events usually follow a

random Poisson process with exponential probability density. Only when the opening and

closing are highly cooperative do they show synchronous oscillations. Spontaneous

rhythmic oscillations are observed in calcium-regulated cation channel in skeletal

muscle2 12, pores of ATP synthase subunit C2 1 3 , and opening and closing of vesicles during
214

exo/endocytosis. Synthetic nanopore oscillators therefore can be applied to timing

circuits for pacemaking, or signal processing. Powell et al.208 reported the ion current

100



oscillation in a solid-state nanopore where transient nano-precipitation and dissolution of

divalent ions respectively blocked and opened the pore. Note that for all of the above

report the nanopore itself opens and closes, and we demonstrate the first synthetic

nanopore where rhythmic translocation of individual ions is detected.

3.4. Understanding the current oscillation: stochastic resonance

Stochastic resonance as a detection mechanism occurs when a sub-threshold

signal is amplified instead of obscured by environmental noise, allowing for

discrimination despite stochastic interference. There are many examples in biological

systems including crayfish detecting pressure waves generated by predators151, paddlefish

finding planktons' 53, human visual perception 56 , etc. The distinguishing attribute of these

systems is that the signal to noise of the sensory output increases to an optimum with

increasing noise, the signature of stochastic resonance. Bezrukov and Vodyanoy 154

reported that a collection of alamethicin ion channels constituted the simplest

experimental system capable of stochastic signal enhancement, but it remains an open

experimental question whether a single, static ion channel alone can demonstrate this

important function. A nanopore formed from the interior of a single walled carbon

nanotube has captivated the interest of many theorists, who have predicted enhanced

water permeation, large proton fluxes, ice like water phases, and high ion rejection rates.

However, experimentally it has proven difficult to observe single molecule transport from

a single isolated nanotube, despite success with macroscopic ensembles forming various

membranes for gas and liquid separations. In previous sub-chapters, single molecule

transport through the interior of a single carbon nanotube is studied for the first time,

revealing the highest proton conductivity experimentally measured to date. We observe

that this nanopore system can show oscillations in the electro-osmotic current, resulting

in rhythmic, mode-locked frequencies of ion transport. In this part of my thesis we

demonstrate that the oscillations arise from stochastic resonance. The results prove that

simple, single ion transport from an isolated nanopore is all that is needed to produce a

stochastic resonant mechanism, and they also open the door to new types of chemical

nano-reactors, nanofluidic conduits and single molecule sensors.
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As shown in Figure 37, simply adding more open states cannot describe the

oscillation observed in our system. When the system oscillates, both the dwell time

(Tdwell) and open-channel lifetime have narrow and symmetric distribution with maxima at

non-zero values. For the nanopores with high aspect ratio, sharp distribution of the dwell

time can be easily obtained due to minimum time required for translocation, Tdwell -

L/(EI), where L, E, [t denote pore length, electric field, blocker mobility, respectively.

However, narrow distribution of the open-channel life can be obtained only when the rate

of an incoming ion is highly synchronized with the presence of an ion already inside the

nanopore.

These oscillations are caused by a coupling between the stochastic pore blocking

and a proton diffusion limitation that develops at the pore mouth (Figure 59). As stated

before, the proton conductivity through the nanotube (- 103 S/cm) is substantially higher

than that of bulk solution (-0.03 S/cm215). Therefore, an unobstructed proton current in

the nanotube will necessarily deplete the proton concentration at the pore mouth.

Coupling occurs because the depletion increases the relative blocking ion concentration,

increasing its probability of partitioning into the nanotube, an extremely rare event

otherwise. Once the nanotube is blocked, the proton concentration at the pore mouth

increases rapidly while the blocking ion traverses the nanotube. When it emerges from

the other side, the proton current is restored, and a subsequent blocking event suppressed

by the initially high concentration of protons relative to blocking cations. Reformation of

the diffusion limitation at the proton flow is restored then allows this cycle to repeat

indefinitely. We constructed a stochastic simulation (Fig 59) with 6 equations and rate

constants.

kd k

/ Proton

SSWNT channelion A 2' SWNT channel 2d IPA
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Figure 59. Proposed mechanism of the current oscillation. Rnp is a near-pore proton
depletion region. We consider 6 reactions: 1) proton in with rate constant kl, 2) ion in
with rate constant k2, 3) proton out with rate constant kid, 4) ion out with rate constant
k2d, 5) and 6) proton exchange between Rnp and bulk solution with rate constant ks.

1) Proton in: Protons at near-pore region of radius Rnp (Hnp) enter the nanotube (T) with

rate constant kl and become protons inside the tube (Htube)

2) Ion in: Ions at the near-pore region (Inp) enters the nanotube with rate constant k2 and

become ions inside the tube (Itube).

3) Proton out: Protons inside the nanotube (Htube) translocate to the other side with rate

constant kid.

4) Ion out: Ions inside the nanotube (Itube) translocate to the other side with rate constant

k2d-

5) Proton exchange in: Protons in bulk (Hbulk) move into the near-pore region with rate

constant ks.

6) Proton exchange out: Protons in the near-pore region leave to bulk with rate constant

ksd-

k
1) Hnp + T , Htube (proton in)

k,
2) Inp + T - Itube (ion in)

3) Htubek (proton out)

4) Itube k2d (ion out)
ks

5) Hbulk rHn p5) (proton exchange)
6) Hnp Hbulk

Diffusion parameters (ks and ksd) are estimated from bulk proton diffusivities and

the pore mouth affinity. The blocking rate constant (k2) is small compared to the proton

value (ki). This system reconstructs the oscillation frequencies observed experimentally

for certain values of the proton partitioning rate constant, and also the Gaussian

distribution in arrival times observed during the oscillations events. The signature of

stochastic resonance is one where the signal to noise ratio of the system increases to an

optimal value upon increasing noise or random fluctuations. This is demonstrated in

Figure 60 by tuning the rate of proton partitioning (kl) into the nanotube, which controls
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the inherent noise in the system. A value of k, that is too large or too small to create the

resonance condition results in a blocking frequency that is Poisson-like and erratic. As k,

approaches an inherent resonance condition, the distribution of open-channel lifetimes

becomes Gaussian and narrow, and the blocking events occur with a locked frequency.

This mathematical system can reproduce the frequency values of the oscillations (Fig

61 a) by examining the FFT of the blocking cation occupancy.

We have made several assumptions.

- Assumption 1: kl >> k2 (Since partitioning of ions is a rare event due to the dehydration

energy barrier, it is reasonable to assume that the rate constant for the proton-in (reaction

1) is much larger than the value for the ion-in (reaction 2).)

- Assumption 2: Due to fast proton conduction there is a proton depletion region of radius

Rnp near the pore-mouth.

- Assumption 3: While the SWNT is occupied by an ion (Itube = 1), there is an

accumulation of protons within Rnp (increase the Hnp by 1).

- Assumption 4: Since ions require minimum time for translocation through SWNTs due

to high aspect ratio, there is a time delay of dwell time, Tdwell, in the reaction 4.

According to Gillespie2 16 time interval between each reaction is determined by

S= 1/atotaxlog(1/r)

where atotal = kiHnpT + k2InpT + kldHtube + k2dltube + ksHbulk + ksdHnp, and r is a random

number between 0 and 1. Which reaction to occur among the 6 reactions (= probability of

each reaction) is determined by (rate of each reaction)/atotal. The time delay, dwell, was

adopted from the dwell time distribution of the current oscillation shown in Figure 50

(Gaussian distribution with average 57 ms and standard deviation 14 ms). We ran

stochastic simulations using the Gillespie algorithm with time delay217 at varied values of

kj, the parameter that determines noise level in our system. The values used to obtain the

Figure 60 are Rnp = 200 nm, pH (bulk) = 5, ion concentration = 1 M, proton diffusivity

(bulk) = 10-10 m2/s, k2 = 10-4 S-1 , kld = 5 x 105 s-1, k2d = 500 s- 1, ks = 7500 s-1, ksd = ks/400.
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ki = 5 x 102 s-1 (off resonance)
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k = 5 x

Open-channel lifetime

10s s-1 (in resonance)

tube U -

kI = 5 x 106 s' (off resonance)

itube  0

Figure 60. Protons at pore-mouth (Hnp) and ion occupancy (Itube) with varied rate
constants of proton-in (kl). When kl is either too small or too large (top and bottom) the
Hnp and Itube do not oscillate as indicated by the exponential distribution of open-channel
lifetime. At optimal kl (middle), when the system is in resonance, Hnp and Inp oscillates
with locked frequency, and distribution of the open-channel lifetime becomes Gaussian.

A summary of the stochastic resonance appears in Fig 61 where the signal to noise of the

FFT fundamental is plotted versus ki. There is an optimal proton partitioning rate

constant (ki) that maximizes the coherent signal, and allows for oscillatory output.
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Figure 61. Signature of the stochastic resonance. a) FFT when the system is in resonance
(red) versus off resonance (gray). A sharp peak is observed when the system is resonant.
b) Signal to noise ratio (SNR) versus ki showing optimal value of kl at which the SNR is
maximized.
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We were able to generate histograms of dwell time and open-channel lifetime by

collecting enough counts from the simulation. As shown in Figure 62, our model can

almost accurately simulate the experimental results. The regular fluctuation of proton

concentration sets up a feedback loop thereby causing the ion current oscillation. It

should be noted that the major driving force of ion entrance is the proton depletion at the

pore-mouth. If the depletion region is removed somehow (e.g. stirring the reservoir or

testing at lower pH), ions won't be able to enter again due to kl>>k2.
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E 200-

100- 100

0.00 0.05 0.10 0.15 0.20 0.00 0.05 0.10 0.15 0.20
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Figure 62. Comparison between experiments and our model. a) Dwell time histograms.
b) Open-channel lifetime histograms. Our model can simulate the experimental results.

Figure 63 shows number of pore-blocking events at different voltages. For KC1,

LiC1, and NaCl optimal voltages at which the current oscillation is very stable are 500

mV, 600 mV, and 600 mV, respectively. The presence of an optimal voltage is different

from other nanopore systems in the literature where more blocking events are observed at

higher voltage. We believe this is a signature of the stochastic resonance discussed in

section 1.2. In our system, rather than varying the noise level to overcome a threshold,

the threshold or the bias is varied at a fixed noise level. This is the first time

demonstration of the stochastic resonance in synthetic nanopores.
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Figure 63. Number of pore-blocking events versus testing voltage. For each ion there is
an optimal voltage to observe stable current oscillation. This is a signature of stochastic
resonance in SWNT ion channels.

The stochastic resonance condition dramatically increases the single molecule

processing rate of the nanotube (- 480/min in resonance versus - 5/min off resonance).

This has implications for other nanopore systems, including DNA translocation and

sequencing, and Coulter detectors. The ice-like phase that forms in the nanotube interior

imparts the largest proton conductivity measured to date, opening possibilities for new

types of proton conducting membranes for fuel cells and catalysis. This work is the first

to demonstrate single ion detection in aqueous solution, and may allow for ultrasensitive

detection technologies for environmental or biological monitoring of ion types

differentiated by their dwell times. The experimental system here also provides an ionic

resonator or waveform generator to the emerging family of devices that use ions for

information processing, such as ionic transistors218, and rectifier circuits219. However, the

ability to manipulate single small molecules (albeit only ions demonstrated in this work)

may allow for the construction of chemical reactor devices that process single molecules

at a time. The stochastic resonance condition necessarily ensures that only one molecule

occupies the nanotube at a time, which may be useful for manipulation and feedback

control schemes, as well as coupling to external measurement devices for cataloging the

single molecule efflux.
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Conclusion

Single walled carbon nanotubes (SWNT) are unique materials with high surface

to volume ratio and all atoms residing on the surface. Due to their tubular shape both

exterior and interior of SWNT are available for interaction with other molecules. The

one-dimensional electronic structure of SWNT is readily disrupted even by single

adsorption events. Hence, one of the promising applications of these materials has been

sorption-based sensors utilizing the exterior of the SWNT. The interior of SWNT can

potentially be used as a frictionless molecular conduit due to graphitic surface where

molecular corrugation is minimized by high density of atoms. However, only few

experimental results on the interior exist due to difficulties in designing a reliable

platform.

First part of my thesis focuses on understanding and controlling the molecular

binding on the exterior of carbon nanotubes for gas sensing applications. Due to the l-D

electronic nature, sensitivity of the SWNT gas sensor has not been of a big concern in

this area. Our major contribution is in resolving two major problems of the SWNT gas

sensors: the reversibility and the selectivity. Most SWNT sensors exhibited irreversible

sensor responses meaning that flushing the environment with an analyte-free gas did not

completely remove the analytes from the sensor. The irreversibility is a major cause of

sensor failure and limits the long term operation of the sensor. Subsequent data from the

same systems occasionally demonstrate reversible sensor responses for the same analytes,

but this contradictory behavior has not been studied or even discussed in previous reports.

We show for the first time the irreversible-to-reversible transition via simple surface

amine chemistry. We have screened various amine functionalities and found the

mechanism of reduced analyte binding energy via surface chemistry. We were able to

enhance the sensitivity by several orders of magnitude, without losing the reversibility,

by creating more adsorption sites with polymeric amines. The ability to fabricate highly

sensitive and reversible sensors enables a new type of application: the integration of

SWNT sensor with micro-fabricated gas chromatographic (GC) column, which has not

been possible with irreversible sensors. The platform benefits from the separation

capability of the GC, an analytical standard for the detection of diverse classes of organic

molecules. Our approach eliminates the need to engineer selective binding sites for small
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molecule analytes for SWNT, a difficult problem only solved for specialized cases, and

therefore can potentially solve the selectivity problem.

For the second part of my thesis the SWNT interior is explored. Ever since the

discovery of a single walled carbon nanotube (SWNT) in 1993, every carbon nanotube

researcher has speculated on whether small molecules can ever be transported through the

interior of the SWNT. Despite large interest by the nanotube and bio-membrane

communities actual reports on the interior of individual SWNT have been limited only to

theories and simulations, no doubt due to challenges in reliably fabricating and testing an

experimental platform. All of the theoretical works predict the velocity of water and ions

several orders of magnitude higher than the value estimated by continuum

hydrodynamics. SWNT therefore holds a great promise for future applications in

nanofluidic fast molecular transporters, and understanding the transport at the level of

individual nanotubes should be a starting point. Here we demonstrate the first

experimental evidence of transport of individual ions through the interior of a single

walled carbon nanotube. SWNT in our system has aspect ratio of -105, about 4 orders of

magnitude higher than previously tested nanopores. The high aspect ratio allows studying

molecular transport at a completely different regime due to increased characteristic time.

We verified that upon external electric field above threshold hydrated individual ions can

be transported through the SWNT interior with several characteristic parameters. The

results suggest that the SWNT may find applications in counting and sizing small ions

such as Na+, Li+, and K' in solution. Large current decrease upon pore-blocking is aided

by highly efficient proton conduction through the SWNT interior. The estimated proton

conductivity in our system was as high as -1000 S/cm, several orders of higher than

existing commercial proton conducting membranes. The results above suggest several

promising applications such as water purification/desalination, proton exchange

membrane for direct methanol fuel cells, etc. We also find that when the system is in

"resonance", stable oscillations of the ion current are observed. Frequency of the

oscillations varies between systems. Our stochastic simulation suggests that the

oscillation originates from synchronization between ions inside the tube and protons at

the pore-mouth. The oscillation is very fragile, but stable for several minutes only at

optimal electric field. This is a signature of the stochastic resonance, which has never
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been observed in synthetic ion channels. We believe that our findings will open up a

whole new active research area and revitalize the field. Potential applications are, to

name just a few, nanofluidic devices with molecular precision, molecular storage, size-

exclusive molecular transport, confined chemical reaction within the nanotube, ion

rejection and desalination devices, controlling the transport by attaching end-functional

groups, and so on.
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