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ABSTRACT

Seismic ray parameter (dt/dA) has been measured in the

distance range A = 8-344 utilizing LASA. An upper mantle

velocity structure for P waves applicable to the Western

Part of North America has been derived from these data.

Measurement of dt/dA was accomplished by calculating with

a least squares procedure the dt/dA from the measured

arrival time at each sub-array or by forming beams with

LASA from which dt/dA was picked from the beams that gave

the maximum amplitude. The velocity models were calculated

by a Monte Carlo technique and show a low velocity region

centered at a depth of 120 km and two zones of rapid

velocity increase at 350 km and 650 km where the velocity

changes from 8.7 to 9.6 km/sec and 10.2 to 10.9 km/sec,

respectively. Our dt/dA data supports the accumulating

evidence that dt/dA is azimutha-lly dependent at LASA. Also,

the data suggests that this azimuthal dependence is a result

of structural anisotropy under LASA.

Thesis Supervisor: M. Nafi Toks6z

Title: Associate Professor of Geophysics
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I. INTRODUCTION

Much attention has been given to the detailed

compressional or body wave velocity structure of the upper

mantle, especially with regard to the "low velocity" zone

and the two sharp velocity increases at depths of 350 km

and 650 km. This velocity distribution in the upper mantle

has been obtained from studying travel-time curves and

dispersion of seismic surface waves. Most of the recent

velocity distribution studies have been directed towards a

detailed description of a travel-time curve, using nuclear

events and explosions (Lewis and Meyer, 1968; Green and

Hales, 1968). However, the difficulty in determining the

absolute arrival time of latter phases from the triplica-

tion of the travel-time curve has limited the interpreta-

tion of details of the velocity structure. Reviews by

Nuttli (1963), Saverenski (1960), Anderson (1965, 1967),

and Julian and Anderson (1967) summarize these efforts.

With the advent 'of seismic arrays, the travel-time

derivative (p = dt/dA) of seismic body waves can be

measured, without any need for determining the absolute

arrival-time of a wave. This ray parameter, dt/dA, also

known as wave slowness, is inversely proportional to the

phase velocity. Advantages of using dt/dA measurements

are that source and depth corrections have little effect

on the results (Chinnery and Toksbz, 1967); and the

absolute arrival time need not be known, since only a
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recognizable waveform which can be identified across the

array is needed. Also, the phase velocity gives us a

direct measurement of velocity at the bottom of the ray

path (Bullen, 1963). This parameter, p, is insensitive to

layering around the source, but it is affected by lateral

variations along the bottom of the ray path. For this

investigation, we have measured the travel-time derivative

(dt/dA) in the western North America of first and later

arrivals using Large Aperture Seismic Array (LASA) in the

distance range of A = 80 to 34*. Also, we observed the

approximate arrival times and amplitude of these refracted

waves.

Some recent studies which have used arrays to measure

dt/dA up to distances of A = 400 are those of Kanamori

(1967), Johnson (1967), and Niazi and Anderson (1965).

The last two are investigations done in the same approxi-

mate area as this study, western North America. The main

difference in this study, as contrasted to previous studies,

is the size (200 km) and the symmetry of LASA, and the use

of more advanced digital processing techniques.

Typically, the dt/dA data is inverted by a method

described by Bullen (1960, 1963) and is known as the

Weichert-Herglotz formula. However, this method fails if

there is a low velocity zone in a velocity structure and,

as the data suggests, this zone occurs below the Moho

boundary in tectonic areas (Lehmann, 1962). If a low



-3-

velocity zone is postulated, the non-uniqueness of solu-

tion can be visualized by observing that if one increases

the average velocity of the zone in order to satisfy the

travel-time curves, one must make the zone thicker.

Dowling and Nuttli (1964) quantitatively explored travel-

time curves resulting from varied thicknesses of low

velocity zones, and found that limits can be placed on the

.extent of the low velocity zone from the travel-time

curves.

A way in which to detect the thickness of this zone

was suggested by Gutenberg (1953). His method entails

the observation of a series of events that have sources at

different depths extending through the low velocity zone.

Gutenberg's method cannot be applied to the present study

because of the shallow nature of the events from the source

regions. One method to circumvent this fact was used by

Johnson (1967), where he "stripped" the earth down to

below this zone, then inverted his data. In contrast to

Johnson's inversion technique, inversion of the data

collected in this paper was accomplished by a procedure

described by Wiggins (1969). His scheme is a Monte Carlo

technique that generates random velocity models for the

upper mantle, which are inverted and tested to see if they

satisfy the travel-time, and the dt/dA values observed.

The chief value of this method.is that it will generate a

set of velocity models that will satisfy the measured
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constraints. We can then look at the similarity between

the models and compare them to existing models.

Before we compare our models to those of Johnson (1967)

and Kanamori (1967), we must note that Toks~z, et al.

(1967) have shown that lateral inhomogeneities exist in

the upper mantle. Western North America is quite likely

to be subject to these lateral variations in apparent

phase velocity. One would expect, since we used dt/dA

data from over all the western azimuths (1600 to 3500)

from LASA, that we are presenting an average compressional

wave velocity model for this region.

The remainder of this thesis is divided into three

parts dealing with our data, our method of analysis, and

our conclusions. Our data section, Chapter II, deals with

the acquisition of our data and the standard corrections

that we have applied to the data. In Chapter III, the

analysis section, we discuss the "stacking" and "plotting"

methods we used to gather our data. In this section we

make observations about LASA and how the current model for

its anisotropic structure does not bring our data into

accord. Also, the corrected values of dt/dA are presented

along with our derived velocity models. A summary of the

results and conclusions from our data and analysis are

given in Chapter IV.
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II. DATA

The data for this study were collected on digital

magnetic tape from LASA, which consists of twenty-one sub-

arrays and is located in western United States. The

digitizing interval is .05 seconds and, combined with

LASA's approximately 200-km aperture, gives a theoretical

error of .04 sec/deg in ray parameter measurements.

Details of the instrumentation can be found in Green, et al.

(1965); Briscoe and Fleck (1965); and Capon, et al. (1968).

A continuous record of all sub-arrays at LASA is

retained on "develocorder" films. Because of the inacura-

cies and optical distortions inherent in the analog

transcriptions of data, these films were only used when

critical events occurred for which, for one reason or

another, no magnetic tape existed.

Our data was gathered from the Lincoln Laboratory

Group 64 library of seismic events. Approximately six

hundred events from 84 to 340 were analyzed for the inter-

val from June, 1965 to December, 1968, of which ninety

were suitable for dt/dA measurement. The list of these

measurable events is given in Table 1. Additional data,

such as origin time and hypocenter were obtained from the

Preliminary Determination of Epicenter (PDE) cards pub-

lished by the United.States Coast and Geodetic Survey

(USCGS). From the latitude and longitude given from the



Table 1. List of events.

MAG* DEPTH
KM

DISTANCE AZIMUTH
.DEG DEG

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48

3"
19"1
190m
26"
30-

2'
3',
20-
2"

25w
9-

1-68
1-68
1-68
1-68
1-68
2-68
2- r:
2-68
2-68
3P68
3-68
4-68

2" 9-66
9-12-65

26"11-66
26P11-66

1-12m66
13m 4-67
149 4-67
29P 4-67

59 5m67
3" 6167

24- 6P67
7F 8-67
99 8-67

27' 8-67
7" 9-67
13w 9-67
17- 9-67
17- 9-67
21- 9-67
281 9-67
4010-67

17w10-67
4*11-67

27"11-67
27P11-67
2w12-67
4"12-67
5-12-67
5"12-67

10-12-67
18-12-67
10*12-67
28 12-67
28012-67
281q12"67
30-12-67

12:30
15!20

7258
20115

:4612
515
3.5

125,6
5:36:14.5
2:45:49,2
3114:44#5
11:32: 7.0
2:28:58o9

EVENT
NO.

DATE ORIGIN
TIME

21 :20: 16o6
6: 7:47,6
4130:57,8
5;56:39.1
4:29:23,2

19:59:51.9
5118:35.7
0; 4:41F7

171 6:14,8
9: 8:56,3
14128:52,6
11114:42,7
13:25: 6o2
18:29: 7.4
12:39:17a2
20:46;:1,7
7;56:227

16:49: 2.3
02 1:54,1
15;44;55,6
10:20:14.0
14153;25o2
16; 2:193
4;27: 2.4
5: 9:22.7
0:31;18*8
8:48;45.1

11 9;373
18:35:37*5
12:33:54o1
17:24:31.8
19:30; 0.1
6:26:15.7
7: 1136.7

22:11:33e8
8: 4:43.2
10:182 0.6
18:14:56e0
20:23:37.8

5o2
6.0
4.6
4.6
4.6
596
4.9
5'1
4,9
595
4.5
51

4.9
4,7
5@R
4.4
5.1
5.6
5.2
4.2
4*7
4.6
5.2
5.1
4.6
5'0
4.8
4.6
5'0
5.1
594
4.9
5.0
4.6
4.7
6.3
4.6
5.3
4,5
5.4
5.0
5,7
3.9
5.1
4.5
6o1

34
54
33
33
38
86
62
6

102
32
97
33
5
33
10
33
45
33
33
28
18
33
33
16

5
33
33
33
33
15
11
0
33
33
33
33
19
0

33
33
18
14
25
9
33
33
8

20

20.18
29.76
15.36
15.23
26997
28.55
29.53
16.48
28.80
29.19
28.71
30*98
6.88

15095
15,02
26.93
31e07
16.71
17.18
27.21
9.26

21.81
26.13
24.32
6.78

22,67
15.22
17.00
16.97
14.93
15s09
10601
16.03
16.17
16.10
14.48
27.09
10.51
14977
2274
9.87
16.01
28.84
30.44
24.80
15@53
14.27
15.53

191
168
252
252
314
167
168
294
321
310
167
310
170
290
235
186
157
205
209
313
210
314
313
316
170
185
266
203
203
252
235
185
269
269
269
251
313
227
264
192
238
291
278
167
315
287
232
212



Table 1, continued

ORIGIN
TIME

9- 4-68
239 4-68
26" 4-68
8" 5.68
5w 7-68

6w 7-68
23" 7-68
2' 8-68
2- 8"68

29v 8-68
15- 9-68
9-11"68
2511-68
19-12-68

MAG* DEPTH DISTANCE
KM - DEG

49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92

3: 3:55,4
20129:14.5
151 2230.0
12116159,0
1913311093
14: 2:42,0
181281 192
14: 6143 99
18;37:52.0
22148; 0.0
11:27136v5
17: 1:41,1
0153: 1,3
16133130*0
9119; 9o6

22227s 197
17117;33.7
1:27115,3

13: 1:18,5
151 02 0,0
7:32: 7.2

23:58:51.7
7:42:49,9
9:29122.7

11:51:29o6
142 01 0.0
7:111 0.7

11:38:53.7
22:151 0.1
22:301 5.1
12118:17.0
17:36;2697
18: 2:36.1
18; 0:22.0
3128: 3.5
18;49:29.0
101 4:17.2
18112;24.6
01 4:41,8
0: 7:53.2
14:59:49.0
11156: 9.0
13:25: 6.2
16:44:22.3

591
6.3
0.0
4.9
4@1
5.1
5,4
6.3
5.0
090
3,9
5.3
5.0S0 0.0
4.7
596
5.7
597
5.2
5.0
5.3
5.0
5.5
52
5.6
540
5*1
5G2
6,0
5*0
5.2
5.8
6.0
4.6
4s4
4.8
4.2
493
6.0
4.9
5.6
4,5
5.8
5*0

EVENT
N6e

DATE

15
23
0
0

.28
33
33
40
33
0
0
19
0
0
33
33
72
33
54

0
33
37
53
48
58
0
87
53
0
18
33
33
33
0
5
0
33
33
6
33
0
0
5

33

15.40
28.58
0.00
17943
27.43
9.88
27*92
30083
31.31
0.00
13.69
15.74
26.44
0000

29.60
14.80
28.40
30.40
27.80
12.00
21.80
16.00
25.50
25.60
25130
12.00
34.00
27.80
12.00
15.40
28.30
16 020
11.00
13.10
6.90

14970
21.20
1730
16.50
15.30
13.00
21.90

6690
15.00

AZIMUTH
DEG

212
310
219
264
316
239
181
164
164
218
265
117
186
219
307
256
172
307
181
222
187
291
185
185
185
220
155
317
222
267
305
206
215
77

198
213
188
299
294
267
218
189
170
265

8-
10
11,p
160
30"3

6w
18"
20"
22'm
22-
23-
3'

22-a
22m
30'

7-
14-

7.
16w
17a1
15"
23-
141w
19'
29-
29"
20-
15-

9-
13-

4-66
4-66
4-66
4-66
4-66
5-66
5-66
5-66
5-66
5m66
5-66
6-66
6-66
6-66
6-66
7-66
7-66
8"66
8-66
2-66
2"67
2-67
4"67
4-67
4-67
4-67
5-67
7-67
8-67
8-67
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PDE cards, the distance and azimuth were calculated for

each event.

Seismicity and the differences in mantle structure

between eastern and western North America constrained our

measurements to the west of LASA as shown in Figure 1.

Therefore, ray paths for the events used in this study

bottom in western North America (Western Cordillera),

sometimes called a "mountain tectonic" region (Toks~z, et

al., 1967). Distinguishing geophysical features of this

area are: (1) a generally low Pn, 7.8 km/sec (Carder, et

al., 1966), which varies from 7.8 to 8.1 km/sec (as con-

trasted to an eastern continental velocity of greater than

8.1 km/sec); (2) a higher heat flow (2 HFU) than in the

East (1.2 HFU), (Birch, et al., 1968; Roy, et al., 1968);

(3) a low electrical conductivity layer which decreases

from 150 km deep to 50 km, from east to west, near the

Rocky Mountain and Great Plains boundary, as suggested by

the magnetotelluric data collected by Schmucker (1964) and

Reitzel (1967); (4) a lack of the low frequency magnetic

anomalies, observed by Zeitz, et al. (1966), (a possible

correlation to heat flow due to the Curie isotherm coming

closer to the earth's surface); (5) finally, on a

regional scale, an achievement of isostatic adjustment as

deduced from the free-air and Bouguer gravity anomalies

(Woollard, 1959).



L ONGI TUDE WES T

Figure 1. Distribution of events.
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. Two corrections were applied to the data. The first

correction was an azimuthal correction for our dt/dA

measurements and is discussed in the Analysis section,

Chapter III. The second correction was utilized to reduce

each event to a standard depth. Since most of our events

occurred in the 30 km depth range, we adjusted the hypo-

center for each event to 30 km in order to minimize the

error in the hypocenter correction.

To calculate the depth correction, we used the

measured value of dt/dA, the depth from the PDE cards, and

a velocity model averaged from Pakiser and Steinhart's

(1.964) data. We ray-traced from the hypocenter to a 30 km

depth and computed the change in surface distance, which

was then added (algebraically) to the distance calculated

from the PDE cards. The crustal model used is:

Depth (km) Velocity (km/sec)

0 - 15 6.0

15 - 40 6.4

40 - 100 7.9

100 --- 8.0

Extremes in possible crustal velocities from this model

changed the corrected value by less than 0.1 degrees,

which was deemed satisfactory, considering the accuracy of

depth determination of shallow focus earthquakes.

A summary of the geology of the area around LASA was
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done by Brown and Poort (1965). They observed that the

central LASA region is situated on 3200 meters of un-

disturbed sediments, lying conformably on Precambrian

basement. They also noted that some structural deforma-

tion exists at the eastern and western extremities of the

region. Their data shows that P-wave velocities average

less than 3 km/sec in the Mesozoic sediments to depths on

the order of 1900 meters, and average 5.8 km/sec in the

Paleozoic rocks below that depth. Zeitz, et al. (1968),

in their preliminary interpretation of the magnetic and

gravity data for LASA, found that magnetic and gravity

anomalies are associated with a dome structure beneath the

E4 sub-array, and that the LASA area may be defined by

five major crustal units, separated by fault-like bounda--

ries that extend into the Precambrian basement. Their

preliminary gravity data shows LASA to have 'a -100 mgals

Bouguer regional anomaly and to be an area of high fre-

quency and low amplitude (10 mgals) anomalies. Unfortu-

nately this gravity investigation was not extended beyond

the boundaries of LASA. Consequently, we made no attempt

to remove regional gradients in order to look at some of

the lower frequency gravity anomalies coming from the

crust-mantle boundary. Finally, from seismic refraction

work done across LASA, Borcherdt and Roller (1967), and

Steinhart and Meyers (1961) developed two different
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velocity structures. These surveys are approximately

perpendicular to each other.

The next chapter investigates this azimuthal

anisotropy, our azimuthal correction, and our methods of

measuring dt/dA for later arrivals.



-13-

III. ANALYSIS

To measure dt/dA from the events in Table 1, two

methods were employed. Our first method used digital mag-

netic tape from LASA, Calcomp plots of each event, and a

special purpose PDP-7 computer. This technique was used

when an arrival was observable across the entire array.

Our other method for recovering dt/dA used a "beam forming"

process that discriminated between arrivals that were

difficult to trace across the array. This procedure will

also be discussed.

To facilitate the discussion of dt/dA, we have used

the inverse apparent phase velocity in sec/deg. In Table

2 we have listed the conversion of sec/deg to km/sec. For

this conversion we used:

p(sec/deg)*VP(km/sec) = 111.19. (111.1)

To calculate the dt/dA from travel-times measured

at each sub-array, we used a least squares procedure. To

perform our least squares solution for a plane wave, we

set the center of LASA the A0 sub-array, as the coordinate

origin. Hence, we have the spatial coordinates XI and Y.,
1 1

and the time, T', measured relative to the A sub-array
t w0

at which these values are zero. From definitions we have:



-14-
Table 2. Conversion of sec/deg to km/sec.

sec/deg

9.00
9.05
9.10
9.15
9.20
9.25
9.30

9.35
9.40
9.45
9.50
9.55
9.60
9.65
9.70
9.75
9. 80
9.85
9.90
9.95

10.00
10.05
10. 10
10.15
10. 20
10.25
10.30
10.35
10.40
10.45
10.50
10.55
10.60
10.65
10.70
10.75
10.80
10.85
10.90
10.95
11.00
11.05
11.10
11.15
11.20
11.25
11.30
11.35

km/sec

12.35
12.29
12. 22
12.15
12.09
12.02
11.96
11.89
11.83
11.77
11.70
11.64
11.58
11.52
11.46
11. 40
11. 35
11.29
11.23
1.1. 17
11.12
11.06
11.01
10.95
10.90
10.85
10.80
10. 74
10.69
10.64
10.59
10. 514
10.49
10. 44
10.39
10. 34
10.30
10.25
10.20
10.15
10. 11
10.06
10. 02
9.97
9.93
9.88
9.84
9. 80,

sec/deg

11.50
11.55
11.60
11.65
11.70
11.75
11.80
11.85
11.90
11.95
12.00
12.05
12.10
12.15
12.20
12. )
12. 31
12.35
12. 43
12.45
12.50
12. 55
12.60
12.65
12.70
12.75
12.80
12.85
12.90
12.95
13.00
13.05
13.10
13.15
13.20
13.25
13.30
13.35
13.40
13. 45
13.50
13.55
13.6 G
13. ~ I
13.70
13.75
13.80
13.85

km/sec

9.67
9.63
9*. 59
-9. 54
9. 50
9.46
9.42
9.38
9.34
9.30
9.27
9.23
9.19
9.15
9.11
9. 03
9. O4
9.00
8.97
8.93
3.90

. 86
8.82
8. 79
8.76
9.72

8.69
8.65
8.62
8.59
8.55
8.52
8.49
8. 46
8. 4 2
8.39
8.36
8.33
8.30
8.27
8. 24
8.21
8.18
8.15
8. 12
8. 09
8.06
8.03
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(III. 2)

(III. 3)

M
T =T.' - 1/M M T ' (III. 4)

k=1

where M equals the number of sub-arrays used in the for-

mulation, and i represents an element of the array. We

then define a vector 'I, sometimes called the slowness

vector, which points in the direction of the horizontal

component of the seismic ray and has a magnitude equal to

the inverse of the horizontal phase velocity. With the

following equations in matrix notation,

Au = b

M 2 ME X. E Y.X.
i=l 1 i=l 1 I

M _M 2I X.Y . E Y.
E= i Z=1

Z X.T.

E Y.T.
i=1

(III. 5)

(III. 6)

(III. 7)

and

where

b I
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and

LuYJ

we solve and find:

u= b (III. 9)

(see Fairborn, 1968; and Efroymson, 1960). For our root

mean square (rms) error, 6 , we define c; which represents

the calculated arrival time for a plane wave at array "i"

minus the actual arrival time at that array, T.. Thus:

2

a = =1 .(III.10)

M

This method is easily applied to computers to calculate

dt/dA from seismic arrays.

For events where first and later arrivals were visible

as they crossed LASA, we determined dt/dA from arrivals

"picked" from a display scope linked to a PDP-7 computer.

Each sub-array trace was aligned visually on the analog

display unit, while the digital values were maintained in

the computer. From the delay times picked by light pen

and the known location of each sub-array, a plane wavefront

was fitted by the least squares procedure, and the dt/dA,

azimuth, and rms error were calculated. Deviations in
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measurement of delay time for a good event were .05

seconds. Chinnery and Toksaz (1967); Fairborn (1968); and

Scientific Data Laboratory (SDL) Report No. 172 (1966)

have reported similar measurement accuracy.

From our data we observed that if an event was picked

correctly, then the rms of the time residuals to the best

fitting plane wave less than .2 seconds. To the first

order approximation this gives a maximum error in dt/dA

of .15 sec/deg. For close events (less than A = 150) we

tested the plane wave approximation to the wavefront using

quadratic surface (see Fairborn, 1968) and found that the

two values agreed within the range of normal error, .2

sec/deg.

Events that were recorded on develocorder film had

their arrival times picked.from prints of the film. These

times were then used in the same least squares procedure

as described above to find the dt/dA, calculated azimuth

and rms error. We found the rms error to be at least

twice as large as the values for equivalent events recorded

on digital magnetic tape.

To assist in picking later arrivals, Calcomp plots

were made from digital magnetic tapes of most of the events.

These plots were displayed, such that each trace repre-

senting a sub-array of LASA was delayed by a time, 6T ,
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where

6T = x - (dT/dA). (III. lla)

Here x equals the radial distance from the event to each

sub-array. From these plots, later arrivals could be

easily identified and traced as they crossed the array.

In Figure 2 we show several sub-arrays which have

been aligned with respect to their real epicenter distance

using the previously described technique. This particular

event is for A = 150. Notice the later arrival at 10.7

sec/deg. This dt/dA value was consistent with the beams

formed for this event. The beam-forming process will be

described later in this section.

Most of the variation in the waveform at LASA's sub-

arrays appears to be due to multiple paths from LASA's

structure and to the different geology at each sub-array

(Mack, 1969). Events from the same azimuth and distance

have comparable characteristic amplitude variations at

each sub-array. Comparison of events from different azi-

muths shows the variable character of each sub-array, as

noted by Sheppard (1967)', where we encounter such variables

as depth, LASA's inhomogeneity, varied source of functions,

and different ray paths due to velocity structure. Our

analysis concurs with Mack's (1969) evidence for tele-

seismic events that LASA seismograms at each sub-array are

complicated by the occurrence of multiple paths.
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12.5 sec/deg. 10. 7 sec/deg.

1720

F3

1760

D3

1800 AO

Q Di

1840 -

F2

F1

1880

1920

0 5 10 15 20

TIME, sec.

Figure 2. Example of a Calcomp plot for an event which was
used to assist picking later arrivals. Note the
amplitude difference between the first and later
arrival.
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To add to the complexity of first and later arrivals,

shallow events, which are typical for the region investi-

gated, tend to have a longer and more complicated source

function than intermediate and deep events. One way to

eliminate the above problems is to form beams with the

array. These beams are sensitive to differences in the

wave slowness of an incident wavefront and can be used to

discriminate between the dt/dA values for later arrivals.

To form beams with LASA, the great circle azimuth and

distance are calculated for each sub-array with respect to

a given event. The output traces of each sub-array are

delayed and summed for progressive values of dt/dA. The

beams are then displayed, such that the change in wave

forms with different dt/dA values could be observed.

Later arrivals are then picked..from the beams which pro-

duced the greatest amplitude, "beam peaks". We used these

beams to look for later arrivals that were suspected but

not measured, and to verify later arrivals measured from

the seismic traces.

To test the efficiency of this method as a criterion

for determining dt/dA for later arrivals, beans were formed

from synthetic seisniograms calculated for LASA, based on

the following criteria:

1. The source function would not be significantly

different for all arrivals.



-21-

2. Multiple paths and delays caused by LASA sub-

structure were neglected.

3. Other phases, such as pP, were ignored.

4. Known residuals for various azimuths were added

to each sub-array.

5. The possibility of multiple phases was allowed.

6. The travel-times and phase velocities were chosen

from Johnson's data (1967).

For our source function we used the first emergent

phase at a distance of 400 from the nuclear event, Bilby,

which was a simple sinusoidal wavelet. From Johnson's

data we allowed three arrivals at 15*. We calculated,

using his amplitudes, phase'velocities and travel-times, a

theoretical seismogram for each sub-array at LASA.

Analysis of the synthetic seismograms generated from

the above procedure showed how complex and difficult it

would be to pick all arrivals from seismograms, especially

at a cross-over. In Figure 3 notice how difficult it is

to observe across the entire array the second arrival with

the dt/dA of 10.9 sec/deg.

Although this test of our beam-forming procedure as

described above is qualitative in nature, it provided

several important insights into the analysis of beams for

our real data. Using this beam-forming technique, we can

show.that it is possible to recover the dt/dA of each



Figure 3. Synthetic seismogram showing the arrival of
three phases.
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arrival .2 sec/deg. Addition of known time residuals

for each sub-array does not significantly alter the "beam

peaks". Difficulties that we encountered were that smaller

arrivals tended to be "masked" by the larger arrivals, and

that amplitude differences between arrivals were only

crudely recoverable, due to "lobes" and later arrivals

being in and out of phase.

Another peculiarity observed from these beams was

that a "peak", representing the input dt/dA value, de-

velops faster on the side of the next incoming wave. For

example, for a series of beams, if 8.0 sec/deg represents

the inverse phase velocity of an incoming wave, and 7.0 is

the next incoming wave, then the 7.5 beam is larger than

the 8.5 beam.

In Figure 4, we show beams formed from the synthetic

seismograms, where we have added the characteristic time

residuals for this distance and azimuth. We have attempted

to measure.the dt/dA values of 13.0, 9.90, and 11.6 sec/deg.

We demonstrate here that we are able to recover these

values with an accuracy of ± .2 sec/deg. Notice the

"skewness" characteristic of the beams as described pre-

viously.

In Figure 5 we show beams formed from real data with

different values of dt/dA. Observe the peaks at 10.86,

10.07, and 9.56. One can see various waveforms



Figure 4. Beams formed with LASA with synthetic seismograms.
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Figure 5. Real beams formed with LASA from event number 40.
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developing as the later arrivals come into phase. Notice

again how the peaks are skewed to the closest waveform,

as noted in the synthetic beams.

Along with measuring dt/dA values,.we also looked at

the travel-times for our events. Unfortunately, the dis-

tribution of these events was not good enough to do a

statistical averaging for determining absolute travel-time

after removing epicenter and timing errors. However,

Fairborn (1968) noted for the LASA that the scatter in

travel-time was ± 2 seconds, and that there were no ob-

servable travel-times associated with any particular

source region which appeared anomalous. This data concurs

with Lincoln Laboratory Report No. LL-6. Therefore, we

used the travel-times given by Herrin, et al. (1968),

and Julian and Anderson (1968) as constraints for the

Monte Carlo inversion program of Wiggins (1969). These

travel-times were consistent with our measurements and

were derived from data from North America.

For our plane wave residuals (defined as: calculated

arrival time minus the observed arrival time), we found

very good correlation between events at the same distance

and azimuth, lesser correlation for events at different

distances, and no correlation for events at different

azimuths regardless of distance. We have not included our

data for this observation. A more comprehensive investi-
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gation was made by Sheppard (1967) for teleseismic events.

The above observations apparently indicate that the

structure causing the travel-time anomalies is deep enough,

such that it is not sampled from ray paths of different

azimuths or the structure is very sharp causing rays

arriving from different angles to be diffracted with a

time delay.

Sheppard (1967) found that when he plotted his station

correction (defined as: the correction necessary for the

various sub-arrays to make the measured value of phase

velocity equal the real value), the anomalies indicate a

syncline-shaped structure trending in a northeasterly

direction passing through the center of LASA. We have

looked at the time-residuals from a plane wave approxima-

tion of several PKP events that had a phase velocity

greater than 180 km/sec. These residuals had the general

character of Sheppard's indicated time-residual structure.

In an effort to locate the cause of these residuals, we

plotted several parameters, such as Bouguer gravity, ampli-

tude, travel-timeresidual, azimuth, and azimuth deviation

(defined as: true azimuth minus calculated azimuth) for

each sub-array. We'concluded that there is a correlation

between time delay and amplitude for a nearly perpendicular

wave-front. We also found that there existed no visible

correlation between amplitudes and travel-times with
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respect to different distances and azimuths for all the

LASA sub-arrays. This fact was in 'agreement with the

Lincoln Laboratory report no. LL-3, which used teleseismic

data. Finally, we found Bouguer gravity appears to be un-

related to amplitude and travel-time delays. These cor-

relations were useful for indicating the general structure

under LASA, but could not define the exact geometry.

We have dealt with amplitude variation in a qualita-

tive nature due to the large variability of amplitude with

azimuth and distance at LASA, (Lincoln Laboratory report

no. LL-3). The works of Romney, et al. (1959); Lehmann

U1964); Wright, et al. (1966); Johnson (1967); Lewis and

Meyer (1968); and Kanamori (1967) generally agree as to

the typical pattern of amplitude behavior up to A = 300.

This behavior is as follows.: a decrease in amplitude of

Pn to 11-13* crossing over to another arrival at p = 13.0

sec/deg. The next first arrival, 10.6 sec/deg, starts at

A = 180 and decreases in amplitude as a first arrival until

it becomes a later arrival at A = 240, where the emergent

phase has a dt/dA of 9.0 sec/deg. We can see that this

amplitude behavior is typified by emergent phases of low

amplitude at 11-13*,' 18-19*, and 23-24*. However, the

amplitude is always larger than the previous first arrival

and decays until the -next crossover. Later arrivals which

have been identified are invariably of larger amplitude and
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can be seen from 9-274. .

The above observations are generally consistent with

our data. We observed at 90 an arrival with an uncorrected

dt/dA of 13.5 sec/deg. For the event shown in Figure 6,

we noticed that there existed a later arrival that had a

much larger amplitude and arrived about 5 seconds. However,

this arrival had the same dt/dA as the first arrival.

Since there existed only one event for this region we could

not verify whether this arrival was a peculiarity of the

source function or a bona fide refraction from a lower

layer. Near the 170 cross-over, we measured a dt/dA of

12.9 sec/deg for the first arrival and 12.00 sec/deg for a

later arrival. In Figure 7, we show the greater amplitude

of the later arrival and the difficulty in identifying the

first arrival. At the 200 discontinuity we found a first

arrival with the dt/dA of 11.2 sec/deg which was followed

by a later arrival with a larger amplitude and a dt/dA of

12.4 sec/deg. This later arrival is probably related to

the 11.95 sec/deg arrival at 17*. Before the 240 cross-

over we found the first arrival to have a dt/dA of 10.7

sec/deg. This arrival was followed by later arrivals with

dt/dA values of 12.9 and 9.6 sec/deg. After the 240 cross-

over we measured a second arrival with a dt/dA of 9.8

sec/deg and a smaller first arrival with a'dt/dA of 9.1

sec/deg. The first arrival dedreased in dt/dA to 8.95
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Figure 6. Calcomp plot of event number 21 showing two
arrivals with the same phase velocity.
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Figure 7. Calcomp plot of event number 40 showing two
arrivals with different phase velocities.
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sec/deg at 30 degrees while the second arrival decreased

in amplitude and was not observable past 270.

From our initial dt/dA data, Table 3, we have identi-

fied an azimuthal dependence of dt/dA (Figure 8), which

was also observed by Fairborn (1968)', Toksoz, et al.

(1967), and Greenfield and Sheppard (1969). The cause

for these azimuthal variations in dt/dA could be an effect

of LASA substructure or different velocity profiles for

the northwest and south azimuths (or both).

Fairborn (1968), in his correction for LASA structure,

chose to throw out values of dt/dA for A = 280 to 400 in

the southern azimuth because of the irreconcilability of

the "travel-time residuals". This fact indicates that at

near teleseismic distances LASA's structural anomalies are

still affecting the measured wave slowness. Therefore,

the "grid correction" approach which he uses is probably

not applicable to this study. Nonetheless, we tried his

approach and found that our earthquake distribution was

skewed and that the number of good events was too few to

develop any reasonable grid residuals. However, Fairborn

observed that there is a minimum in time residuals for a

plane wave at 40 km and 20 km, and he subjectively suggests

that the structural inhomogeneity may extend into the upper

mantle.

Greenfield and Sheppard (1969) have proposed a model
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EVENT DISTANCE
Net DEGREE

DEPTH CORRECTED
KM DISTANCE

OBSERVED CORRECTED
P P

1

2
3

4

5
6
7
8

9
10
11
12
13
14

20.18

29.76
15.36

15.23

26.97-
28*55
29,53
16.48

28480
29e19
28e71
30.98
6.88

15.95

15.02

26093

31.07
16*71
17*18

27o21
9o26

21.81

16

17
18
19

20
21
22

23 26.13

* Values without
+ Events 62--92 are

54
33

30.11
15.36

33

38
86
62

6

102
32
97
33

5
33

27.07
29.11
2903
16.31

29946
29*19
29.31
30998
6,63

15.95'

10 15.02

33 26*93

45
33
33

28
i8
33

31*32
16.71
17*18

27.21
9011

21.81

33 - 26*13

11,25
12940
9.39

12.77
12.25
11. 30
13'18
12.57
11.50
10.18
1321
11.61
11.13
10.18
12.46
8'94
9*41
9131

12.29
11.10
12.58
12.46
11*68
8.89
8.92
9.63
8.87

13971
12' 13
11s39
11*44
10.99

9950
9924

10926
9.33

11.61
13.09
11*57
8.99

13946
10'45
9.35
9906
9972

s error represent dt/dA
from develcorder films.

10,89
12,04
8.98

12.60
12.08
11.13
13.01
12.40
11.33
10.01
13.04
11.44
10*96
10401
12.29
8.93
9900
8.90

12924
11.05
12.53
12.*41
11.63
8*86
8.92
9.22
8.87

13e29
12907
11.33
11.21
10.76

9013
8t87
9.89
8.95

11-29
12*79
11.27
8.98

13916
10944
9.34
9.05
9971

from beams.

RMS
ERROR

,18
.11
.21
.33
.37
.30

.46

.32

.09

.15

.16

.23

.30

.29

. 14

.14

.33

.14

e12

.18

.11

.12

.19
013
.16
.20
.14

914
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Table 3, Continued

DISTANCE DEPTH CORRECTED
DEGREE KM DISTANCE

OBSERVED CeRRECTED
P P

16

5
33

33
33

6.51
22*67

15.22
17.00

33 16.97

15 14*93

11 14,94

0
33

10.01
16.03

33 16.17

16.10

33 14.48

19
, 0

33

27.03
10.51
14.77

EVENT
N09

24.32

678
22.67

RMS
ERROR

27
28

29

15.22
17'00

16*97

14.93

15.09

3N
33

10.01
16903

9.15
9962
9402
9#76
13*90
1Q'74
9.95

12*87
10.65
11.30

9*72
10i79
12.88
11.95
12.73
12.03
10.60
11980
11.31
12.14
13.36
11021
13.82
J2e47
13469
10.77
12,19
12e48
10.74
13.05
10.999
12.46
12.47
13.69
10.99
12956
13405
11.75
10.99
8.97

13.26
10.57
13.52
13.69
13#05

16.17

9.14
9.61
9.00
9,74
13.48
10.36
9.57
12.49
10.27
10.92
9,34

10.66
12.56
11.63
12*41
11.71
10#43
11.63
11.08
11.91
13.13
10.98
13.44
12.35
13*57
10.65
12907
12e36
10.62
12.93
10.87
12934
12.35
13.57
10.87
12.44
12.87
11.57
10.81
8*96

13.01
10.43
13.38
13 t 55
12991

.16
,18
941
.20

.25
lo25
.17
.23
.16

.19

.42

.20

.18

,17
.19

.21

.10
,41

35 16.10

36

37
38
39

14.48

709
10451
14.77



Table 3, Continued

EVENT DISTANCE
N~e DECREE

DEPTH CORRECTED
KM DISTANCE

OBSERVED CORRECTED
P P

*33 22974

18 9.77

25
9

33

33
8

20

23
0
0

28
33
33
40
33

0
0

19
0

28.84
30e34
24.80

15.53
14.27

15.42

28.63
3,2e20
17.17
27e43
9.88

27e92
31 00 Q
31031
12e25
13069
.15964
26*44

40 22.74

-35-

RMS
ERROR

9*87

16.0142

43
44
45

28e84
30*44
24.80

46
47

Ift93
10.69
12.87
10.86

9956
10907
12i65
1350
13.05
10s77
12*47
12.28
13.29
12.40
10.33
9.000
9.36

9984
10.39
9967

12#71
12.60
11e40
13*05
1369
12.46
13.30
13.40
11.60
12.40
11.60
3.0*40

13025
12*44
895

13e12
939
9.48
9927

13.?8
11.13
12.80

9*52

1179
10.34
12.52
10.51
9.21
9.72

12.43
13.28
12s83
10955
12.41
12.22
13.23
12.34
10.27
8.90
8.95
9.02
9#82

10.37
9.65

12.64
12.37
11s17
12*82
13,46
12.23
13.01
13.11
11.31
12.11
11.31
19:0 1

12.98
12*30
8.93

12*91
9*000
9.08
8.87

13.00
10099
12t54
9.15

.33

.13

.21

.17

.17

,24

.12

012
.16
.22
toll
922

012
019
.16
.28
e26
.13

48

49

50
51
52
53
54
55
56
57
58
59
60
61

15.40

28.58
12,00
17e94:3
27'43
9.88

27e92
30'83
31131
1200
1.69
15.74
26.44
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Table 3, Continued

EVENT DISTANCE
N1e DEGREE

62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92

12.00
29.60
14.80
28.40
30v40
27*80
12.00
21.80
16*00
25.50
25.60
25e30
12.00
34.00
27.80
12.00
15.40
-28.30
16.20
11.00
13.10
6.9o

14.70
21.20
17930
16.50
15.30
13.00
21.90

6.90
15.00

DEPTH CORRECTED
KM DISTANCE

0
33
33
72
33
54
0

33
37
53
48
58

0
87
53

0
18
33
33
33

0
5
0

33
33

6
33

0
0
5

33

12.25
29.60
14.80
28.87
30.40
28.11
12.25

16.00
25.52
25.62
25.33
11.60
340 C
28.09
12.25
15#29
28. 3Q
16920
11.00
13.10
6.63

14*70
21.20
17.30
16.30
15.30
1300
21.90
6.50

15.00

OBSERVED CORRECTED
p P

0*00
13.25
9.33

12.59
9,43
8*99
9'62

13.62
10.81
12*89
9.58
965
9#48.

14*13
9*07
9.01

13.12
13947
8.98

13908
14.00
13*35
13,79
13.85
11905
10.42
11.90
10.69
13.41
10.59
14*00
12.54

"0937

12.98
9.32

12.43
9902
8*98
92 

1336
10.44
12.83

9#20
927
9010

13.86
8.69
8.99

12.86
13.34
8.96

12.77
13,71
13.21
13#45
13.56
10*68
10*39
11085
10.56
13.13
10.23
13.58
12.40

RMS
ERROR

.15
*28
.15
t13
.08
.15
.09
.09
943
.10
.28
.18
.30
*21
.12
*21
.26
.15
.27
.30
*29
.17
.19
.16
.27
.30
q25
.24
.20
.23
.24
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for LASA. The model was developed to bring the tele-

seismic data available from the northwest and south azi-

muths into accord. The structure that they proposed is

linear, trending in the N 60 E direction (see Figure 9),

and consists of several dipping layers with a velocity

contrast of 6.0 and 8.0 km/sec, for the crust and upper

mantle respectively. They set this boundary at approxi-

mately 60 km. One should note that this model does not

satisfy the observed Bouguer gravity anomaly (Figure 9).

Another feature of this model is that the structure is

deeper than Fairborn's "grid residuals" predict.

We generated hypothetical time residuals and azimuth

variations for dt/dA values from 14.0 to 9.0 sec/deg (8.00

to 12.35 km/sec) for various azimuths, using Greenfield

and Sheppard's (1969) program for their structural model.

The outcome of the above calculation shows that their pre-

dicted azimuth variation and the actual variation have

very limited correspondence (Figure 10a). Also, the model

does not bring the measured phase velocity into any co-

herence from the various azimuths. This fact was especial-

ly true of dt/dA measured at A = 224 (10.5 and 10.75

sec/deg for the northwest, 3100, and south, 185*, azimuths

respectively), where we receive a refracted wave from the

350 km discontinuity.. Here, using the Greenfield and

Sheppard's model, we calculated dt/dA deviations for these



Figure 9. Greenfield and Sheppard's structure for LASA and
the associated Bouguer gravity.
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azimuths to be less than .05 sec/deg, as compared to the

actual deviations of .25 sec/deg (Figure 10b).

We concluded that no existing models for LASA's sub-

structure would be appropriate for dt/dA azimuthal cor-

rection for short (A < 240) epicentral distances. However,

it appears that the azimuthal variations are reconcilable,

if we look first at the data of other investigators, and

then attempt to align our results with theirs. Johnson's

(1967) data from the Tonto Forest Array in Arizona, and

Chinnery and Toks~z's (1967) data from LASA indicate that

the 9.0 sec/deg, which has ray paths bottoming under the

Northern Rockies is a representative value for the 650 km

discontinuity for our northwest azimuth. The 9.45 sec/deg

value that we measured for the southern azimuth should

correspond to the value obtained by Johnson's (1967) 9.00

sec/deg, since the sampled area is approximately the same.

The above suggests that the 9.45 value should be ad-

justed to 9.00 sec/deg. In the absence of any other evi-

dence, and since the other investigators corroborate the

9.0 sec/deg value for the 650 km discontinuity, we have

assumed that the apparent azimuthal velocity anisotropy is

a result of LASA's substructure. It can be shown that

through either peculiar layering (Greenfield and Sheppard,

1969) or rock anisotropy (Crosson and Christensen, 1969;

and Christensen and Crosson, 19'67) that such conditions can
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exist. Therefore, we corrected our measured values of

dt/dA for azimuth (A), using:

dt/dA = .003 j 310 0 -A (111.12)

where A =340-A for O<A<170 (III.13a)

A for 170<A<360 (III.13b)

We derived this particular alaorithm, such that the re-

fracted waves from the 650 km discontinuity, from the dif-

ferent azimuths 160* and 3400, were in accord. This

correction lowered the scatter of the dt/dA measurements

over most distances, as seen in Figure 11, lending some

credibility to this approximation. The adjusted values

are listed with the uncorrected measurements in Table 3.

Inversion of our data was done by putting appropriate

limits on the acceptable values of dt/dA rather than by

forcing a curve through our measured values of dt/dA versus

distance. We also included Johnson's (1967) data, noting

that his data enhanced ours where we lacked data due to

seismicity. With the use of the Monte Carlo method of

Wiggins (1969), we generated random velocity models that

were acceptable to our travel-time and dt/dA constraints.

Figure 12 is a composite of all the acceptable velocity

models. The corresponding dt/dA curves for these models

are plotted in Figure 11.
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Figure 11. dt/dA measurements. The stars (*) are dt/dA
calculated from LASA arrival times, the plus
marks (+) are values from beams formed with IASA,
and the deltas (A) are Johnson's (1967) data.



-44-

VELOCITY IN KM/SEC
8 ..o0 10.0 11 .0 12.0

Figure 12. Velocity structures derived from the Monte Carlo
method.
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In Figure 12 we can see the high variability of the

velocity structure in the upper 150 km of the upper mantle.

This is a region where reception of refracted waves may go

undetected because of their low amplitude. This portion

of the upper mantle appears to have a highly variable

velocity structure from region to region (Herrin and

Taggart, 1962). This undetectability of waves and varia-

bility of wave velocity in addition to an indeterminate

structure beneath LASA contributes to the scatter in our

dt/dA data. Consequently, we have many different, but

acceptable, velocity models, most with a low velocity zone,

for the 100 km region.

All of our models converge around 150 km with the ap-

proximate velocity of 8.3 km/sec. Our models have two

zones of rapid velocity increase at 350 and 650 km, as was

found by other investigators for western North America

(Johnson, 1967; Green and Hales, 1968; and Julian and

Anderson, 1968). General features of our models is a steady

increase in velocity from 8.3 km/sec (150 km) to 8.7 km/sec

(250 km). At 250 km depth the velocity does not increase

as rapidly with depth until 300 km where it increases to

9.6 km/sec at a depth of 350 km. At 350 km the upper

mantle then appears slowly to increase in velocity until

560 km where the compressional velocity is 10.2 km/sec.

Here the velocity increases to 10.9 km/sec at a depth of

650 km. In Figure 12, one can see-the possible existence
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of small low velocity zones before and after each velocity

discontinuity. With the accuracy of the available data

their presence cannot be proved or disproved.
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IV. CONCLUSION

We have shown that dt/dA can be measured reliably for

first and later arrivals using LASA. If later arrivals

are observable across the array, we can calculate dt/dA

for them with nearly the same accuracy as the first

arrivals. Our procedure for picking later arrivals has

been aided by the use of Calcomp plots of the seismic

trace at each array aligned with the incoming wave front.

Also, we have demonstrated that with beams formed with LASA

it is possible to recover dt/dA values within ± .2 sec/deg

for dt/dA greater than 9.0 sec/deg. The advantage of using

the beam-forming method is that we have been able to obtain

apparent phase velocity measurements from complex data that

had low amplitude later arrivals. In addition, this method

enabled us to verify arrivals that were suspected but too

marginal to measure.

Inversion of our dt/dA data shows our compressional

velocity models for the upper mantle to be consistent with

the model of Johnson (1967) with only variations in some

of the details. Most of our models support the supposed

low velocity zone at approximately 100 km depth. However,

due to seismicity, to a too low recording interval at LASA

(0.05 sec), and to the high variability of Pn (and there-

fore MOHO structure in Western North America), we cannot

decisively conclude that the low velocity zone exists.
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We have, as the other investigators have, defined two

zones of rapid velocity increase with depth, one at 350 km

and the other at 650 km. The 350 discontinuity in velocity

is preluded by a low gradient in the velocity increase

from 250 - 350 km. At 350 km there.is a sudden increase

in the mantle compressional velocity from 8.7 km/sec to

9.6 km/sec, the velocity of compressional waves gradually

increases with depth until 560 km, where it has the approx-

imate velocity of 10.2 km/sec. From here the velocity

rapidly increases to 10.9 km/sec at a depth of 650 km.

Before the two velocity discontinuities (350 km and 650 kmo)

we observed low velocity zones in some of our models. The

accuracy of our data cannot prove or disprove the existence

of these zones.

The study of later arrivals.has helped limit the non-

uniqueness of the solution to the compressional velocity

structure due to dt/dA not being monotonically increasing.

The use of the regional travel time tables, instead of the

Jeffreys-Bullen (1959) tables for the upper mantle, has

allowed us to work with our velocity model for a specific

region, western North America. Also, by taking advantage

of the Monte Carlo inversion technique for dt/dA data, we

were able to obtain limits on the possible ranges in the

velocity-depth profile.

In this study we have supported the accumulating
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evidence for an azimuthal dependence of apparent velocity

at LASA. Application of our empirical correction for azi-

muth to our dt/dA values reduced the scatter in our

measurements over all azimuths and distances. This fact

suggests that the major portion of our dt/dA variation

with azimuth may be a result of LASA substructure.

For LASA we may have reached the useful limit of this

array until we are able to make better corrections for

LASA crustal and upper mantle structure as well as source

region heterogeneity. These corrections might be brought

about by calibration of the array over different distances

and azimuths with the assistance of nuclear events. Also,

such an experiment may provide us with the empirical

correction needed to make an amplitude-distance study with

the array.
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