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Lutetium aluminum garnet �LuAG� is the most promising candidate for a high-index lens material for use in
microlithographic imaging lenses. In the deep ultraviolet spectral range the transmission of high-purity LuAG
was measured using monochromatized synchrotron radiation. In the vicinity of the band gap below 7.8 eV, a
scaling behavior of the absorption as a function of photon energy was observed. Temperature-dependent
measurements allowed us to distinguish different absorption mechanisms which differ by their ability to couple
to phonon excitations. Interpreting the Urbach tails measured at different temperatures, it was shown that the
temperature independent tail is due to defects in the lattice, whereas the temperature-dependent part originates
from the short term localization of exciton modes coupling to lattice distortions. These results allowed us to
extrapolate the maximum transmittance which can be obtained with LuAG crystals at the lithographic wave-
length of 193.39 nm. Accurate determination of the maximum transmission limit is critical in deciding whether
the material can meet industry’s specification for 193-nm-based high-index lithography.

DOI: 10.1103/PhysRevB.81.155109 PACS number�s�: 78.40.�q, 78.55.Hx, 78.90.�t

I. INTRODUCTION

According to the recent technology roadmap for semicon-
ductors, high-end microlithographic semiconductor manufac-
turing nowadays �2009� is still performed with ArF excimer
laser radiation at the wavelength of 193.39 nm, despite the
written structures being significantly smaller than this wave-
length. Several methods are used and tried to get beyond the
classical diffraction limit in optical imaging, e.g., double ex-
posure where neighboring patterns are illuminated with dif-
ferent masks �double patterning�. A different attempt is im-
mersion lithography: By the use of immersion fluids, the
effective numerical aperture NA, the sinus of the half angle
of the maximum cone of light that can exit from the optic, is
increased, resulting in an increased resolution. The Abbe for-
mula gives the smallest distance �x �half pitch� which can be
resolved by using radiation with a wavelength �:

�x =
k1�

NA
=

k1�

n sin �
. �1�

Here, k1 is a numeric constant from a Bessel function, � is
the vacuum wavelength. The numerical aperture is given by
the opening angle �, and the refractive index n of the me-
dium. In this way, immersion fluids with refractive indices
n�1 enable NA�1. Currently, in immersion lithography
water is used as the immersion fluid. In the imaging optics,
the lenses are made of either fused silica, or calcium fluoride
�CaF2�. The refractive index of fused silica at the operation
wavelength is nFS=1.560 22, so not far from the one of cal-
cium fluoride �nCaF2=1.50143�, and only slightly higher than
the refractive index of water, which is 1.436. If one wants to
further increase the resolution in microlithography by using
fluids with higher refractivity, consequently, at least for the
last imaging lens element, a material with an even higher
refractive index is needed to avoid total reflection. Recently,
oily fluids made of fluorinated polymers have been under

development, providing refractive indices higher than 1.8.
For the lens material, lutetium aluminum garnet �LuAG,
Lu3Al5O12� is the most promising material. It has a refractive
index of about 2.14 at 193 nm, and has nearly isotropic op-
tical properties due to its cubic structure. However, the elec-
tronic band gap of the LuAG crystal is close to the operation
wavelength. This means that the transmission of LuAG at
this wavelength is a critical parameter, since absorption in
the band-gap region can be influenced by external param-
eters �e.g., crystal impurities� as well as intrinsic effects �e.g.,
exciton levels�. Therefore, highly accurate measurements are
needed to clearly show whether the transmission needed for
lithographic imaging can be reached in principle with the
chosen material. The scaling laws of the transmission in the
vicinity of the band gap, the so-called Urbach �or Urbach-
Martiensen� tails, provide a method to clearly identify an
intrinsic absorption mechanism which will finally limit the
transparency of the material.

This paper is structured as follows: In Sec. II, the mea-
surements are described. Next, Sec. III explains how the rel-
evant physical quantities are derived from the measured data.
Section IV gives the physical description of the basic pro-
cesses relevant for the interpretation of the data. Finally, the
results are fitted in the context of the Urbach tail, and con-
clusions regarding the transmission properties of LuAG in
the band-gap region are drawn.

II. EXPERIMENTS

To obtain the absorption data for LuAG, measurements
were performed at the Physikalisch-Technische Bundesan-
stalt �PTB�. Using monochromatized synchrotron radiation
from PTB’s metrology light source �MLS� low-energy elec-
tron storage ring,1 the transmission and the reflection of
LuAG samples with different sample thicknesses have been
measured. The UV and vacuum ultraviolet �VUV� beamline
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for detector calibration and reflectometry provides tunable
radiation from 40 to 400 nm with high-spectral purity,
achieved in particular by the use of various bulk and gas
filters for the suppression of higher grating orders from the
monochromator. The spot size in focus amounts to 1 mm
vertical by 2 mm horizontal at a spectral width of 1.7 nm at
193 nm. The typical radiant power for the measurements
amounted to 1 �W. The wavelength is calibrated by the use
of a spectral lamp and rare-gas absorption resonances with
an overall wavelength uncertainty of 0.2 nm, and a reproduc-
ibility of 0.02 nm.

In an ultra-high-vacuum reflectometer, the transmission
and reflectance of the samples were measured in a near-
normal-incidence geometry. The incoming beam, as well as
the transmitted or reflected beam, was measured by a semi-
conductor photodiode. This method allowed the absolute
transmittance and reflectance to be measured with an uncer-
tainty of typically a few 10−3, depending of the sample sur-
face quality and the wavelength-dependent spectral purity of
the monochromatized radiation. Four samples of LuAG were
provided from Schott Lithotec. The sample thicknesses were
0.4, 1.2, 5.4, and 12.0 mm �each with an uncertainty of 0.05
mm�. The samples were cut from a single crystal grown at
Schott Lithotec. The surface was polished in a multistep pro-
cess with different diamond suspensions �down to 0.1 �m
grain size� and finally treated with a chemical mechanical
polishing �CMP� step. They were mounted into the reflecto-
meter with a sample holder which allowed the samples to be
set to variable temperatures, ranging from −50 °C �223 K� to
80 °C �353 K�. For the measurements reported here, tem-
peratures of −50 °C �223.15 K�, −20 °C �253.15 K�, +5 °C
�278.15 K�, +25 °C �298.15 K�, and +80 °C �353.15 K�
were chosen.

Figure 1 shows the result of the transmission measure-
ments in the vicinity of the band gap, i.e., between 170 and
220 nm wavelength, for the four samples of different thick-
nesses at room temperature. In Fig. 2, we have plotted the
measured transmittance vs wavelength for the different tem-
peratures, for the thinnest sample with 0.4 mm thickness. On

first sight, the transmission of each sample, not surprisingly,
clearly depends on its thickness as well as on the tempera-
ture. However, the absorbance of the material cannot directly
be determined from these measurements. To obtain the ab-
sorbance �or pure bulk transmittance�, the reflected parts of
the radiation have to be taken into account. Therefore, the
spectral reflectivity was measured, too. Figure 3 shows the
reflectivity for different temperatures, here for the thickest
sample �d=12 mm�. The reflectivity shows a strong depen-
dence on the wavelength for wavelengths shorter than the
band gap. The strong increase in reflectivity between 190 and
200 nm �6.0 and 6.7 eV, respectively� is due to the onset of
transparency of the samples at the band gap. For longer
wavelengths, the material is transparent and multiple reflec-
tions on both surfaces occur. For shorter wavelengths, the
sample becomes nontransparent and all reflections from the
second surface on the opposite side of the incoming beam
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FIG. 1. Measured spectral transmittance of the four different
LuAG samples with different thicknesses d at room temperature
�25 °C� vs wavelength in the vicinity of the LuAG band gap.
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FIG. 2. Measured spectral transmittance of the LuAG sample
with d=0.4 mm thickness plotted vs wavelength, with the tempera-
ture as a parameter, in the vicinity of the LuAG band gap.
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FIG. 3. Measured reflectance of the LuAG sample d=12 mm,
with the temperature as a parameter. The strong increase in the
reflectance between 190 and 200 nm �6 and 6.7 eV� is due to the
onset of transparency of the material, and the resulting �multiple�
reflections from the rear surface.
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are lost. This effect has to be considered when interpreting
the data to obtain the bare bulk transmittance of the material.

Additional and completely independent LuAG measure-
ments were performed at MIT Lincoln Laboratory. For these
measurements, four polished LuAG samples were received.
The thicknesses of the four samples were 1, 3, 7, and 15 mm,
respectively. Their optical properties were measured as re-
ceived without any further surface cleaning. The transmis-
sion of all the samples was measured in a Hitachi U-4000
system �190 to 600 nm� and a Varian CARY DUV system
�175 to 210 nm�. The reflection of the thinnest sample was
measured on an Acton CAMS VUV system from 170 to 300
nm. The reflection of the thicker samples could not be mea-
sured reliably as the rear surface reflection could not be fully
captured into the reflectometer detector. However, as dis-
cussed in the data evaluation section, knowing reflection
from just the thinnest sample is sufficient to extract accurate
absorbance data for all the samples.

III. DATA EVALUATION

In the basic form, the bare bulk transmittance t for radia-
tion of a wavelength � passing through a material is given by
the well-known Lambert-Beer law

t = e−�di, �2�

where � is known as the extinction coefficient, and di the
thickness of the sample. The absorbance A is commonly de-
fined as −ln t, however, in some cases it is common to take
the log to the base 10. The extinction coefficient �and there-
fore the bulk absorbance� � is connected to the refractive
index by

� =
4	


�
, �3�

where 
 is the �unitless� imaginary part of the refractive
index of the medium �LuAG in our case�, and � is the wave-
length. Together with the real part n of the refractive index, it
defines the reflectivity of the material:

r = �n + i
 − 1

n + i
 + 1
�2

. �4�

In the general case, the measurement of the reflected and
transmitted intensities �� ,R� does not directly give the reflec-
tivity r and pure bulk transmittance t of the material, since
�multiple� reflections from the sample rear surface have to be
considered.

By calculating the �infinite� sum over all contributions
and neglecting surface scattering and absorption, one
obtains:

t��,R� =
− 1 − �R − 2�R + �2 + �4�R − 2�R + �1 − �R − 2�R + �2�2

2�
, �5�

r��,R� =
− 1 + �R − 2�R − �2 + �4�R − 2�R + �1 − �R − 2�R + �2�2

2�R − 2�
. �6�

In Fig. 4, the reflectivity r�� ,R� as well as the measured
reflectance R are depicted. For small photon energies, i.e.,
below the band gap where the material is still almost trans-
parent, there is a strong difference between r and R due to
the contributions from the multiple reflections passing
through the sample. For larger photon energies, above the
band gap of the material, the absorption is large enough for
no multiple reflection to occur. We use the following defini-
tion for the terminology: The words “transmission” and “re-
flection” describe the process which happens to radiation, the
“transmittance” and “reflectance” are the measured values of
radiation intensity. As “absorptance” or “absorptivity” we
understand the absorbed part of a radiation, which enters into
Eq. �2� as an “absorption coefficient” or “absorbance” �.

Additionally, when determining the absorbance from the
measurements, a surface contribution has to be taken into
account, which originates from scattering at the surface, and
therefore does not depend on the sample thickness. The ex-
istence of such a contribution becomes obvious if the extinc-
tion coefficient �, i.e., −log�t�� ,R�� /d, is plotted over the

wavelengths for the four different samples �with different
thicknesses d�, as shown in Fig. 5: Since the extinction co-
efficient should be independent of the sample thickness, all
curves should fall on the same master curve in the limit of
longer wavelengths �lower photon energies�, where the
samples are transparent to the radiation. However, the differ-
ences especially at lower photon energies, clearly show that
there is a non-negligible surface contribution to the extinc-
tion originating either from absorption or scattering. To ac-
count for this, we have modified Eq. �2� by a surface term
s which is supposed to be identical for all four samples
�indexed i�,

ti = e−��di+s�. �7�

To determine s, we have taken a pair of the measured
samples,
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s =
dj log ti − di log tj

dj − di
, �8�

where the indices i , j refer to two different samples of differ-
ent thicknesses di and dj. If the surface terms were exactly
identical for all samples, we should observe for all six com-
binations of pairs �which we can choose from the four
samples� six identical surface absorptions. Although this is
not exactly the case, the result shown in Fig. 6 is still satis-
fying. For small photon energies, the surface term is nearly
identical for all six combinations. Close to the band gap, the
combination of the two thinnest samples is expected to give
the best accuracy, since they should show the largest relative
contributions from the surface term.

Because our interest is focused on the 193 nm wave-
length, in Fig. 7 we have shown an alternative way to deter-

mine s for a single wavelength. Here, ln�t / t0� is plotted as a
function of sample thickness for the three thickest samples at
193 nm wavelength. Here t is the transmittance according to
Eq. �5� and t0 is the transmittance with only surface reflec-
tions due to the refractive index of a perfect surface. If the
surface contribution is identical, all measurements then lay
on a straight line with the y-axis zero point being the surface
contribution, which in our case is determined to be 0.065.

In the same way we can combine pairs of samples to
obtain the extinction coefficient �. Again, this should give
the same result for any two combinations of thicknesses, if
all the surfaces show identical absorption and scattering. In
Fig. 8, we have plotted the absorbance from the six possible
combinations for choosing pairs out of four samples. With
the exception of the thinnest pair, the low-energy absorbance
is in fair agreement for all different combinations. For larger
photon energies around the band gap, the pair from the two
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thinnest samples gives the best results due to its better trans-
parency. Therefore, we have fitted the steep part of the ab-
sorbance close to the band gap again from the two thinnest
samples.

In Fig. 8, the results of completely independent measure-
ments from the MIT Lincoln Laboratory are added for
comparison.2 As mentioned in the Experiments section, the
MIT Lincoln Laboratory data included transmission mea-
surements for four sample thicknesses and reflectance data
for the thinnest sample �1 mm thick�. For the 1 mm sample,
we have modeled n and k optical constants of LuAG from
the reflection/transmission data with a Kramers-Kronig-
consistent dispersion relation, using a FILMWIZARD package
from SciSoft corporation. The modeled refractive index dis-
persion data were forced to pass through the measured NIST
value of 2.14 at 193 nm.3 Once the optical constants of
LuAG were obtained in this fashion, they were used to cal-
culate expected reflection losses for all four LuAG samples,
accounting for the double-sided reflection effects.

Finally, from the measured transmission and modeled re-
flection data, we obtained absorption data for every sample
as a function of wavelength from 175 nm to 600 nm, neglect-
ing scatter effects. To calculate absorbance per cm, at each
wavelength we calculated the slope of absorption vs. thick-
ness for the four samples.

IV. LOSS MECHANISMS CONTRIBUTING TO
ABSORBANCE

The mechanisms were already discussed by some of us in
a previous publication,4 however, for a clearer understand-
ing, the main points will be recapitulated here. It is known
that in an ideal, perfect insulating single crystal, completely
free of defects and at zero temperature, the first optical exci-
tation is expected to occur at the photon energy where the

radiation creates electron-hole pairs. In a strongly ionic sys-
tem, such as many oxide and fluoride crystals, there is the
possibility to excite into a two particle bound state of the
electron and the hole: the exciton. Excitonic effects are dis-
cussed as important for YAG crystals in.5 In LuAG, the low-
est lying known absorption is at 7.8 eV and is probably
caused by the �-exciton. The one-particle continuum �some-
times also called electron-hole continuum� starts at larger
photon energies. We call this a one particle continuum since
a photon excites one electron and creates an electron-hole
pair which is in this case noninteracting. Electron and hole
move independent from each other as single particles oppo-
site to excitons. The different contributions to the absorbance
can be described by different mechanisms leading to a loss of
transmission.

A. Extrinsic loss due to disorder in the lattice

The most common type of defect in real crystals are im-
purity ions which are point defects leading to localized elec-
tronic impurity states very close to the band gap. In LuAG
with a lattice constant of approx. 11.92 Å and 160 atoms in
the elementary cell �Lu24Al40O96�, one ppb �parts per billion�
of impurities already means that the average distance be-
tween neighboring impurities is �3106�1.2 nm�3=120 nm,
which is already much smaller than the wavelength of most
applied radiations, but is, to give an order of magnitude, still
of the order of the wavelength in material for deep ultraviolet
�DUV� photolithography.

B. Intrinsic loss due to intrinsic defects

Even in an ideal crystal without any contamination by
impurity atoms, defects occur due to the fact that crystal
growth does not take place at zero absolute temperature but
around the melting point of the crystal, which is 2010 °C
�2283 K� for LuAG. Therefore, entropy will already intro-
duce a number of intrinsic defects such as Lu antisites6–8

and/or oxygen vacancies. These defects will lead to localized
electronic states close to the band gap, too.

C. Intrinsic loss due to trapping of excitons in lattice
distortions

A third mechanism is related to temporarily trapping ex-
citons. In literature, this is described by two different mod-
els: Ihm and Phillips,9 John et al.10 as well as Schmitt-Rink
et al.11 mostly refer to the work of Toyozawa,12,13 who de-
scribes a temporary trapping of excitons, and later Dow and
Redfield in a series of articles,14–16 who describe a model of
field ionized excitons. Both models point out that the inter-
action between the exciton and other elementary excitations
is the crucial point in understanding.

Normally, the photon energy has to be equivalent to the
band gap in order to excite a free-electron-hole pair. In
strongly ionic solids, where the screening of the Coulomb
interaction by mobile charge carriers is not too strong, an
excitonic electron-hole bound state can be formed at some-
what lower energies. In LuAG, the exciton exists probably
around 7.8 eV, whereas the band gap is a little larger. Fol-
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lowing the ideas of Toyozawa,12 such electron-hole pairs can
further lower the electronic energy, which is needed to excite
them by interacting with a lattice distortion. The larger the
temperature, the more lattice distortions are present. We can
understand this phenomenon as electron-hole pairs, which
virtually and temporarily jump into a lattice distortion and
back. During the time when the electron-hole is in the lattice
distortion, the photon energy needed for an excitation can be
reduced, which leads to absorptions below the threshold of
the bare exciton, i.e., below 7.8 eV for LuAG. This means
that the exciton, which is usually delocalized and shows a
particular dispersion, can be temporarily localized due to the
interaction with �optical� phonon modes.

For insulators, there is a very universal scaling of the
extinction coefficient around the band gap. This is called the
Urbach or Urbach-Martiensen tail.17,18 It has the general
form

��� = �0eA��−E0�, �9�

where E0 is the energy of the band gap at zero temperature,
=2	�=2	c /� is the angular frequency, � the Planck con-
stant and �0 and A are fit parameters. Since the number of
available phonons is a function of temperature, the parameter
A shows for ionic insulators at sufficiently large temperatures
a well-defined temperature dependence

��� = �0e��e��−E0�/kBT�, �10�

where kB is the Boltzmann constant, � is a new fit parameter
and e the electron charge. For common insulators19 such as
CuCl or TlCl, the parameter �0 is of the order of 104 cm−1

and � is of the order of 1. For CaF2, recent results have been
determined accordingly to the method described here.4

V. FIT OF THE URBACH-MARTIENSEN TAIL

In the following, we will discuss our results in the context
of the Urbach tail, in particular concerning the absorption
resulting from the intrinsic losses described in Sec. IV C.
These would occur even in a perfect crystal, which is free of
defects, hence limiting the transmission of any optical com-
ponent made of LuAG. To determine this contribution, we
performed a fit of the temperature-dependent steep part of
the Urbach tail. In Fig. 9, we have plotted the result of the
fitting procedure. This result can be read as follows: On the y
axis, a given extinction coefficient �or respective absorbance�
can be chosen, which might be, e.g., the material require-
ments of a lens manufacturer. The x axis is the photon energy
of the operating radiation. In the context of ArF photolithog-
raphy, one is interested in the photon energy of 6.41 eV
�which corresponds to the respective wavelength of 193.39
nm�. If the point where the required absorbance crosses this
photon energy is at higher values than the fit line for the
room temperature Urbach tail, the material can, in principle,
reach the requirement by its intrinsic absorbance.

Due to the temperature dependence, the absorbance of the
material can be lowered with the temperature: As seen in Fig.
9, the temperature-dependent part of the Urbach tail shifts to
higher energies with lower temperatures. Therefore, cooling
of the material �or the lens� is a possibility to broaden the

range of applicability of the material by an enlargement of
the band gap. If we expand the absorbance at 193.39 nm for
temperatures T around room temperature �RT=25 °C� we
obtain:

��T,� = aRT + w1�T − RT� + �bRT + w2�T − RT�� ,

�11�

where aRT=−120.472 �cm−1� and bRT=17.743 �eV−1 cm−1�
are the fit parameters for the fits in Fig. 9. w1
=0.2603 �K−1 cm−1� and w2=−0.035 �eV−1 K−1 cm−1� are
the expansion coefficients for the temperature dependence.
This means the intrinsic absorbance is suppressed by
4.6·10−5 �cm K�−1, so that each degree of cooling reduces
the intrinsic transmission by 4.6·10−5 cm−1 at the wave-
length of 193.39 nm. On the other hand, if a specification for
an optical system demands a certain extinction coefficient,
we can increase the intrinsic operation range of the band gap
by 1.75 meV/K. This is already a strong increase and should
be considered as a serious option.20

VI. CONCLUSION

The measurement of temperature-dependent Urbach tails
clearly allows one to distinguish between the different parts
of the Urbach tail. A temperature-dependent tail and a
temperature-independent part, which mainly originates from
intrinsic defects, are present. The latter can be suppressed by
further improving the crystal growth and the purity of the
raw materials. The second part, the temperature-dependent
part of the Urbach tail, is of intrinsic nature and sets a clear
limit for the transparency which can be reached. Above all,
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FIG. 9. Fit for the temperature-dependent contribution to the
Urbach tail. On the y axis the absorbance A �based on log10� is
plotted on a logarithmic scale. On the x axis the photon energy is
plotted. The wavelength of 193.39 nm corresponds to 6.41 eV. Im-
provement in the crystal quality will only allow the temperature-
independent part of the Urbach tail to be reduced. The temperature-
dependent part is of intrinsic nature. The different fits for the
temperature-dependent part of the Urbach tail we have labeled with
exp�f1�x��, exp�f2�x��, exp�f3�x��, exp�f�x��, and exp�f4�x�� for the
temperatures −50 °C, −20 °C, +5 °C, +25 °C, and +80 °C,
respectively.
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we have derived the following conclusions: �i� For the wave-
length of 193.39 nm �or 6.41 eV photon energy�, the absor-
bance A �in terms of logarithm to the base 10� is limited as
shown in Fig. 9 to a minimum of A=1.18·10−3. �ii� Cooling
is an option to reduce the intrinsic absorbance20 according to
Eq. �11� by 4.6·10−5 �cm K�−1. �iii� There is a residual con-
tribution hidden which is temperature independent, due to,
e.g., antisites and which is difficult to remove. This contri-
bution can be of the order of 10−3. �iv� At the current surface
polishing quality, the surface contribution to the absorption
at 193.39 nm is ln�t / t0�=0.065 and has to be improved to
meet the requirements. Currently, for a sample of at least 3
cm thickness, the intrinsic bulk absorption starts to exceed

the current surface contribution. Growing a crystal, which is
reasonably transparent at 193.39 nm and fabricating lens el-
ements out of it remains a challenging goal and requires an
impurity concentration at a single digit ppb level. However,
this seems to be feasible if efforts are strengthened.
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