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Abstract—We study a dynamic random access game with a
finite number of opportunities for transmission and with energy
constraints. We provide sufficient conditions for feasible strate-
gies and for existence of Nash-Pareto solutions and show that
finding Nash-Pareto policies of the dynamic random access game
is equivalent to partitioning the set of time slot opportunities
with constraints into a set of terminals. We further derive upper
bounds for pure Nash-Pareto policies, and extend the study to
non-integer energy constraints and unknown termination time,
where Time Division Multiplexing policies can be suboptimal. We
show that the dynamic random access game has several strong
equilibria (resilient to coalition of any size), and we compute them
explicitly. We introduce the (strong) price of anarchy concept to
measure the gap between the payoff under strong equilibria and
the social optimum.

Index Terms—Dynamic game, multiple access control, strong
equilibria, TDM policy.

I. INTRODUCTION

We examine how mobile terminals, aware of their remain-
ing energy, adjust their individual transmission probabilities
under orthogonal energy constraints (each mobile has energy
constraints which depend only on its own control actions).
The performance of each terminal in a multi-user system is
significantly affected by the actions taken by other users.
In recent years it has been advocated that for scalability
reasons, centralized control of transmission power and/or other
parameters should be replaced by autonomous distributed
control to be performed by the mobiles in a decentralized
fashion where each one may optimize its own performance.
Much research has therefore been devoted over the last decade
to the study of wireless networks using game-theoretic tools.
In particular, several papers (e.g., [6], [3]) have studied the
equilibrium properties of static random access games. The
novelty of our approach here is in considering the dynamic
game in which the probability of transmission of a terminal in
slot ¢ depends on the amount of energy left prior to that slot.

A. Contributions

In the present paper we introduce a constrained dynamic
game approach to study the equilibrium, optimality, and effi-
ciency properties in random access scenarios. We consider a
noncooperative game with N terminals, where each terminal

This work has been done when the last co-author was visitor at University
of Illinois at Urbana Champaign. This work was partially supported by an
INRIA PhD internship grant.

controls its energy and seeks to maximize its total payoff
during the game. Our main contributions are the following:
We provide explicit equilibrium characterization of the dy-
namic random access game with constraints. We show that
the dynamic game has a finite number of constrained Nash-
Pareto equilibria and obtain some results on the number of
such equilibria by using feasible Time Division Multiplexing
(TDM) policies. We compute explicitly the (strong) price of
anarchy, and determine the constrained strong equilibria. We
show that TDM policies could be non-optimal in the non-
integer energy constraints case and compute the equilibria for
that case.

B. Content

The paper is structured as follows. The dynamic random
access model is presented in Section II. Section III provides
a comprehensive equilibrium analysis of the noncooperative
game. We then examine in Section IV the efficiency loss in
the network by using the concept of strong price of anarchy. In
Section V, we consider the interesting case where the energy
constraints are non-integers. Section VI concludes the paper.

II. THE SETTING

There are N mobile terminals. Terminal 4 has originally
energy £, and each transmission requires 1 unit of energy.
Time is slotted. At time ¢ terminal ¢ transmits with some proba-
bility p?. There are m transmission opportunities (equivalently,
the time horizon is m). A history H; of length t < m is a
collection of vectors of probabilities of transmission from the
initial slot to the time slot ¢. A behavioral strategy for player
1 is a collection of m maps labeled ¢ = 1 to ¢ = m, where the
tth map is from the set H; to a probability of a transmission
at that time. A behavioral multi-strategy is a set of behavioral
strategies, one for each player. Denote by p* = {pi}i=1,..m
a behavioral strategy of terminal . The vector of behavioral
strategies of all N terminals is denoted by p = (p*,...,p").
The total expected number of packets transferred successfully
by terminal ¢ is given by

0'(p):=>_pi [J(1 —pd).

t=1  j#i



Let Q? be the total amount of energy used by terminal i and
let Q* denote its expectation. Note that

Q'(p) =) _pi-
t=1

The payoff of terminal i is the expected number of packets suc-
cessfully transmitted: J*(p) = h*(6%(p)), where h' : R — R
is some increasing function. Terminal ¢ wishes to maximize
this payoff subject to a constraint on the total (or total
expected) energy consumption. This is formulated as:

P1(i): r{nai( Ji(p) st Q' < E P —a.s.
pi

An alternative problem is

P2(i): r{na:i( Ji(p) s.t Q(p) < &
Dy

We let Pj:={Pj(i), i=1,2,...,N}.

III. EQUILIBRIUM ANALYSIS

In this section we analyze the equilibrium point of the
underlying dynamic game. Specifically, in Sections ITI-A-III-B
we focus on TDM policies, which are shown to be Pareto-
efficient. We consider other types of equilibria in Section
III-C. We then introduce the notion of a strong equilibria and
its relation to the social welfare problem. We conclude this
section by considering the case when the termination time of
the game is unknown in advance.

A. Nash-Pareto Equilibria

Recall that a policy p is Nash equilibrium if it satisfies the
energy constraint and if no terminal can benefit by deviating
unilaterally. More precisely, if only player ¢ deviates then
either its payoff does not increase, or its energy constraints
are violated. A policy p is Pareto efficient if it is feasible and
there is no other policy g that satisfies the energy constraints
such that J%(q) > J(p) for all i with strict inequality for at
least one terminal 4. A policy p is a Nash-Pareto equilibrium if
p is a Nash equilibrium and p is Pareto efficient. A Nash-Pareto
policy may not exist in general, but we will show that such an
equilibrium does exist in our case Note that if m > Zjvzl &I
then it is possible to assign N disjoint sets of slots to the N
players such that each player has sufficiently many slots to
completely use his energy budget. Such a policy is obviously
a Nash equilibrium and is Pareto efficient. We shall thus
assume below that m < Z;vzl &J. Throughout the bulk of
this paper, we shall focus on the case where £7 are integers.
Only in Section V, non-integers £7 are briefly considered. We
define below TDM policies, which play a major role in our
equilibrium characterization.

Definition III-A1 (TDM policy). A TDM policy p(M)
is a partition of the set {1,...,m} into N disjoint sets
My, ..., My, such that at each time slot, t € {1,...,m}, the
terminal i for which t € M, transmits a packet with probability
1 and all the others do not transmit. p(M) is called feasible
if M; < & for each i.

Proposition III-A2. Any feasible TDM policy is a Nash
equilibrium and is Pareto efficient for both problems PI and
P2.

Proof: Let p be a feasible TDM policy. Since at each
slot there is one transmission, any attempt of a player to
deviate and transmit at a slot not assigned to it will result
in a collision. Thus a player cannot increase its number of
successful transmissions and hence its utility by attempting to
use slots not assigned to it. It can gain neither by not trans-
mitting at slots assigned to it. Hence p is a Nash equilibrium.
Assume next that ¢ = (¢°, p~*%) is another feasible TDM policy
with Ji(p) < J%(q) for user 4. This implies that for some
other terminal k, J¥(p) > J*(q) since the total number of
successful transmissions by all terminals is a constant m under
any feasible policy. This implies that p is Pareto efficient. W

Before proceeding with our game analysis, we provide
below two simple numeric examples.

Example 1: m = 1,€ > 1, The number of Nash equilibria
is infinite (one of the terminals transmits with probability one
and the others play any strategy). The number of Nash-Pareto
solutions is exactly N. The game has a unique symmetric
mixed equilibrium which consists of not transmitting with
probability one (it is feasible from the assumptions that
&€ > 1). This implies that the symmetric equilibrium is not
Pareto efficient.

Example 2: m = 4,N = 2, = 2,62 =3, £ + &2 =
5 > 4 = m. There are S(4,2) = 7 Nash-Pareto solutions
without feasible permutations and B4 = 15: 4 feasible TDM
policies where the terminal one transmits only one time dur-
ing all the four slots: [{1},{234}],[{2}, {134}],[{3}, {124}],
[{4},{123}], and three TDM policies in which the terminal
1 transmits two times: [{12}, {34}],[{13}, {24}],[{14}, {23}].
We should add three other feasible TDM policies ob-
tained by feasible permutations between the two terminals:
{34, (12)],[{24}, {13)], [{23}, {14}).

Based on combinatorial analysis, we are able to provide
below a characterization of the number of TDM policies. The
following lemma is immediate from combinatorial results on
the partitions of a set (see [8], [S]).

Lemma III-A3. The number of TDM policies is exactly the
Stirling number of the second kind S(m,N) which is the
number of partitions of a set of size m into N blocks (N < m).
S(m, N) satisfies the recursive formula
S(m,N) = ()S(m—1,N)+S(m—1,N—1)
= NSm—-1,N)+S(m—1,N—1),

S(m,1) = S(m,m) = 1.

The Stirling numbers of the second kind are given by the

explicit formula: S(m, N) = 3 Z;.V:O(—l)N_jjm ( ]]\7
It follows that the number of Nash-Pareto policies which

guarantee at least one successful transmission is less than

()

Jj=0



without counting the feasible permutations between terminals
in these policies.

Proposition III-A4. The total number of Nash-Pareto policies
is less than the number of partitions of the set {1,2,...,m}
to at most N blocks. This number is given by Z;\_f__l S(m, 7)
which is lower than the m—th Bell number

m
B =Y S(m,j)
§=0
for m < N. The Bell numbers satisfy the recursion formula:

i(?)Bj.

=0

Bm+1 =

Proof: Since the time horizon is finite, a Nash-Pareto
policy must preserve a successful transmission at each time
slot. Thus, a Nash-Pareto policy is necessarily a partition of
{1,2,...,m} to j non-empty blocks (j from one to N). The
number of Nash-Pareto policies is exactly the number of

{(My, ..., M) | Vs, M; ={1,...,m},
1< |M;| <&, MinM; = {0} ifi #j, k< N}

Hence, the number of partitions that are feasible is lower than
Z;‘\.[:1 S(m,j) < Bn,. |

The total number of Nash-Pareto equilibria, considering also
the order of the partitions (all the feasible permutations of the
time slot of assignment of the terminal), is bounded by

N
> imlS(m, 7).
j=1

B. Symmetric energy constraints

In this subsection, we assume that each terminal has orig-
inally the same energy &/ := £ > 1, V4. We obtain a
recursion on the number of Nash-Pareto solutions of the
dynamic random access game. Denote by NP(m,k,&) the
number of Nash-Pareto that guarantees at least one successful
transmission to each of the k terminals (m > k). Then the
number of Nash-Pareto equilibria is exactly

N
NP(m, N) = > NP(m, k,£).
k=1
Proposition III-B1. The following recursive formula holds:

0 if min(m,j) <0
NP(m,j,&) = 0 ifm<korm>E&k,
S(m, j) f&>m
—1+& m—1
NP(m, k,E) = VNP —1—j k-1,
(mke)= > ("5 )elm -1 gk 1.8)

j=0
Proof: The first expression is immediate from the def-
initions. We now Srove the second formula NP(m, k,&) =

Z_1+£ ( m—1 NP(m — 1 — 5,k — 1,E). The left-hand

side term counts exactly the number of partitions of the
set {1,2,...,m} with the restriction that each block of the

partition must have at most £ elements. Select now the one
element of {1,2,...,m} (says ”1”) as a reference. Then the
reference element ”1” can have at most £ other elements in the
same blocks of partition. We then can can add 0,1,...,—1+&
other elements in the partition. We count the number of
partition when j € {0,1,2,...,—1 + £} elements are added
to ”1”. This gives NP(m — 1 — j,k — 1,€) x the number of
choices of those j elements between m — 1, i.e. the binomial

mj— 1 . The number NP(m —1—j,k — 1, &) counts the
number of partitions of the remaining elements m — 1 — j into
k — 1 blocks with each block at most £ elements. In total, one

has
—1+£

>

Jj=0

( mj_l )NP(m—l—j,k—l,&’).

|

We now give a formula on the difference between the

number of feasible TDM policies (FTDM) without exchanging

the roles between terminals and the number of TDM policies
in case of symmetric constraints:

[FTDM(m, N,£)| = |FTDM(m
+< v ) IFTDM(m — 1, N, £)|

—1,N —1,8)]

_( mol )]pTDM(m—s,N—1,£)|

We can easily verify this formula for m < 3 or £ > m (by
Stirling number of second kind).

Example 3: m = 4,N = 2, = 2 = £2 (sym-
metric constraints). From the recursive formula with sym-
metric constraints, one has NP(4,2,2) = NP(3,1,2) +
QS NP(2,1,2). The first term NP(3,1,2) = 0 because
of the constraint at most 2 elements in the block. The term
NP(2,1,2) = 1. We conclude that NP(4,2,2) = 3 which are
the 3 TDM policies ([{12},{34}],[{13},{24}],[{14},{23}])
and 3 others are obtained by exchanging the role of termi-
nal 1 and terminal 2: [{34}, {12}],[{24}, {13}], [{23}, {14}].
Similarly, |FeasibleTDM(3,1,2)| = 0, and |[FTDM(3,1,2)| =
3 obtained from [{12},{3}].[{13},{2}].[{23},{1}] and
[FTDM(2,1,2)| = 1.

[FTDM(4,2,2)| = [FTDM(3,1,2)|

( . ) IFTDM(3,2,2)|
)

IFTDM(2,1,2)|
ie,3=0+2x3— (

C. Non-TDM Egquilibria

Proposition ITI-C1. The constrained dynamic random access
game has an infinite number of equilibria in behavioral
strategies.

Proof: Since m < Z;V=1 &7, there exists a feasible
strategy at which at each time slot, at least one of the N users



transmits with probability one. Then, any other feasible strat-
egy profile of the other terminals leads to an equlllbrlum Slnce
the strategies in the form (p!,...,pl ', 1,p! ™!, ... pN) ar
equilibria of the one-shot game at time slot ¢, it follows that
there is an infinite number of equilibria in behavioral mixed
strategies. |

To further describe equilibria that are not of TDM nature,
we define the following types of equilibria: An equilibrium
is completely mixed (or fully mixed) if 0 < p! < 1 for all
i,t. An equilibrium is partially mixed if at least one player
uses pure strategy, at least one player has completely mixed
strategy, the others players has arbitrary strategies. We have
the following result.

Proposition III-C2. The game has no interior equi-
libria in asymmetric behavioral strategies which are
Pareto optimal. Moreover, if the strategy profile p~7 =
(p',...,p" 1, pIt .. pN) is a completely mixed behav-
ioral strategy profile of the all terminals other than j, i.e.,
Vk,t, 0 <pF <1, Zf;l pk < EF. then the best strategy that
the terminal j can use is given by

transmit w.p 1 if t € B(min(E7,m)),
not transmit otherwise

where B(k) is the set of time slots that determine the k first
highest elements in the set {[],,;(1 — PY) b<t<m-

Proof: Let C; 7 = [Liy;(1— pi). Since Vi # j, 0 < pi <
1, one has 0 < C; J <1 for every time slot. There exists a
permutation ¢ that orders the elements of {C; 7}, as
Coty Z Cply 2 -+ 2 Oyl
Since the maximum of time slots (delay) is m, the terminal
j can invest at most min(€7,m). Since €7 € Z., the set
of time slots that gives in order the min(£7,m) highest
elements in {C, 7} is given by B(min(&7,m)) = {t | C, 7 >
C (’mm(gj mnt = {e),...,o(min(€7,m))} and the best
response to p~J is to transmit at any time ¢ € B(min(£7,m))
and stay quiet otherwise. The energy constraint is satisfied
and the payoff is maximized at that strategy. The maximum
payoff of j is h? (ZteB(min(Sj,m)) Cy
7 is not indifferent between transmit and not transmit when
the others terminals use p~/ because he gets more when he
transmits at the time slots in B(min(€7,m)). Hence there is
no interior strategy which is best response to p~/ for any
j. We conclude that the game has no interior equilibrium in
asymmetric behavioral strategies. |

7 ) . Thus the terminal

Corollary INI-C3. The same argument as in Proposition
HI-C2 holds if the strategy profile p satisfies 0 < p; < 1, Vi,t.

At such an equilibrium, at least one of the terminals
transmits with probability one at any time slot. If pl =1
for some ¢, then C,? = 0 and any strategy of terminal j
at time ¢ ylelds a payoff of zero. Hence p; has the form,
(4,42, ...,q) with Hk (1 —¢F) = 0. The partially mixed
equilibria are not Pareto optimal as shown in Theorem III-C5.

Proposition III-C4. (Symmetric time independent interior
equilibrium) Suppose that £/ = € for all j.

o IFEI
p defined by p, = (%,,%
equilibrium.

o If € > m, then there is no symmetric interior equilibrium

. : ; £
Proof: The energy constraints are satisfied 0 < = <

1,0i(p) = £ xm = €, Vj and it is not difficult to see
that the strategy p? = (%, ey %) is a best reply to itself.
Suppose that £ > m. Then, any symmetric time independent
interior strategy x uses less energy and the expected number
of successful transmissions is mx(1 — )™ =1 which is strictly
lower than m(1 — z)¥~! which is the payoff obtained when
the terminal transmits at each time slot. Hence, z is not a best
response to itself. n

=& < m < N&, then the interior strategy profile
) for each t is a Nash

Proposition III-CS. The (partially) mixed equilibria of the
game are not Pareto efficient.

Proof: By Proposition III-C2 and Corollary III-C3, if
more than two terminals transmit with probability one at the
same time slot then the policy does not lead to a Pareto optimal
one. It suffices to prove the result for the case where only
one terminal i transmits, another one j uses 0 < pJ < 1
and the others use a probability strictly lower than one.
The strategy p is then Pareto dommated by ¢ where ¢y is
qt = (pt7 7pt alapz+17" pj Op]+1 <o Dy )

(i) Under the strategy ¢ the payoff of all terminals other than
1 remain the same. (ii) The payoff of j is unchanged at time
slot ¢t because there is collision if j transmits at time ¢. (iii)
The total number of successful transmissions of 7 will increase
by [Thzi; (1 —2F) X (1= 0) = [Ty j (1= pF) x (1= p7) =
Pl [Thri ;(1 pF) > 0. Since A is strictly increasing, ¢ is
better than p in the Pareto sense. |

D. Strong equilibria

A policy is a k-strong (Nash) equilibrium if no coalition of
size k can improve the number of successful transmissions of
each of its members. A policy is a strong equilibrium if it is
a k-strong equilibrium for any size k. A strong equilibrium is
then a policy from which no coalition (of any size) can deviate
and improve the payoff of every member of the coalition, while
possibly lowering the payoff of terminals outside the coalition
group. This notion of strong equilibria is very attractive
because it is resilient against coalitions of terminals. Most of
the games do not admit any strong equilibrium but in our case
we will show that the dynamic random access game has many
strong equilibria.

Proposition III-D1. The feasible TDM policies that we extend
to empty set of the partition (or the number of blocks is at most
N) are strong equilibria.

Proof: Let p be a feasible extended TDM policy (i.e.,
where [M;| > 0). Since at each slot there is exactly one
transmission, any attempt of a coalition of any size £ < N of
terminals to deviate and transmit at a slot not assigned to it
will result in a collision. Thus the coalition of players cannot
increase its number of successful transmission and hence the
payoffs of its members by attempting to use slots not assigned
to it. It can neither gain by not transmitting at slots assigned



to it. Since the total number of successful transmissions by
all terminals is m under the feasible policy p which is the
maximum number of successful transmissions that we have
during the game, the policy p is a then strong equilibrium. B

To be a strong equilibrium, a strategy profile must nec-
essarily satisfy the property that there is no collision at
any time slot. This implies that at each time slot, only one
terminal transmits and the others stay quiet (under the energy
constraints). We conclude that strong equilibria are extended
TDM policies. Note that in general a Nash-Pareto equilibrium
may not be a strong Nash equilibrium, but in our case, we
then have the following result:

Proposition III-D2. In the dynamic game, the extended TDM
policies, the strong equilibria and the Nash-Pareto equilibria
coincide.

E. Maximization of successful transmissions

Any pure Pareto-Nash equilibrium of the dynamic game
corresponds to, the same number of successful transmissions
m which is the maximum number of successful transmissions
in m time slots. Thus, the feasible TDM policies and other
Pareto-Nash policies (the time divisions can be least than N
groups) described above solve the maximization problem:

N

max V(p) := JI subject to

p=(pt,....pN) ) ]; (®) !
Q’(p) < &,
j=1,...,N.

which gives a social welfare (or global optimum). When the h?
are the identity functions, then the optimality and the efficiency
of strong equilibria of the dynamic game can be characterized
as follows: Any strong equilibrium of the dynamic game is
a social welfare. In addition, a strong equilibrium is also an
energy efficient equilibrium in the sense that the equilibrium
is realized with a minimum energy investment for each user
and it is a social welfare. Figure 1 (resp. 2) represents the total
expected number of successful transmissions respectively for
2,10,50 time slots when N = 10 (resp. for N = 4,20,50
terminals when m = 50) in symmetric time independent
strategies. We can see from these figures that if the strategy
T%/' is feasible then it is a social welfare in symmetric time
independent strategies.

FE. Unknown Termination Time

We conclude this section by briefly considering the
case where the game terminates at some time 7', which
the terminals do not know in advance. That is, we as-
sume that T is a random variable, independent of the

actions of terminals, taking values in {1,2...,—-1 +
Zj.v:l &7}, The expected payoff of terminal j is J/(p) =
W EOT)) = b (Lpns PT = m)6*™(p))  where

g7 (p) = S | pl [Tx;(1—pF) Note that if T obeys a geo-
metric distribution with parameter 0 < o < 1 (without energy
constraints) P(T' = m) = (1—a)a™1, m > 1 we obtain the

—m=2
m=10
=4=m=50

04 05 e
probabilty of transmission

Fig. 1. Global optimum : m = 2, 10,50, N = 10.

— 4
N=20|
—4—N=50

$

7

e

expected successtul transmsissions

01 02 03 07 08 09

e ©
probabilty of transmission

Fig. 2. Global optimum: N = 4, 20, 50.

so-called discounted payoff. That is, the communication will
be terminated with probability (1 — ) at each time slot. If
7 is convex, then J9(p) < " o, P(T = m)h (69™(p)) .
It is clear that any feasible strategy that assigns each time
to a terminal with probability one is still an equilibrium.
This strategy profile depends only on Z;vzl &7, but is in-
dependent of the random variable 7. Thus, the expected
number of successful transmissions under this strategy is
E(T) =3,,>1 mP(T =m) (the game can terminate before
that some assigned terminals transmit). We shall not pursue
further the unknown termination time case, and leave the full
analysis thereof to future work.

IV. STRONG PRICE OF ANARCHY

Throughout this section, we assume that the hJ are the
identity functions. One of the metrics used to measure how
much the performance of decentralized systems is affected
by the selfish behavior of its components is the so-called
price of anarchy. We present here the analogue of price of
anarchy for the maximization problem using strong equilibria
and TDM policies. The Price of Anarchy can be seen as
an efficiency metric that measures the price of selfishness or
decentralization and has been extensively used in the context
of congestion games or routing games where typically users
haves to minimize a cost function. In the context of random
access, we define an equivalent measure of price of anarchy
for maximization problems. To have an interpretation as a
price, the inverse of the ratio that we define or the difference
between 1 and the ratio (normalized gap measure), are more
appropriate. Then, the infinite price of anarchy ”%” can be
seen as the largest price of anarchy. Also, the indetermination



disappears by translation of the payoff function (it is known
that this operation does not change the set of equilibria).

One of the advantages of a strong equilibrium is that it has
a potential to reduce the distance between the optimal solution
and the solution obtained as an outcome of selfish behavior,
typically in the case where there is a collision at each time
slot. Since the dynamic game has strong equilibria, we can
define the strong price of anarchy, introduced in [1], as the
ratio between the payoff of the worst strong equilibrium and
the social optimum value.

Proposition IV-A. For the dynamic random access game
with the number of successful transmissions as the payoff, the
strong price of anarchy is one.

Proof: Since the strong equilibria are extended TDM poli-
cies, they lead to the same number of successful transmissions,

. . >N F®

m. Strong Price of Anarchy = min, .gp g = 1
where SE is the set of strong equilibria, SW is the pay-
off obtained at any feasible social welfare value: SW :=
max, V(q) st Yoy ql < &I, Vje{l,...,N}. Hence, ratio
between the payoff of the worst strong equilibrium and the
feasible social welfare value is one. |

Note that when 2m < Z;v=1 &7, there exists a feasible
strategy profile for which at least two terminals can transmit in
the same time slot, for any time slot. The strategy profile where
there is collision in each time slot leads to a Nash equilibrium.
Then the worst Nash outcome is zero and Nthe ?rice of anarchy
too: Price of Anarchy = mingeng w = 0. This
indicates that the efficiency of decentralization is 0% i.e.,
complete inefficiency. The optimistic price of anarchy of
the best constrained Nash equilibrium also called price of

stability [2] is also 1, i.e. the efficiency of TDM policies
Y ) -1 =

is 100%. Price of Stability = maxpeng =

Strong Price of Anarchy.

We have seen that the price of anarchy captures the effi-
ciency of all the system, but what is the individual efficiency
of each terminal in that contribution? Clearly, the maximum
payoff that terminal ¢ can gain under the energy constraint
is h*(min(£%,m)). But the payoff that terminal i can obtain
in Nash-Pareto equilibria or correlated equilibria can be less
that A*(min(€?, m)). This motivates us to define the individual
efficiency metric (IEM) for strong equilibria. The individual
efficiency metric captures the price of non-cooperation (in
terms of energy investment or in terms of payoff) for each
terminal 4. The strong IEM of terminal ¢ is then the ratio
between the worst payoff of ¢ and the maximum payoff that
i can gain, i.e. IEM® = mianTDM policies erl{n_gm It
is easy to see that the strong IEM" is zero. This says that the
efficiency of ¢ can also be 0%, even when the strong price of
anarchy is 1.

V. NON-INTEGER ENERGY CONSTRAINTS

The TDM policies are based on total assignment of the
m time slots to the terminals. Suppose now that the £7 are
not necessarily integers. Denote by |z| the integer part of
x. We observe that FeasibleTDM(m, N,EL,E2,... EN) =

FeasibleTDM(m, N, |E[,|€2],...,|EN]) which follows
from the complete assignment (with probability one) of the
time slot to a terminal when it is feasible. We address
now the following question: Are feasible TDM policies op-
timal if the vector of constraints are not natural integers?
(E1,€2,...,EN) ¢ Z¥ ie., do we obtain the same optimal
value by solving with the constraints:
{ Q(p) < €]
I<j<N

We show that the answer is negative. Feasible TDM policies
can be suboptimal and may not be Nash equilibria in the non-
integer case. The following example illustrates this assertion.
Example 4: TDM policies are not Nash equilibria and are not
efficient. Consider the following parameters: m = 4, N =
4,6 = 2,67 = 0.9999 + 1=, j > 1. We verify that
Zj &l = 2+ 3(0.9999) + 10_6(% + % + %) = 4.9997 +
131076 > 4 = m. Since |£7] =0, forall j > 2, and £' =2,
the extended feasible TDM policies assign two of the four time
slots to terminal 1 and there is no transmission for the rest of
the time slots. There are 6 possibilities to do such assignments.
The total payoff obtained by any feasible TDM policy is then
h1(2). The following proposition shows that it is possible to
gain more than h'(2) as a total payoff.

Proposition V-A. The following holds: (a) feasible TDM
policies are not Pareto optimal, (b) feasible TDM policies are
not equilibria.

Proof: Let p be a feasible TDM policy that assigns to
terminal 1 the two first slots. Consider the following policy
q* : (a) ¢* assigns the two first slots to terminal 1, (b) at
slot three, terminal 2 transmits with probability £2, (c) at slot
four, terminal 3 transmits with probability £3. We show that g*
Pareto dominates p and p is not a Nash equilibrium. The payoff
obtained at ¢* is h'(2) for terminal 1, h%(€%) > 0 = h?(p)
for terminal 2, and h3(£3) > 0 = h3(p) for terminal 3, and
terminal 4 gets zero. We conclude ¢* Pareto dominates p.
Moreover the best response to p~7 for a terminal j > 2 is to
transmit with some probability 0 < ¢ < £7 at least at one of
the two slots where the terminal 1 is not assigned to. Thus, p
is not an equilibrium. The same argument works for the others
5 policies. n

Proposition V-B. A necessary and sufficient condition for

the existence and optimality of feasible TDM policies in the
. N ;

dynamic random access game is 3 ;1| E7] > m.

Proof: Necessity: The necessity to have this condition
comes from the Example 3. If this condition is not satisfied
then by Example 3 we get a counterexample where feasible
TDM policies are not efficient and not in equilibrium.

Sufficiency: If Z;V=1 |E7| > m, then the existence of fea-
sible TDM policies that cover all the time slots is guaranteed.
The optimality and equilibria follow by Theorems III-A2,
III-D2 and the arguments in Subsection III-E. This completes
the proof. n

In the remainder of this section, we consider Nash equilibria
when Z;V=1 |E7] < m and Z;'V=1 E>m.Letm/ :=m —k
where k is the maximum number of slots that can be assigned,



ie. k= Z].V_l |E7|. We have seen that if k > m there exists
a feasible TDM policy which is a strong equ111br1um and it
is a social welfare. Suppose now that Z] 1€ < m and

Z 11E7] > m. Consider the following strategy:

« The k first time slots are assigned by a feasible policy p.

o Let A be the set of terminals j for which &7 ¢ Z,.
Let N’ = cardinal of N’. The number N’ > 1 by
assumption. For all j € N7, &7 := &7 — |£7] is positive
and strictly lower than one. The terminals which are not
in A/ has zero energy at the end the slot k.

e From k + 1 to m, each terminal § € N’ has its total
remaining energy £/ € (0,1). Each terminal solves
the following constrained optimization problem for the
remaining slots:

SubProblem(k,j), j € N :

> i ]

t=k+1 €N\ {5}

0<y pl<&— €] <1
t=1

max  hJ
{Pfl }t’2k+1

(1—ph) | st

Proposition V-C. Let s = (p1,...,Dk, Qkt1,- - - s m) With
j £i E- & s
o=t =it ey ieN
0 jeEN.

Then,

o The strategy s is a Nash equilibrium of the dynamic game.
e s is not a global optimum.

Proof: We show that s is a Nash equilibrium. For
t < k, it is clear that unilateral deviation is non-profitable.
For t > k + 1, define Lagrange function for each ter-
minal SubProblem(k,j), j € N’ : LI({¢/}eshi1, M)
W (X7 @ Mhexnin (- ) = ¥ (7 ¢ — ). The
Karush-Kuhn- Tucker first optimality conditions give Vj € A,
h? (Zt k+1 qt Hie/\/’\{j}( a) Hie/\f’\{j}( -q) =
N Y ¢ = & — |&7], ¢/ > 0. After some compu-
tations, we derive that the strategy in which each terminal
j € N uses its remaining energy £ — |£7 | uniformly in the
m/ slots, solves the above problem and the fixed-point equation
of the best-response correspondence. Let Ty = {j, &/ =
max; £}, be the set of terminals with the maximum energy
available after the k& slots and 71 the cardinal of Ty ;. If
71 < m/, define Ty {ij ¢ v, & = maxyr, €'},
the second best maxima of energy after the k£ slots. More
generally, we define

Ti:={j ¢ U Ty, & = max &'}

iUl Ty
the [—best maxima of £/ — |£7|. Consider a policy s’ that
uses s; = p; in the k first slots and from k+1to k+ 73 <
m one of the terminals j € A, transmits with probability
st 1 = maxier, (€Y — |£%]) and others do not transmit.
From k + 71 + 1 to k + 72 < m, one of the terminals j € N’
transmits with probability s'7,, , = maxer, (£ — [£']) , and
others do not transmit, and so on. The two strategies s’ and s

coincide at the first & slots. The social payoff obtained between
the slots k£ and m under s’ is strictly greater than the social
payoff obtained under s. Hence, s is not a global optimum.

|

VI. CONCLUDING REMARKS

In this paper we have studied a dynamic random access
game with energy constraints. We have shown that the game
has an infinite number of Nash equilibria and an exponential
number of strong equilibria which we compute explicitly. In
the integer case we showed that any feasible strategy profile
that assigns a time slot to a single terminal leads to a Nash
equilibrium which is Pareto optimal. In the non-integer case,
we demonstrated that TDM can be suboptimal and infeasible.
Finally, we have analyzed the efficiency of these equilibria
using price of anarchy and a specific individual efficiency
metric. An interesting future direction would be to consider
multi-packet reception models, where the transmission suc-
cess probability decreases with the number of simultaneous
transmissions.
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