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ABSTRACT

Radar observations undertaken from 1976 to 1978, using
the 12.6-cm radar system of the Arecibo Observatory, are
used to place constraints on the structure of Saturn's rings
and the surfaces of the outer three (icy) Galilean satellites.

Measurements of the ratio, $\mu_C$, of the echo power re-
ceived in the same circular sense as transmitted to that re-
ceived in the orthogonal sense, yield $1.58\pm0.16$, $1.50\pm0.19$,
and $1.18\pm0.12$ for Europa, Ganymede, and Callisto, respectively.
(All astronomical targets previously studied by radar have
$\mu_C < 1$.) A model which can explain this unusual polarization
behavior postulates a thick surface layer of ice saturated
with nearly hemispherical craters. In developing this model,
I note that a single coherent reflection at normal incidence
reverses the rotational sense of circularly polarized inci-
dent radiation ($\mu_C = 0$), while multiple dielectric reflections
tend to produce an unpolarized echo ($\mu_C + 1$). However, two
coupled reflections can produce the observed backscattering
behavior, provided the angles of incidence lie between the
Brewster angle and its complement. The effect is maximum
when the angles equal 45°, yielding a ratio $\mu_C = 1.9$ for water
ice. Randomly oriented reflecting facets, either of ice on
the surface or of rocks in the interior, cannot yield the
observed behavior because too few of the total possible
backscattering configurations meet the above requirement.
Hemispherical craters, on the other hand, favor 45°-double-
reflection backscatter. I have used modified geometrical
optics and the Stokes-vector formalism to model the scat-
tering from nearly hemispherical craters whose interiors con-
sist of plane facets many wavelengths in size. If the sur-
face material has a refractive index 15% larger than that of
pure water ice, this model can explain the observed radar
results with regard to circular and linear polarization
properties, geometric albedo, and angular scattering law.
Mean geometric albedos, $\alpha$, of $0.64\pm0.16$, $0.35\pm0.09$, and $0.14\pm0.04$ have been determined for Europa, Ganymede, and Callisto, respectively. The orbital-phase dependence of the radar albedos appears similar to that observed at visible wavelengths for all three satellites.

The radial distribution of radar scatterers in Saturn's rings has been estimated from delay-Doppler observations made in January 1976. The optically defined A and B rings are apparently responsible for most of the radar echo. The outer half of the B ring (next to the Cassini Division) is an especially reflective region. There is no significant evidence for radar backscattering from particles interior to the B ring, exterior to the A ring, or from the planet itself. Unexpectedly large amounts of power at Doppler shifts near the center of the echo spectrum, previously reported for a ring opening angle $|B|=24.4^\circ$, are not apparent in spectra obtained in 1976-1978 for $|B| \leq 21.4^\circ$.

The 12.6-cm geometric albedo and polarization ratio of Saturn's rings have been determined as: $\alpha = 0.24\pm0.06$ and $\mu_c = 0.57\pm0.12$ at $|B| = 18.2^\circ$ in April 1977; and $\alpha = 0.27\pm0.07$ and $\mu_c = 0.40\pm0.05$ at $|B| = 11.7^\circ$ in February 1978. These values for $\alpha$ and $\mu_c$ are significantly lower than corresponding values measured at 3.5-cm wavelength and $|B| = 24.4^\circ$ (Goldstein et al., 1977). It follows that the radar backscattering properties of Saturn's rings are dependent on wavelength or opening angle, or both.

The circular polarization ratios reported for Saturn's rings are much less than unity, suggesting the importance of single-particle backscattering in the 12.6-cm radar echo. These results can be interpreted in terms of either a monolayer of large (radius $>>$ wavelength) irregular particles or a many-particle-thick layer of particles with very low single-scattering polarization ratios.
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I. INTRODUCTION

I. A. Motivations for the research and its scientific context

This is a dissertation on ground-based radar investigation of the physical structure of Saturn's rings and the surfaces of the Galilean satellites. The balance between observational and theoretical emphases of the research is fairly even, although the major theoretical effort concerns the surfaces of Europa, Ganymede, and Callisto. The research has been carried out during the years 1975-1978, a period which not only marks the beginning of major exploration of the outer solar system with spacecraft, but also is a particularly interesting time in the history of ground-based radar astronomy.

The early astronomical applications of radar technology led to discovery of Mercury and Venus rotation periods, improved the knowledge of planetary orbits and the astronomical unit, and contributed to determination of such properties of the inner planets as masses, radii, topography and gravitational figure. (I shall use the term "inner planets" to include the Moon.) Used extensively to examine planetary surfaces, radar astronomical techniques will be paramount in exploration of the surface of Venus.

The scientific context of this thesis is preliminary reconnaissance of outer solar system bodies. Much of the scientific challenge inherent in radar investigation of Saturn's rings and the Galilean satellite surfaces lies in
the combination of three facts. First, our a priori knowledge of large-scale surface structure is practically nil. Second, the composition, physical environment, and cosmogony of these targets suggest that their structure may have very little in common with that of the inner planets. Third, many of the radar properties of bodies in the outer solar system are fundamentally different from those of the inner planets. In fact, traditional scattering theories which interpret these properties in terms of surface structure are often inapplicable.

In other words, we have only a poor idea of what the Galilean satellites and Saturn's rings actually would look like at close range. We have strong reason to believe that they are vastly different from anything we've seen before; thus, previous experience in relating radar observations to "ground truth" are not very helpful.

The major goal of this thesis is to infer structural properties of the Galilean satellite surfaces and Saturn's rings from radar observations. The rings and the outer three Galilean satellites are the only easily detectable radar targets in the outer solar system using radar systems currently available. Their unusually large radar brightness is apparently related to the presence of surface water ice. Thus, this dissertation undertakes, as its major topic, a radar study of the large, water-ice bodies in the solar system. Indeed, major constraints on the structure of both the rings and the surfaces of the satellites follow from two
basic radar properties: the surface albedo and echo polarization. To a large degree, the techniques of observation and subsequent data analysis were similar for the Galilean satellites and Saturn's rings.

However, the inference of structural properties from radar observations obviously presents different problems for these two disparate types of targets. While one is interested in constraints on surface morphology and topography for the satellites, the important structural properties of Saturn's rings are particle size, shape, and spatial distribution. For this reason, the Galilean satellites and Saturn's rings are discussed in separate chapters.

The final sections of this introductory chapter review basic concepts and techniques of radar astronomy, originally developed in the context of the radar behavior of the inner planets. Chapter II is devoted to the Galilean satellites. Although comparable in size to the smallest inner planets, the moons of Jupiter exhibit profoundly different radar properties. In particular, the circular polarization of echoes from Europa, Ganymede, and Callisto is unusual in the extreme. Much of Chapter II is concerned with discussion of this effect and its possible explanation in terms of scattering from a cratered, icy surface.

Saturn's rings form the subject of Chapter III. Although the composition of ring particles may resemble that of Europa's surface, no single radar result can be described as "anomalous". Rather, the dilemma here is reconciliation of
the results of many radar observations made at different wavelengths, in different polarization senses, and at different ring-plane tilt angles. Chapter III begins with three sections describing all Saturn's rings radar observations undertaken to date, with minimal discussion of results. The final five sections of Chapter III contain discussions of particular radar properties of the rings and my inferences of ring structure.

In order to preserve the continuity of the text, I have relegated the more mathematical material to appendices.
I. B. Techniques of radar astronomy and application to inner solar system bodies

There exist several excellent descriptions of fundamental techniques of radar astronomy (e.g., Evans and Hagfors, 1968; Pettengill, 1970). The more important radar-astronomical concepts and definitions are developed in Appendix A.

The observational work for this thesis was done at the National Astronomy and Ionosphere Center in Arecibo, Puerto Rico, employing the S-band radar system described in Appendix B. The observations generally involved transmission of a highly monochromatic 2380 MHz (12.6-cm wavelength) CW wave for a duration on the order of the round-trip light-travel time to the target, followed by reception of the Doppler-shifted echo. Since each coherently reflecting element of the target contributes echo at a particular Doppler shift, and the received wave is a summation of such contributions, each of which is largely incoherent with the others, the echo is spread out in frequency. This is indicated in Fig. 1 for CW observation of a rotating spherical target.

Most of the observations involved circularly polarized transmission with reception switched periodically between the two orthogonal rotational senses of circular polarization. Thus, a typical night's data consisted of power spectra corresponding to two orthogonal polarizations. From these, radar scattering laws, cross sections, geometric albedo and polarization ratios for the targets were derived.
Fig. 1. Delay and Doppler resolution of a spherical target.
Radar cross section is defined in Appendix A while the formalism for dealing with polarization properties is developed in Appendix G. The ratios between orthogonally polarized echo components observed using circular and linear polarizations are defined here as:

\[ \mu_C = \frac{\sigma_{SC}}{\sigma_{OC}} \], circularly polarized transmission  
\[ \mu_L = \frac{\sigma_{OL}}{\sigma_{SL}} \], linearly polarized transmission

where "C" and "L" are abbreviations for "circular" and "linear"; "O" and "S" designate polarization senses "orthogonal to" and "same as" that transmitted, and \( \sigma \) denotes radar cross section.

Any measurement of linear polarization properties may involve identification of the position angle between the polarization plane of the transmitted wave and, say, the target's apparent projected rotation axis. However, throughout this thesis I will assume that \( \mu_L \) is independent of this position angle. This is equivalent to assuming that the whole-target scattering matrix is diagonal (Appendices G, H, and I). This is a reasonable assumption, although no experiments have been performed to determine the extent of its validity. For my purposes here, the above definition of \( \mu_L \) is certainly adequate.
The total ("T") radar cross section is the sum of cross sections in two orthogonal polarizations:

\[ \sigma_{TC} = \sigma_{OC} + \sigma_{SC} \]
\[ \sigma_T = \begin{cases} \sigma_{OL} + \sigma_{SL} \\ \sigma_{TL} = \sigma_{OL} + \sigma_{SL} \end{cases} \]

where \( \sigma_{TC} = \sigma_{TL} \) follows from my assumption that the target scattering matrix is diagonal. As shown in Appendix A, the radar geometric albedo \( \alpha \) is defined by

\[ \alpha = \frac{\sigma_T}{(4A_p)} \]

where \( A_p \) is the target projected area.

For the Galilean satellites, \( A_p = \pi R^2 \), where \( R \) is the radius derived from optical measurements by Morrison and Cruikshank (1974): 1820, 1550, 2635, and 2500 km for Io, Europa, Ganymede, and Callisto, respectively. In the case of Saturn's rings, \( A_p \) will correspond to the visible projected area of the A and B rings (Appendix K).

I will use the term "normalized cross section" to denote \( \sigma/A_p \) and the term "absolute cross section" to denote \( \sigma \). The above polarization ratios have been defined so that \((\mu_L, \mu_C)\) would be \((0,0)\) for any coherent, single-surface backscattering event, such as reflection from an infinite plane mirror whose normal is parallel to the line of sight, or from a perfectly smooth sphere; \((1/3, 1)\) for reflection from a distribution of randomly oriented dipoles (Long, 1965); or \((1,1)\) in the
limit of complete depolarization of the transmitted wave.

During the last two decades, much effort has been devoted to theoretical explanation of radar scattering from the inner planets. Although the gross radar scattering properties of outer solar system bodies have very little in common with those of the inner planets, a brief review of the latter is an appropriate starting point for discussion.

It has proven convenient to divide the radar echo from the inner planets into components on the basis of their polarization and/or angular scattering properties (Appendix A), as illustrated in Fig. 2. On one hand, the echo can be divided into a "polarized" or coherently reflected portion and a "depolarized" or incoherently scattered portion. By "polarized" I imply the "SL" polarization for a linearly polarized transmission or "OC" for a circularly polarized transmission. The polarization ratios for the inner planets typically lie between 0.01 and 0.1, with $\mu_C$ generally larger than $\mu_L$.

On the other hand, one can also separate echo components on the basis of the source mechanism involved. The "quasispecular" portion is completely polarized, drops off rapidly as the angle of incidence to the local surface increases and arises from single-surface reflection from a gently undulating surface. The "diffuse" portion is largely depolarized, drops off as $\cos^n\theta$ from the subradar point (where $n \sim 3/2$ and $\theta$ is angle of incidence), and is caused by
multiple scattering or scattering from surface components comparable in size with the radar wavelength.
Fig. 2. Typical delay distribution of echo power for an inner planet, broken down into polarized and depolarized components, and quasispecular and diffuse portions. (Fig. 3.1 of Thompson, 1965)
I. C. The "quasispecular" echo

This topic will be treated very briefly, as none of the targets which I have studied exhibit a quasispecular return on the basis of either their angular scattering law or their polarization ratio. For mathematical treatments of quasispecular-scattering models and extensive bibliographies on the subject, see Beckmann (1968), Hagfors (1968), and Simpson (1973).

The three most common methods used to describe scattering from "quasi-smooth" surfaces are the physical-optics scalar models, the physical-optics vector models, and geometrical optics models. Each approach involves some statistical description of the surface, defining either the distribution of surface heights and their lateral autocorrelation or the slope probability distribution. In the case of the geometrical optics approach, the distribution is that of facet orientations or sizes. The geometrical optics treatment assumes that each illuminated point of the target reflects the incident wave in the same manner as would an infinite plane tangent to the surface at the given point. That is, geometrical optics approximates the scattered field in the limit where the reflecting facet has dimensions large compared to the wavelength. On the other hand, physical optics approximates only the boundary conditions on the wave equation, which is solved using either the Helmholtz integral for a scalar solution or the Stratton-Chu integral for a
vector solution. Each of these several approaches has been moderately successful in describing the exponential shape and low polarization ratios of the quasispecular portion of echoes from the inner planets.
I. D. The "diffuse" echo

The "diffuse portion" of the radar return from the inner planets is relatively depolarized (0.1 ≤ \( \mu_L \) < \( \mu_C \) ≤ 0.6) and exhibits a scattering law (Appendix A) proportional to \( \cos^n\theta \) where, at least for the Moon and Venus, \( 1 < n < 2 \). Since the average angular scattering law is easily extracted from the delay distribution of echo power (Appendices A and D), and the Moon and Venus are the easiest astronomical targets to resolve in delay, it is not surprising that the diffuse scattering law and polarization behavior of these bodies have been studied extensively over a wide range of radar wavelengths, \( \lambda \).

As wavelength decreases, the fraction of total back-scattered power contained in the diffuse portion of the lunar echo increases. This is because the lunar regolith appears increasingly fine-structured (rougher) as the illuminating wavelength decreases. Thus it tends to show a backscattered intensity proportional both to the power incident on unit geometric area as well as to projected area (i.e., constant brightness per unit illumination), corresponding to a specific radar scattering cross section \( \sigma_o(\theta) \sim \cos^2\theta \), as noted in Appendix A. This so-called "Lambert law of diffuse reflection" is obeyed rather well at visible wavelengths by certain fine-grained papers. It is also a crude "first approximation" to exact solutions of the equation of transfer (Chandrasekhar, 1950, p. 146) for reflection from a semi-
The exponent in the diffuse-portion scattering law from a real, physical surface might be closer to 1 than to 2 because of, for instance, the precise geometry of shadowing (Hapke, 1963). For the Moon, Hagfors and Evans (1968) reported that at wavelengths $\lambda$ equal to 0.8 and 3.6 cm, $n \approx 1$, but at wavelengths $\lambda > 23$ cm, $n \approx 1.5$. At optical wavelengths, the entire Moon is uniformly bright, corresponding to $n \approx 1$. In general, $n$ will depend on the scattering law (bistatic phase function) for single scattering, the single scattering albedo, the relative importance of multiple scattering, the type of shadowing geometry, and the thickness, both physical and optical, of the scattering layer(s).

The diffuse portion of lunar and Venus radar echoes is largely depolarized. That is, the ratios $\mu_C$ and $\mu_L$ are much larger than for the echo as a whole, although significantly less than unity. The angular dependence of $\mu_C$ and $\mu_L$ for large angles of incidence ($\theta > 70^\circ$), where the diffuse portion dominates, is very small for the Moon at $\lambda = 23$ cm and 70 cm, and for Venus at $\lambda = 70$ cm according to Hagfors and Campbell (1974). They note that the circular polarization ratio levels off at 0.25 for Venus at $\lambda = 70$ cm. For the Moon, $\mu_C$ levels off at 0.4 for $\lambda = 70$ cm and at 0.55 for $\lambda = 23$ cm.

The depolarization of the diffuse portion has been attributed to single-scattering depolarization (e.g., Beckmann,
1968, p. 191), multiple scattering (Pollack and Whitehill, 1972; Fung, 1967), reflection from layered media (Hagfors and Evans, 1968), and reflection from large-scale surface structure (Hagfors and Campbell, 1974). Of course, more than one scattering process may be responsible for the polarization behavior of a real surface. The important point here is that there exists a plethora of reasonable explanations for the polarization properties of the inner planets. As discussed in the next chapter, such is not the case for three of the Galilean satellites.
II. THE GALILEAN SATELLITES

II. A. Radar picture of the satellite surfaces prior to thesis work

Goldstein and Morris (1975) reported the first radar detection of Ganymede in late August 1974, using the Jet Propulsion Laboratory's 12.6-cm radar system to determine \( \sigma_{OC} \). Their six-night average (normalized) value for \( \sigma_{OC} \), 0.12 ± 0.025, is at least as large as any for the inner planets. Their average spectrum (Fig. 3a) is very noisy but is clearly much broader than polarized-mode spectra for the inner planets (Fig. 4).

By fitting a model (Appendix D) based on a \( \cos^n \theta \) scattering law to the spectrum, Goldstein and Morris obtain a best estimate for \( n_R \) of 10. As denoted by the "R" subscript, they constrained Ganymede's radius to the optically determined value: 2635 km, during the estimation. They define a "half-power angle of incidence" \( \theta_{HP} \) by the equation:

\[
\cos^n \theta_{HP} = 1/2.
\]

The power backscattered from an average surface element whose normal points toward the radar (\( \theta = 0^\circ \)) would drop by 50% when tilted so \( \theta = \theta_{HP} \). For \( n = n_R = 10 \), the half-power angle has a value \( \theta_{HP} = 21^\circ \).

Goldstein and Morris point out that the half-power angles for the inner planets have values between 1° and 8°, such as would result from \( \cos^n \theta \) scattering laws with the exponent between ~70 and ~4000. They claim that the
Fig. 3. (a) is the six-night average Ganymede "OC" spectrum obtained by Goldstein and Morris (1975). (b) shows selected "SL" spectra taken by Campbell et al. (1977). The latter have been filtered to a resolution of 10% $f_{LL}$ (see text).
Fig 4. (a) Venus 12.6-cm spectra in orthogonal circular polarizations, after Carpenter (1966). Note the log-scale ordinate.

(b) Mercury 12.6-cm "OC" spectrum after Goldstein (1971). Here a linear-scale ordinate is used, and arrows show theoretical limb position.
relatively high value of $\theta_{HP}$ for Ganymede is a demonstration of that body's much greater relative roughness. Although this basic conclusion is certainly correct, the $\cos^n\theta$ mono-static scattering law is merely an empirical convenience, as discussed in Appendix D, and the physical assumptions implicit in its usage break down for $n \geq 1$.

Prior to these radar observations, there had developed a firm consensus that water ice is a major constituent of the surfaces of the outer three Galilean satellites: Europa, Ganymede, and Callisto. This was based on near-infrared (1.0-2.5\(\mu\)) reflectances (Kuiper, 1957; Moroz, 1965; Gromova et al., 1970; Johnson and McCord, 1971; Lee, 1972; Pilcher et al., 1972; and Fink et al., 1973). Goldstein and Morris (1975) speculated that perhaps the most likely explanation of their Ganymede results was a surface consisting of a "rocky or metallic material embedded in a matrix of ice."

The first systematic study (Campbell et al., 1977, hereafter referred to as CCPS) was undertaken when Jupiter next reached opposition, in autumn 1975. Donald Campbell of NAIC and Gordon Pettengill, Irwin Shapiro and John Chandler of MIT employed the newly improved Arecibo S-band (12.6-cm) radar to observe one satellite per night on 12 nights between September 1975 and January 1976. They used the linearly polarized "flat feed" (Appendix B) adjusted to receive in either the "SL" or the "OL" sense on any given night. Their typical spectra (Fig. 3b) for the outer
three satellites are very broad for each polarization. Although $\mu_L$ was not determined directly at a specific value of orbital phase $\phi$, it can be inferred to be approximately 0.5 from the single-polarization cross sections $\sigma_{OL}$ and $\sigma_{SL}$, obtained at different $\phi$. A similar approach to deriving values of radar geometric albedo leads to $\alpha = 0.42 \pm 0.10$, $0.20 \pm 0.05$, and $0.09 \pm 0.02$ for Europa, Ganymede, and Callisto, respectively. CCPS note

Curiously, the radar cross sections we obtained for Europa, Ganymede, and Callisto show nearly the same relative values as do the optical cross sections (Newburn and Gulkis, 1973; Morrison and Cruikshank, 1974), despite the presumably far deeper penetration into the surface by the radio waves. Perhaps the surface material is reasonably homogeneous to a depth of at least 1 m. Also, the extremely diffuse scattering of radio waves from these surfaces, compared to that from the terrestrial planets, may indicate that erosive smoothing processes on the Galilean satellites are negligible or that substantial internal reflection is occurring within the surface material.

They further note that the trend in albedos is similar to the trend in fractional frost coverage of the satellites, as estimated by Pilcher et al. (1972) and Pink et al. (1973).

Table I is based on Table I of CCPS and gives the pertinent quantitative results of their observations. For reasons described below, their estimates of radii and $n$ are not included. CCPS's least-squares estimates of $n_R$ are much smaller than the value estimated by Goldstein and Morris (1975), while the former's weighted mean value of $\sigma_{SL} = 0.5$ is, inexplicably, four times larger than the value of $\sigma_{OC}$
**TABLE I.** Results of the 1975 observations by Campbell et al. (1977), based on Table I in that paper.

<table>
<thead>
<tr>
<th>Target</th>
<th>Date</th>
<th>$\phi$</th>
<th>Pol'n</th>
<th>$n_R$</th>
<th>$\sigma$ ($\pi R^2$)</th>
<th>$\alpha$</th>
<th>$\mu_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Io</td>
<td>16 Jan 76</td>
<td>274°</td>
<td>SL</td>
<td></td>
<td>0.3 ±0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europa</td>
<td>5 Oct 75</td>
<td>71°</td>
<td>SL</td>
<td>1.1±0.2</td>
<td>1.18±0.30</td>
<td>0.49±0.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>27 Oct 75</td>
<td>137°</td>
<td>OL</td>
<td>1.4±0.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Europa weighted means)</td>
<td>TL</td>
<td>1.2±0.2</td>
<td></td>
<td>0.42±0.10</td>
<td>0.42±0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ganymede</td>
<td>30 Sep 75</td>
<td>100°</td>
<td>SL</td>
<td>1.4±0.2</td>
<td>0.44±0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 Oct 75</td>
<td>150°</td>
<td>SL</td>
<td>1.9±0.3</td>
<td>0.53±0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 Nov 75</td>
<td>269°</td>
<td>OL</td>
<td>1.5±0.3</td>
<td>0.30±0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Ganymede weighted means)</td>
<td>TL</td>
<td>1.5±0.1</td>
<td></td>
<td>0.20±0.05</td>
<td>0.62±0.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Callisto</td>
<td>28 Sep 75</td>
<td>70°</td>
<td>SL</td>
<td>1.8±0.4</td>
<td>0.27±0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>29 Sep 75</td>
<td>91°</td>
<td>SL</td>
<td>2.1±0.3</td>
<td>0.28±0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>28 Oct 75</td>
<td>0°</td>
<td>SL</td>
<td>1.5±0.3</td>
<td>0.25±0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 Oct 75</td>
<td>43°</td>
<td>OL</td>
<td>3.7±1.0</td>
<td>0.11±0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Callisto weighted means)</td>
<td>TL</td>
<td>1.9±0.2</td>
<td></td>
<td>0.09±0.02</td>
<td>0.41±0.14</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
reported by the latter group.

CCPS note that the high degree of depolarization and the broad spectra of the outer three satellites are consistent with diffuse scattering from a rough surface, and that these properties plus the very large albedo of Europa would lead one to expect a rough, icy surface for that satellite. Also, CCPS point out that "the spectra of both Ganymede and Callisto are significantly skewed as though one side of each planet as viewed from the earth was more reflective than the other,"

CCPS measured $\sigma_{SL} = 0.3 \pm 0.1$ for Io, which was detected only once in three attempts.

In summary, the following major radar properties of the Galilean satellites had been determined prior to the 1976 Jupiter opposition:

1. Europa, Ganymede, and Callisto, as a class of radar targets, are much more efficient backscatterers of 12.6-cm waves than the inner planets.
2. The radar scattering from the satellites is diffuse, with no trace of a quasispecular component.
3. Radar echoes from the outer three satellites are highly depolarized. The ratio $\mu_L$ is similar in magnitude to that for the diffuse portion of the lunar echo.
4. Radar geometric albedo, optical geometric albedo, and fractional coverage by water frost are correlated for the outer three satellites.
5. Io stands alone among the Galilean satellites as a relatively weak backscatterer of radar waves. It certainly must be considered separately.
II. B. Observations of the Galilean satellites, 1976-1977:

Experimental procedure and data analysis

The 1975 radar results of CCPS established the importance of determining the geometric albedo and polarizing properties of Europa, Ganymede, and Callisto, as accurately and over as wide a range of orbital phase as possible. These bodies were found to be unexpectedly intense radar scatterers; thus, the polarization ratios were relatively easy to measure. As demonstrated for the Moon and Venus (e.g. Pettengill, 1968, p. 310), the polarization of scattered radiation provides significant insight into surface structure. The Galilean satellites, unlike the Moon and Venus, are equally accessible to radar study at all longitudes. Consequently, measurement of \( \alpha, \mu_C, \) and \( \mu_L \) as a function of orbital phase proved a straightforward task, at least for the outer three satellites. As we shall see, Io proved the black sheep in this fold, and has presented unusual difficulties to radar observation.

The 1976 and 1977 experiments employed a new "circular" antenna feed, more efficient than that used in 1975 (Appendix B), and capable of receiving simultaneously in two orthogonal senses of either linear or circular polarization. Since circular polarization obviates problems with Faraday rotation (although these are not severe at S-band, the wavelength used in these observations), the quantities \( \sigma_{OC}, \sigma_{SC} \) and \( \mu_C \) are somewhat easier to measure than \( \sigma_{OL}, \sigma_{SL} \) and \( \mu_L \). Observations using circular polarization were undertaken in late
1976 and late 1977 at Arecibo by Pettengill, Shapiro and myself from MIT and Campbell from NAIC. The 1976 work has been reported by Campbell et al. (1978), hereafter referred to as CCOPS. The 1977 results (Ostro, et al., 1979) are presented in this thesis, for the first time.

The rest of this section will be devoted to a description of the 1976-1977 observations and data analysis. Results of the two studies, which were similar in objectives, will then be combined for discussion.

Observational parameters and system characteristics for the 1976 and 1977 observations are listed in Table II. Eleven nights were available in each year. A given night's observation consisted of about one hour of simple carrier (CW) transmission followed by reception of the echo for a similar duration. The round-trip flight time to Jupiter on the dates of observation was about 70 minutes in each case.

The transmitter carrier frequency was switched among two or more frequencies separated by several kilohertz, to facilitate correction for the background filter shape in analyzing echo spectra (Appendix B). During reception, the sense of polarization was switched between the "OC" and "SC" senses at a rate slow compared to that for frequency switching.

In 1977, a computer controlled the polarization switching and coordinated the integration and output of data (real-time spectra from an on-line array processor) with the echo-delayed frequency-switching cycle. It also managed the injection of a 3.6 K calibration noise pulse into the receiver
**TABLE II.** Observational parameters and system characteristics for 1976 and 1977 observations of the Galilean satellites at Arecibo.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1976</th>
<th>1977</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-way antenna gain at zenith</td>
<td>70.54 dB</td>
<td>70.54 dB</td>
</tr>
<tr>
<td>Cold sky system temperature at zenith</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;OC&quot; port</td>
<td>41 °K</td>
<td>38 °K</td>
</tr>
<tr>
<td>&quot;SC&quot; port</td>
<td>38 °K</td>
<td>36 °K</td>
</tr>
<tr>
<td>Antenna one-way beamwidth, full width at half power</td>
<td>2' arc</td>
<td>2' arc</td>
</tr>
<tr>
<td>Average transmitter power</td>
<td>350 kw</td>
<td>350 kw</td>
</tr>
<tr>
<td>Number of transmitter frequencies per cycle</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Time at each frequency</td>
<td>30 sec</td>
<td>10 sec</td>
</tr>
<tr>
<td>Polarization switching control</td>
<td>manual</td>
<td>computer</td>
</tr>
<tr>
<td>Time at each polarization per cycle</td>
<td>240 sec</td>
<td>80 sec</td>
</tr>
<tr>
<td>Raw data</td>
<td>3-level by 3-level</td>
<td>power spectrum</td>
</tr>
<tr>
<td></td>
<td>autocorrelation</td>
<td>from array processor</td>
</tr>
<tr>
<td></td>
<td>function</td>
<td></td>
</tr>
<tr>
<td>Total analyzing bandwidth in final spectra</td>
<td></td>
<td></td>
</tr>
<tr>
<td>outer satellites</td>
<td>2 kHz</td>
<td>4 kHz</td>
</tr>
<tr>
<td>Io</td>
<td>4 kHz</td>
<td>8 kHz</td>
</tr>
<tr>
<td>Unsmoothed frequency resolution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>outer satellites</td>
<td>19.4 Hz</td>
<td>9.8 Hz</td>
</tr>
</tbody>
</table>
during the first half-period of reception in each polarization. The 1977 data set therefore consisted of 16 different types of spectra (four frequencies times two polarizations times two calibration states).

To facilitate integration and sorting of data, every ten-second data record was identified with its start time, stop time, polarization, calibration state (on or off), antenna-pointing coordinates, and ephemeris echo delay. Furthermore, to avoid interrupting transmission and reception in order to monitor tracking accuracy (using Jupiter's intrinsic radio emission), antenna tracking was checked using radio sources at the same declination as Jupiter prior to the radar observations.

The above measures, designed to optimize the accuracy of the 1977 determinations of albedo and circular polarization ratio, were based on observing experience gained in 1976. As will be discussed later, values of $\mu_C$ and $\alpha$ determined in 1976 for Europa, Ganymede, and Callisto were much larger than had been anticipated.

Because of the unexpectedly large values of $\mu_C$ obtained for the outer three satellites, special attention was given to checking the radar system's polarization. This attention took two forms: (1) verifying that the receiving system was actually switching between the desired antenna ports at the correct times; and (2) ensuring that the antenna polarization was, in fact, highly circular. The first point was verified by carrying out two sets of identically structured observations
of Europa, the first with the feed adjusted for circular polarization and the second with the feed set for linear polarization. In both cases the power received from the nominal transmitting ("same") port exceeded that received from its orthogonal ("opposite") partner. Observation of leakage from the transmitter verified that the nominal assignments were correct. The degree of circularity of the transmitted and received polarization has been determined both by measurement during construction of the feed and by observation of Venus, whose echoes are known, and were observed, to yield a value of $\mu_C$ equal to a few percent (Goldstein, 1970).

Power spectra of echoes obtained in 1976 and 1977 are shown in Figs. 5 and 6, respectively. Spectra for the outer three satellites are smoothed to 10% of the a priori limb-to-limb bandwidth, $f_{\text{LL}}$, as discussed and derived in Appendices D and F.

The 1976 Io spectra, smoothed to 0.2 $f_{\text{LL}}$, are extremely weak. In 1977, with an improved data-taking system, Io could not be reliably detected (echoes did not exceed five standard deviations, i.e., $5\sigma$, of the accompanying noise fluctuations) in any of three attempts. From 1975 through 1977, Io has been "detected" at a $3\sigma$ to $4\sigma$ level (0.2 $f_{\text{LL}}$ resolution) at orbital phases $\phi$ of $25^\circ$, $118^\circ$, $274^\circ$ and $287^\circ$, but has remained undetected in observations made at $\phi = 91^\circ$, $151^\circ$, $139^\circ$, $204^\circ$, $243^\circ$ and $285^\circ$. During the 1975, 1976 and 1977 oppositions, successively better systems have yielded
estimates of Io's maximum geometric albedo approximating 0.08 (inferred from the \( \sigma_{SL} \) reported by CCPS), 0.04 (CCOPS), and 0.03, respectively. Given all these observational results, it seems possible that we have been mistaking noise for Io. Since the innermost Galilean satellite is barely detectable at best, very little can be said about its surface on the basis of radar observations, except that its albedo probably is no larger than those of the terrestrial planets.

On the other hand, as compared to Io, spectra of echoes from Europa, Ganymede, and Callisto are relatively strong in both polarizations. Parameters of a scattering law of the form \( \cos^n \theta \) were estimated from the (unsmoothed) observed power spectra, grouped according to receiver polarization. Weighted-least-squares estimates of the radar cross section \( \sigma' \), the exponent \( n_R \), and Doppler shift \( \nu_R \) of the model's center frequency were obtained as described in Appendices E and F. As denoted by the subscript "R", the target radius was constrained to a value derived from optical measurements (Morrison and Cruikshank, 1974): 1550, 2635, and 2500 km for Europa, Ganymede, and Callisto, respectively. Since \( n \) is highly correlated with \( R \) and \( \sigma' \), \( n_R \) probably characterizes surface scattering properties better than \( n \). As discussed in detail by Jurgens and Bender (1977), simultaneous estimation of \( n \) and \( R \) may be very difficult, and "often fails to converge [sic] when the signal-to-noise ratio is below a certain threshold. Convergence, in such cases, may be achieved by reducing the number of free parameters in the
estimation...."

A separate estimate of radar cross section $\sigma$ was obtained by simple integration of the observed signal power over an appropriate portion of the received spectrum. The latter method is considered more reliable for estimating cross section than the former, and only values of $\sigma$ obtained in this way will be quoted here. As derived in Appendix A, geometric albedo $\alpha$ is equal to one-fourth the normalized cross section.

In the spectra in Figs. 5 and 6, Doppler frequency is plotted relative to the Doppler shift of the estimated center frequency $v_R$. Best estimates of $v_R$ for each night in 1977 are given in Table III. Four figures are shown for each 1977 observation: (a) smoothed spectra taken in "OC" and "SC" polarization senses, (b) a smoothed "TC" spectrum with 0.1 $f_{LL}$ resolution, (c) a raw "TC" spectrum with 9 Hz resolution, and (d) an optimally fitted, three-parameter ($\sigma', n_R, v_R$) model superimposed on the curve in (c).

Tables IV and V give the values of $n_R$, $\sigma$, and $\alpha$ at each polarization for each night. Radar cross sections have been assigned errors of one-fourth their value to reflect estimated uncertainties associated with system antenna gain, temperature, and transmitted power, which generally dominate statistical fluctuations (Appendix C).

The uncertainties shown for $n_R$ and $v_R$ are derived by a uniform scaling of measurement errors such that the weighted-mean-square of the post-fit residuals equals unity (Appendix C). The scaling factor required is within 10% of unity,
except for the Ganymede data of 22 Nov 76, for which it is 1.5. The relatively small deviations of these factors from unity lend support to the validity of the model. Minimum uncertainties equal to $0.2 \, f_{\text{LL}}$ have been assigned to the Doppler shift estimates to protect against systematic errors which may be introduced by the use of a simple symmetric scattering law to represent spectra which are not, in fact, symmetrical.

Also shown for Europa, Ganymede, and Callisto is the polarization ratio $\mu_C$, determined from each night's data except for 7 Dec 76, when $\mu_L$ was measured for Europa. The quoted uncertainty in $\mu$ has been obtained from the dispersion observed among the results from the separate segments of data obtained in each night's measurements. The 1976 data consisted, nominally, of four (4-minute) spectra at each polarization. The 1977 data consisted of ten (200-second) spectra at each polarization.
**TABLE III.** Galilean satellites 1977 radar results: Doppler shifts.

<table>
<thead>
<tr>
<th>Target</th>
<th>Date (1977)</th>
<th>( \phi )</th>
<th>Mean time of reception (UTC)</th>
<th>Duration of observation (min)</th>
<th>Doppler shift for 2380 MHz transmission (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europa</td>
<td>23 Nov</td>
<td>236°</td>
<td>07 11</td>
<td>48.9</td>
<td>51,847±20</td>
</tr>
<tr>
<td>Europa</td>
<td>27 Nov</td>
<td>281°</td>
<td>06 59</td>
<td>62.7</td>
<td>-14,395±20</td>
</tr>
<tr>
<td>Ganymede</td>
<td>25 Nov</td>
<td>30°</td>
<td>07 05</td>
<td>30.7</td>
<td>301,851±17</td>
</tr>
<tr>
<td>Ganymede</td>
<td>20 Nov</td>
<td>138°</td>
<td>07 22</td>
<td>62.7</td>
<td>365,350±17</td>
</tr>
<tr>
<td>Ganymede</td>
<td>22 Nov</td>
<td>239°</td>
<td>07 16</td>
<td>61.4</td>
<td>88,208±17</td>
</tr>
<tr>
<td>Callisto</td>
<td>21 Nov</td>
<td>12°</td>
<td>07 17</td>
<td>62.7</td>
<td>269,725±7</td>
</tr>
<tr>
<td>Callisto</td>
<td>26 Nov</td>
<td>120°</td>
<td>07 05</td>
<td>59.3</td>
<td>322,706±7</td>
</tr>
<tr>
<td>Callisto</td>
<td>15 Nov</td>
<td>243°</td>
<td>07 46</td>
<td>46.7</td>
<td>165,787±7</td>
</tr>
</tbody>
</table>
TABLE IV. Galilean satellites 1976 radar results: cross sections, albedos, polarization ratios and scattering law exponents (see text). Here, $\tau$ is duration of observation and $\mu$ is to be interpreted as either $\mu_C$ or $\mu_L$.

<table>
<thead>
<tr>
<th>Target</th>
<th>Date (1976)</th>
<th>$\phi$</th>
<th>Pol'n</th>
<th>$\tau$ (min)</th>
<th>$n_R$</th>
<th>$\sigma$ ((\pi R^2))</th>
<th>$\alpha$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Io</td>
<td>15 Nov</td>
<td>25°</td>
<td>OC</td>
<td>37</td>
<td>6±5</td>
<td>0.18±0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Io</td>
<td>19 Nov</td>
<td>118°</td>
<td>OC</td>
<td>20</td>
<td>12±9</td>
<td>0.14±0.03</td>
<td>&lt;0.06</td>
<td></td>
</tr>
<tr>
<td>Io</td>
<td>26 Oct</td>
<td>287°</td>
<td>OC</td>
<td>16</td>
<td>14±8</td>
<td>0.20±0.04</td>
<td>&lt;0.05</td>
<td></td>
</tr>
</tbody>
</table>

(Io weighted means)  

<table>
<thead>
<tr>
<th></th>
<th>10±4</th>
<th>0.17±0.04</th>
<th>~0.04±0.01</th>
</tr>
</thead>
</table>

Europa  

<table>
<thead>
<tr>
<th>Date</th>
<th>$\phi$</th>
<th>Pol'n</th>
<th>$\tau$ (min)</th>
<th>$n_R$</th>
<th>$\sigma$ ((\pi R^2))</th>
<th>$\alpha$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 Nov</td>
<td>39°</td>
<td>OC</td>
<td>17</td>
<td>2.1±0.3</td>
<td>1.03±0.26</td>
<td>0.71±0.18</td>
<td>1.75±0.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SC</td>
<td>18</td>
<td>1.9±0.2</td>
<td>1.80±0.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC</td>
<td>2.0±0.2</td>
<td>1.80±0.45</td>
<td></td>
<td>0.71±0.18</td>
<td>1.75±0.29</td>
</tr>
</tbody>
</table>

Europa  

<table>
<thead>
<tr>
<th>Date</th>
<th>$\phi$</th>
<th>Pol'n</th>
<th>$\tau$ (min)</th>
<th>$n_R$</th>
<th>$\sigma$ ((\pi R^2))</th>
<th>$\alpha$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 Nov</td>
<td>185°</td>
<td>OC</td>
<td>21</td>
<td>1.5±0.3</td>
<td>1.18±0.30</td>
<td>0.73±0.18</td>
<td>1.47±0.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SC</td>
<td>17</td>
<td>2.0±0.3</td>
<td>1.73±0.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC</td>
<td>1.8±0.2</td>
<td>1.73±0.43</td>
<td></td>
<td>0.73±0.18</td>
<td>1.47±0.28</td>
</tr>
</tbody>
</table>

(Europa weighted means, circular pol'n only)  

|        | OC    | 1.8±0.2 | 1.11±0.28 |           |        |        |
|        | SC    | 1.9±0.2 | 1.77±0.44 |           |        |        |
|        | TC    | 1.9±0.1 |           | 0.72±0.18 | 1.61±0.20 |

Europa  

<table>
<thead>
<tr>
<th>Date</th>
<th>$\phi$</th>
<th>Pol'n</th>
<th>$\tau$ (min)</th>
<th>$n_R$</th>
<th>$\sigma$ ((\pi R^2))</th>
<th>$\alpha$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 Dec</td>
<td>319°</td>
<td>OL</td>
<td>13</td>
<td>1.6±0.4</td>
<td>0.81±0.20</td>
<td>0.62±0.16</td>
<td>0.48±0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SL</td>
<td>11</td>
<td>1.4±0.2</td>
<td>1.68±0.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TL</td>
<td>1.5±0.2</td>
<td>1.68±0.42</td>
<td></td>
<td>0.62±0.16</td>
<td>0.48±0.08</td>
</tr>
</tbody>
</table>

(Europa weighted means, circular and linear pol'ns)  

|        | TC+TL  | 1.8±0.1 | 0.69±0.17 |           |        |        |


<table>
<thead>
<tr>
<th>Target</th>
<th>Date</th>
<th>$\phi$</th>
<th>Pol'n</th>
<th>$\tau$ (min)</th>
<th>$n_R$</th>
<th>$\sigma$</th>
<th>$\alpha$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ganymede</td>
<td>18 Nov 65°</td>
<td>OC 18</td>
<td>2.0±0.1</td>
<td>0.62±0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SC 18</td>
<td>1.6±0.1</td>
<td>0.93±0.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC 18</td>
<td>1.8±0.1</td>
<td>0.39±0.10</td>
<td>1.52±0.29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ganymede</td>
<td>22 Nov 266°</td>
<td>OC 7</td>
<td>1.6±0.2</td>
<td>0.58±0.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SC 5</td>
<td>1.3±0.3</td>
<td>0.71±0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC 12</td>
<td>1.4±0.2</td>
<td>0.32±0.08</td>
<td>1.23±0.77</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Ganymede weighted means)</td>
<td>OC</td>
<td>1.9±0.1</td>
<td>0.61±0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SC</td>
<td>1.6±0.1</td>
<td>0.88±0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TC</td>
<td>1.7±0.1</td>
<td></td>
<td>0.37±0.09</td>
<td>1.48±0.27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Callisto</td>
<td>19 Nov 102°</td>
<td>OC 7</td>
<td>1.7±0.4</td>
<td>0.20±0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SC 29</td>
<td>1.4±0.1</td>
<td>0.32±0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC 15</td>
<td>1.5±0.1</td>
<td>0.13±0.04</td>
<td>1.61±0.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Callisto</td>
<td>27 Nov 225°</td>
<td>OC 15</td>
<td>1.8±0.2</td>
<td>0.30±0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SC 19</td>
<td>2.0±0.2</td>
<td>0.33±0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC 19</td>
<td>1.9±0.1</td>
<td>0.16±0.04</td>
<td>1.12±0.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Callisto</td>
<td>14 Nov 304°</td>
<td>OC 19</td>
<td>1.2±0.2</td>
<td>0.22±0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SC 11</td>
<td>1.2±0.2</td>
<td>0.31±0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC 12</td>
<td>1.2±0.2</td>
<td>0.13±0.03</td>
<td>1.39±0.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Callisto weighted means)</td>
<td>OC</td>
<td>1.5±0.1</td>
<td>0.25±0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SC</td>
<td>1.5±0.1</td>
<td>0.33±0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TC</td>
<td>1.6±0.1</td>
<td>0.15±0.04</td>
<td>1.24±0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target</td>
<td>Date</td>
<td>Φ</td>
<td>Pol'n</td>
<td>n_R</td>
<td>σ</td>
<td>α</td>
<td>μC</td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>------------</td>
<td>---</td>
<td>-------</td>
<td>-----</td>
<td>-----</td>
<td>-------</td>
<td>------</td>
<td></td>
</tr>
<tr>
<td>Europa</td>
<td>23 Nov 77</td>
<td>236°</td>
<td>OC</td>
<td>1.6±0.3</td>
<td>0.96±0.24</td>
<td>0.62±0.16</td>
<td>1.60±0.47</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SC</td>
<td>1.9±0.2</td>
<td>1.54±0.39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TC</td>
<td>1.8±0.2</td>
<td></td>
<td>0.55±0.14</td>
<td>1.49±0.36</td>
<td></td>
</tr>
<tr>
<td>Europa</td>
<td>27 Nov 77</td>
<td>281°</td>
<td>OC</td>
<td>1.9±0.3</td>
<td>0.88±0.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SC</td>
<td>1.2±0.2</td>
<td>1.31±0.33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TC</td>
<td>1.4±0.1</td>
<td></td>
<td>0.58±0.14</td>
<td>1.53±0.29</td>
<td></td>
</tr>
<tr>
<td>(Europa weighted means)</td>
<td></td>
<td></td>
<td>OC</td>
<td>1.8±0.2</td>
<td>0.92±0.23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SC</td>
<td>1.5±0.1</td>
<td>1.41±0.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TC</td>
<td>1.5±0.1</td>
<td></td>
<td>0.58±0.14</td>
<td>1.53±0.29</td>
<td></td>
</tr>
<tr>
<td>Ganymede</td>
<td>25 Nov 77</td>
<td>30°</td>
<td>OC</td>
<td>1.4±0.5</td>
<td>0.55±0.25</td>
<td>0.33±0.08</td>
<td>1.42±0.77</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SC</td>
<td>1.3±0.3</td>
<td>0.78±0.23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TC</td>
<td>1.5±0.3</td>
<td></td>
<td>0.33±0.08</td>
<td>1.42±0.77</td>
<td></td>
</tr>
<tr>
<td>Ganymede</td>
<td>20 Nov 77</td>
<td>138°</td>
<td>OC</td>
<td>1.1±0.1</td>
<td>0.53±0.17</td>
<td>0.35±0.09</td>
<td>1.66±0.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SC</td>
<td>0.8±0.1</td>
<td>0.88±0.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TC</td>
<td>0.9±0.1</td>
<td></td>
<td>0.35±0.09</td>
<td>1.66±0.63</td>
<td></td>
</tr>
<tr>
<td>Ganymede</td>
<td>22 Nov 77</td>
<td>239°</td>
<td>OC</td>
<td>1.1±0.1</td>
<td>0.50±0.12</td>
<td>0.31 0.08</td>
<td>1.48 0.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SC</td>
<td>1.2±0.1</td>
<td>0.74±0.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TC</td>
<td>1.2±0.1</td>
<td></td>
<td>0.31 0.08</td>
<td>1.48 0.32</td>
<td></td>
</tr>
<tr>
<td>(Ganymede weighted means)</td>
<td></td>
<td></td>
<td>OC</td>
<td>1.1±0.1</td>
<td>0.52 0.13</td>
<td>0.33 0.08</td>
<td>1.51 0.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SC</td>
<td>1.0±0.1</td>
<td>0.79 0.20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TC</td>
<td>1.1±0.1</td>
<td></td>
<td>0.33 0.08</td>
<td>1.51 0.27</td>
<td></td>
</tr>
<tr>
<td>Target</td>
<td>Date</td>
<td>φ</td>
<td>Pol'n</td>
<td>n_R</td>
<td>σ</td>
<td>α</td>
<td>μ_C</td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>------------</td>
<td>-----</td>
<td>-------</td>
<td>-----</td>
<td>-------</td>
<td>-------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td>Callisto</td>
<td>21 Nov 77</td>
<td>12°</td>
<td>OC</td>
<td>1.6±0.2</td>
<td>0.29±0.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SC</td>
<td>1.7±0.2</td>
<td>0.31±0.08</td>
<td>0.15±0.04</td>
<td>1.07±0.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TC</td>
<td>1.6±0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Callisto</td>
<td>26 Nov 77</td>
<td>120°</td>
<td>OC</td>
<td>1.7±0.2</td>
<td>0.23±0.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SC</td>
<td>1.5±0.2</td>
<td>0.30±0.08</td>
<td>0.13±0.03</td>
<td>1.30±0.33</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TC</td>
<td>1.6±0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Callisto</td>
<td>15 Nov 77</td>
<td>243°</td>
<td>OC</td>
<td>1.5±0.3</td>
<td>0.29±0.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SC</td>
<td>1.3±0.2</td>
<td>0.32±0.08</td>
<td>0.15±0.04</td>
<td>1.10±0.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TC</td>
<td>1.4±0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Callisto weighted means)</td>
<td></td>
<td></td>
<td>OC</td>
<td>1.6±0.1</td>
<td>0.27±0.07</td>
<td>0.14±0.04</td>
<td>1.14±0.16</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SC</td>
<td>1.5±0.1</td>
<td>0.31±0.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TC</td>
<td>1.5±0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 5. Spectra of radar echoes obtained in 1976 from the Galilean satellites. The center (zero) frequency corresponds to the estimated Doppler shift for echoes from the subradar point for each night (see text). A positive Doppler frequency corresponds to that portion of the surface which is approaching the observer as compared to the satellite's center of mass (i.e., which lies at greater west longitude as compared to the sub-Earth point). Each spectrum represents the sum of all data taken in a given polarization sense on the night specified. The ordinates are given in units of standard deviations of the associated noise. Dashed and solid lines connecting the observed data points are used to designate the results for "same" and "orthogonal" polarization senses, respectively. All data were taken using circular polarization except those shown in (f), for which linear was used. Each spectrum has been convolved with a smoothing filter whose resolution was 10% of the calculated limb-to-limb bandwidth, except for Io where 20% was used.
Fig. 6. Galilean satellites 1977 spectra. Results for each of eight nights are shown in four parts. (A) shows "OC" (light curve) and "SC" (dark curve) spectra, filtered to a resolution equal to 10% of the \textit{a priori} limb-to-limb bandwidth (see text). (B) shows the filtered "TC" spectrum. (C) and (D) both show the raw "TC" spectrum. Best estimates of geometric albedo $\alpha$, circular polarization ratio $\mu_C$ and scattering law exponent $\hat{n}_R$ (for "TC" spectra) are given in the upper right-hand corner. The model spectrum corresponding to a scattering law with the exponent $\hat{n}_R$ is superimposed on the raw "TC" spectrum in (D).The axes have the same meaning as in Fig. 5. Small vertical bars drawn at "-4 std dev's" designate theoretical limb positions.
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II. C. Results of observations and inferences concerning surface structure

Table VI summarizes measurements of scattering-law exponent $n_R$, geometric albedo $\alpha$, and circular polarization ratio $\mu_C$. Weighted means of the values of these quantities determined in 1976 (Table IV) and 1977 (Table V) are listed, along with weighted means for both years.

Figure 7 is a diagram of orbital phases at which the outer three satellites have been observed from Arecibo. Phases for 1975 observations are in parentheses and phases for 1976 are daggered. Measured values of $\alpha$, $\mu_C$ and the summed-polarization $n_R$ are given, and skew toward positive or negative Dopplers is noted.

My inferences concerning surface structure derived from estimates of albedo, spectral shape, and scattering-law exponent are discussed in this section. My structural explanation of the anomalous circular polarization ratios will be developed in Section D of this chapter.
TABLE VI. Weighted-mean values of $n_R$, $\mu_C$ and $\alpha$ for the 1976 and 1977 Galilean satellites observations

<table>
<thead>
<tr>
<th></th>
<th>1976</th>
<th>1977</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europa</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;OC&quot; $n_R$</td>
<td>1.8 ±0.2</td>
<td>1.8 ±0.2</td>
<td>1.8 ±0.1</td>
</tr>
<tr>
<td>&quot;SC&quot; $n_R$</td>
<td>1.9 ±0.2</td>
<td>1.5 ±0.2</td>
<td>1.7 ±0.1</td>
</tr>
<tr>
<td>&quot;TC&quot; $n_R$</td>
<td>1.8 ±0.1</td>
<td>1.5 ±0.1</td>
<td>1.6 ±0.1</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.69±0.17</td>
<td>0.58±0.14</td>
<td>0.64±0.16</td>
</tr>
<tr>
<td>$\mu_C$</td>
<td>1.61±0.20</td>
<td>1.53±0.29</td>
<td>1.58±0.16</td>
</tr>
<tr>
<td>Ganymede</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;OC&quot; $n_R$</td>
<td>1.9 ±0.1</td>
<td>1.1 ±0.1</td>
<td>1.5 ±0.1</td>
</tr>
<tr>
<td>&quot;SC&quot; $n_R$</td>
<td>1.6 ±0.1</td>
<td>1.1 ±0.1</td>
<td>1.4 ±0.1</td>
</tr>
<tr>
<td>&quot;TC&quot; $n_R$</td>
<td>1.7 ±0.1</td>
<td>1.1 ±0.1</td>
<td>1.4 ±0.1</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.37±0.09</td>
<td>0.33±0.08</td>
<td>0.35±0.09</td>
</tr>
<tr>
<td>$\mu_C$</td>
<td>1.48±0.27</td>
<td>1.51±0.27</td>
<td>1.50±0.19</td>
</tr>
<tr>
<td>Callisto</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;OC&quot; $n_R$</td>
<td>1.5 ±0.1</td>
<td>1.6 ±0.1</td>
<td>1.6 ±0.1</td>
</tr>
<tr>
<td>&quot;SC&quot; $n_R$</td>
<td>1.5 ±0.1</td>
<td>1.5 ±0.1</td>
<td>1.5 ±0.1</td>
</tr>
<tr>
<td>&quot;TC&quot; $n_R$</td>
<td>1.6 ±0.1</td>
<td>1.5 ±0.1</td>
<td>1.6 ±0.1</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.15±0.04</td>
<td>0.14±0.04</td>
<td>0.14±0.04</td>
</tr>
<tr>
<td>$\mu_C$</td>
<td>1.24±0.19</td>
<td>1.14±0.16</td>
<td>1.18±0.12</td>
</tr>
</tbody>
</table>
Fig. 7. Geometric albedo $\alpha$, circular polarization ratio $\mu_c$, "TC" scattering law exponent $\tilde{n}_R$ and skew (if any) toward positive or negative Doppler shifts are shown at the orbital phase of observation for 1975 (φ in parentheses), 1976 (φ daggered) and 1977.
II. C. 1. Albedos

Albedos measured in 1977 average about 90% as large as those measured in 1976, an agreement well within suspected systematic sources of error. For example, the difference could easily be explained in terms of system temperature calibration errors alone.

However, it is difficult to resolve the discrepancy between the 1976-1977 weighted mean albedos and the earlier 1975 results. The value of $\sigma_{OC} = 0.12$ reported by Goldstein and Morris (1975) is even harder to explain without invoking time-variable 12.6-cm reflectivity. One might speculate on exotic physical phenomena which could suddenly change the effective surface electrical properties by large factors (e.g., eruptions of some aqueous electrolyte, coating vast surface areas with some very reflective material; or a process involving interaction of an icy surface with high-energy particles). My personal view is that there is no strong evidence for time-variable albedos. Since measurement of $\alpha$ at a given orbital phase requires simultaneous measurement of cross section in orthogonal polarizations, the inference of albedos from the 1975 data is probably much less reliable than from the 1976-1977 results.

I have listed in Table VII what I consider the best current estimates of $\alpha$, $\mu_C$ and $\mu_L$ for Europa, Ganymede, and Callisto. Except for the Ganymede and Callisto linear polarization ratios, which have been inferred from CCPS, all
values are weighted means of 1976-1977 results.

Figure 8 compares the radar geometric albedos in Table VII against the visible-wavelength geometric albedos obtained by several observers, and values for the fraction of each satellite's surface which is covered by water frost as estimated by Pilcher et al. (1972). The correlation among these three quantities, first noted by CCPS, is remarkable and suggests that surface ice is chiefly responsible for the relatively high values of $\alpha$.

Veverka (1977, p. 202) has tabulated, for each satellite, the longitudes $\phi_{\text{min}}$ and $\phi_{\text{max}}$ of minimum and maximum brightness in the $V$ photometric system ($\lambda \approx 0.54 \mu$) as determined by Harris (1961), Johnson (1969), Blanco and Catalano (1974 a,b), and Morrison et al. (1974). These two quantities provide the simplest parameterization of the satellites' lightcurves, which are nonsinusoidal in shape. Taking weighted averages of the figures in Veverka's (1977) Table 9.10, I calculate $(\phi_{\text{min}}, \phi_{\text{max}})$ equal to $(282^\circ, 83^\circ)$, $(261^\circ, 61^\circ)$, and $(114^\circ, 269^\circ)$ for Europa, Ganymede, and Callisto, respectively. These longitudes are denoted by arrows (↑, ↓) in Fig. 9, where measured satellite geometric albedos are plotted as functions of subradar longitude $\phi$. Weighted mean albedos from Table VII are indicated by horizontal lines in the figure.

Figure 9 suggests that the orbital-phase dependence of radar geometric albedo may mimic the fundamental trends in $p(\phi)$ indicated by $\phi_{\text{min}}$ and $\phi_{\text{max}}$. In light of the sparseness
TABLE VII. Galilean satellites: best current estimates of polarization ratios and geometric albedos. Values correspond to the weighted mean of results for different phases in 1976 and 1977, except that entries marked with an asterisk are inferred from several single-polarization measurements made in 1975 by CCPS.

<table>
<thead>
<tr>
<th>Target</th>
<th>$\mu_C$</th>
<th>$\mu_L$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europa</td>
<td>1.58±0.16</td>
<td>0.48±0.08</td>
<td>0.64±0.16</td>
</tr>
<tr>
<td>Ganymede</td>
<td>1.50±0.19</td>
<td>*0.62±0.22</td>
<td>0.35±0.09</td>
</tr>
<tr>
<td>Callisto</td>
<td>1.18±0.12</td>
<td>*0.41±0.14</td>
<td>0.14±0.04</td>
</tr>
</tbody>
</table>
The radar geometric albedo $\alpha$, optical geometric albedo $p$, and radar polarization ratio $\mu_C^{-1}$ are shown for Europa (E), Ganymede (G) and Callisto (C), in an attempt to highlight an apparent correlation between them and surface ice. The circles, triangles and squares correspond to values of $p$ determined by Harris (1961), Johnson (1971) and Morrison et al. (1974), respectively. Estimates of fractional frost coverage are by Pilcher et al. (1972).
Fig. 9. Galilean satellites' $\alpha(\phi)$ measured in 1976 (dots) and 1977 (circled dots). Horizontal lines are drawn at values of $\alpha$ given in Table VII. Arrows designate longitudes of visible-wavelength brightness minima and maxima (see text).
of data, the estimated 25% uncertainty in $\alpha$, and the possibility of 1976-to-1977 calibration problems, this conclusion is very tentative. If significant, correlation between $\alpha(\phi)$ and $p(\phi)$ would constitute additional evidence that surface ice is responsible for the unique radar behavior of Europa, Ganymede, and Callisto. It could also mean that the surface layers responsible for visible-wavelength lightcurves are many radar wavelengths thick.
II. C. 2. Spectral shape and scattering law

As a whole, the spectra in Figs. 5 and 6 are fairly symmetrical, although a few (see Fig. 7) are slightly skewed toward positive or negative Dopplers. Some (e.g., Europa at $\phi = 236^\circ$ and Ganymede at $\phi = 138^\circ$) show small irregularities which may be evidence of surface features. Two spectra, taken at orbital phases about $180^\circ$ apart, and skewed in opposite directions, might be evidence for surface albedo differences a full hemisphere in size. If such spectra did not "invert" in this manner, i.e., if both were skewed in the same Doppler sense, the sources of scattering enhancement could not be a full hemisphere in extent. However, a very large part of the surface, perhaps a "quartesphere" in scale, would certainly have to be relatively brighter (or darker) to account for the spectral skew.

A better description of surface properties cannot be drawn on the basis of spectral asymmetry alone because of (a) the low surface resolution afforded by Doppler strips that are $\sim 0.1 f_{LL}$ wide, and (b) the inability to distinguish composition-related reflectivity variations from structure-related enhancements in backscatter gain.

The differences between the two estimates of $n_R$ obtained separately in two orthogonal senses of polarization are insignificant in most cases. An exception occurs when observing Europa at $\phi = 281^\circ$, where I find $n_R$ equals $1.9 \pm 0.3$ and $1.2 \pm 0.2$ for "OC" and "SC" polarization
senses, respectively. The latter value is close to the scattering-law exponent corresponding to a uniformly bright disc and may reflect the absence of ice in subradar regions. This possibility is suggested by the relatively low albedo found at this orbital phase, a fact which could also explain the skewness of the spectrum obtained at $\phi = 236^\circ$.

Since estimates of $n_R$ in orthogonal polarizations are, in most cases, similar, the summed-polarization scattering law exponent $\hat{n}_R$, estimated from "TC" or "TL" spectra, would seem to be an appropriate descriptor of average scattering behavior. Most measured values of $\hat{n}_R$ lie in the range $1 < \hat{n}_R < 2$. In other words, the satellites generally exhibit at least a small amount of limb darkening ($\hat{n} > 1$). As shown in Table VI, the weighted mean value of $\hat{n}_R$ for all three outer satellites is $1.5 \pm 0.2$. Thus the average angular dependence of scattering from these Galilean satellites is quite similar to that for the diffuse portion of the lunar and Venus echoes (Hagfors, 1968; Hagfors and Campbell, 1974).

From the data in hand, $\mu_C$ and $n_R$ do not appear to be correlated with the orbital phase of the corresponding observations. However, the dispersion among measurements of $n_R$ is less for Europa than it is for Ganymede or Callisto.

The summed-polarization estimates of $n_R$ for Ganymede are very scattered. As noted in Fig. 7, several Ganymede spectra are slightly asymmetric. Those at $\phi = 65^\circ$, $100^\circ$, and $266^\circ$ are each somewhat skewed in the same directions,
suggesting that the sources of these asymmetries are less than hemispherical in size.

Callisto spectra at $\phi = 91^\circ$ and $243^\circ$ are skewed in opposite directions. This might be evidence that the space-facing hemisphere of Callisto is more reflective than the Jovian side, in conflict with the orbital-phase dependence of albedo suggested by Fig. 9. The rapid change in $n_R$ from $1.9 \pm 0.1$ to $1.4 \pm 0.2$ between $\phi = 225^\circ$ and $\phi = 243^\circ$, taken together with the fact that spectra at these orbital positions are similarly skewed, supports the hypothesis that there are surface inhomogeneities on Callisto as well as on Ganymede which are less than hemispherical in scale.
II. C. 3. Polarization ratios

The 1975 results revealed that Europa, Ganymede and Callisto scatter substantial amounts of linearly polarized incident radiation into both orthogonal receiving polarization planes. A major objective behind the design of the 1976 and 1977 observations was an accurate determination of the ratio of cross sections as measured by two orthogonally polarized receiving systems, using both linearly and circularly polarized transmissions. The good agreement between the single measurement of $\mu_L$ (for Europa at $\phi = 319^\circ$) in 1976, and the corresponding value obtained in 1975 by CCPS from determinations of $\sigma_{SL}$ and $\sigma_{OL}$ on separate nights, lends some confidence to the ratios given in Table I.

The weighted means of $\mu_C$ obtained separately for Europa, Ganymede and Callisto as shown in Table VI and Fig. 7 are extraordinarily high. These satellites are the only radar astronomical targets so far found to have $\mu_C > 1$. The correlation between $\mu_C$ and fractional ice coverage of the surface for each of the outer three satellites, as shown in Fig. 8, serves to increase further the suspicion that ice must somehow be responsible, not only for their high geometric albedos, but also for their unusual polarization properties.

The striking differences between the circular polarization properties of the outer three Galilean satellites and
those of the terrestrial planets is demonstrated by comparison of the spectra in Fig. 5 and Fig. 6 with the Venus spectra (after Carpenter, 1966) in Fig. 4a. As limits to \( \mu_C \) for "normal" surfaces, note that an echo from a plane mirror would yield \( \mu_C = 0 \); no power would be backscattered in the same circular sense as was transmitted. A surface covered with randomly oriented dipoles would yield \( \mu_C = 1 \), as would any high-order internal or external multiple-scattering process.

Under certain conditions "double-bounce backscatter", involving two reflections from plane boundaries with perpendicular normals, can cause \( \mu_C \) to exceed unity (Beckmann, 1968, p. 162). However, double-reflection backscatter would not be expected to dominate the total scattering unless there were severe constraints on surface geometry. Indeed, the structural configuration of a surface, presumably composed of water ice and some silicate rock, which can return echoes having \( \mu_C > 1 \) is not immediately obvious.
II. D. **Circular polarization ratios greater than unity:**

**The icy-crater theory**

This section is devoted to development of the theory (Ostro and Pettengill, 1978) that the anomalous values of $\mu_C$ observed for Europa, Ganymede, and Callisto are due to double-reflection backscatter from nearly hemispherical craters. The original material by Ostro and Pettengill has been slightly revised, here, to include the results of observations and some calculations that were performed while that article was in press.
II. D. 1. The icy-crater theory: Introduction

Europa, Ganymede and Callisto are bright, diffusely scattering objects with unexpected polarization properties. As discussed by CCPS, the high degree of echo depolarization observed for linearly polarized incident waves is consistent with a rough, icy surface. However, the 1976-1977 measurements, which used circularly polarized waves, suggest that the types of surface irregularities found on the Galilean satellites must be very different from those on the inner planets. This chapter examines the nature of these irregularities.

Evans and Hagfors (1966) found values of \( (\mu_L, \mu_C) \) equal to \( (0.03, 0.09) \) for echoes received from the entire surface of the Moon at 23-cm wavelength; for the diffuse component of the lunar echo, they obtained \( (0.14, 0.50) \). In contrast, ratios measured for the outer three Galilean satellites average \( (0.5, 1.4) \). Table VII shows for each satellite the weighted-mean polarization ratios and geometric albedo.

As already pointed out, these bodies are the first extraterrestrial radar targets for which \( \mu_C \) has been found to exceed unity. The circular polarization ratio, both optical and radar geometric albedo, and water-ice coverage of the surface (as inferred from spectroscopic data) increase in the order: Callisto, Ganymede, Europa. While the albedos

*These values were not directly quoted in the reference but have been inferred from data given there.*
and the amounts by which $\mu_c$ exceeds unity appear correlated with the presence of ice, the detailed reflecting mechanism which gives rise to the observed behavior is hardly obvious. In the next part of this section, I use geometrical optics and the Stokes-vector formalism to examine several possible configurations which could cause $\mu_c$ to exceed unity. In the final part of this section, I present a simple theoretical model of a surface which is both physically plausible and capable of satisfying the observations.
II. D. 2. How can the circular polarization ratio exceed unity?

As we have seen, for Europa, Ganymede and Callisto, the radar scattering must be dominated by some "mystery process" which returns more power in the transmitted sense of circular polarization than in the sense orthogonal to it. All single-reflection backscattering reverses the rotational sense of incident circular waves, so the mystery process must involve at least two reflections. Furthermore, the fact that the degree of polarization (Appendix G) of the observed echoes has a value at least as high as 20% means that the mystery reflection process must be at least partially phase coherent. In other words, the reflections of interest probably arise from surfaces which are large and quite flat at a scale of 12.6 cm, thus justifying the use of a modified form of geometrical optics.

Further restrictions on the mystery process follow from the behavior of the Fresnel amplitude reflection coefficients $r_\parallel$ and $r_\perp$ (Appendix G) for components of the electric field perpendicular and parallel, respectively, to the plane of incidence. Because the ratio $r_\parallel/r_\perp$ changes sign when the angle of incidence $\theta$ passes through Brewster's angle $\theta_B$, the rotational sense of the reflected component of a circularly polarized incident wave, which reverses for $\theta < \theta_B$, is preserved for $\theta > \theta_B$. For $\theta = \theta_B$, the reflected waves become linearly polarized ($\mu_C = 1$); thus the mystery
process must not involve reflections having $\theta \approx \theta_B$. [For water ice, I use a refractive index of 1.78 (Hobbs, 1974, p. 89) yielding: $\theta_B \approx 61^\circ$; a typical index for silicates is 2.4 (Table I of Campbell and Ulrichs, 1969) giving: $\theta_B \approx 67^\circ$.] The mystery process may involve an even number of reflections at angles substantially less than $\theta_B$ combined with any number of reflections at angles considerably greater than $\theta_B$, i.e., at grazing angles of incidence. However, multiple reflections at grazing angles are unlikely to be the primary source of backscattered power. (Cube-corner reflectors, which generally cause three reflections at an average angle of about 55°, are thus ruled out.)

A large number of dielectric reflections at random angles of incidence would tend to depolarize the incident wave. Although high-order multiple scattering probably is responsible for part of the total backscattered intensity, it certainly cannot be of significant importance in the mystery process per se.

We are thus led to consider in more detail the properties of a backscattering event consisting of a pair of successive reflections, from two dielectric surfaces, at local incidence angles $\theta_1$ and $\theta_2$. Figure 10 shows the polarization ratios as a function of $\theta_1$ for "double-bounce" backscatter ($\theta_1 + \theta_2 = 90^\circ$) from water-ice facets averaged over all azimuths (Appendix G). The curves for $\mu_L$ and $\mu_C$ reach their maxima when $\theta_1 = \theta_2 = 45^\circ$. However, the backscattered intensity will be proportional to the product $W$ of
Fig. 10. Polarization ratios $\mu_C$ and $\mu_L$ for double-bounce backscatter from pure water ice facets ($m = 1.78$) as functions of angle of incidence $\theta_1$; for angles of incidence greater than 45°, use the complement. Note that $\mu_C = 1$ and $\mu_L = 1/3$ at the complement ($\approx 29°$) of the Brewster angle $\theta_B$. The curve marked "W" is proportional to the product of the Fresnel intensity coefficients for angles of incidence $\theta_1$ and $\theta_2 = 90° - \theta_1$ and is discussed in the text.
the Fresnel intensity reflection coefficients for $\theta_1$ and $\theta_2$; as shown in Fig. 10, $W$ is a minimum at 45°. Of course, the observed backscattered intensity depends upon the facet size, population density and orientation, as well as upon $W$. The accurate calculation of $\mu_C$ for an ensemble of ice facets requires specific assumptions concerning these factors. Nevertheless, I find that double-bounce backscatter from a distribution of randomly oriented large ice facets lacking substantial geometric correlation with their neighbors cannot yield $\mu_C > 1$. Therefore, the mystery process must involve some geometric constraint on surface structure which weights the echo contribution from "45°-double-bounce backscatter" well above that from a single reflection at normal incidence. As the refractive index increases, the maximum value of $\mu_C$ and the range of angles over which $\mu_C > 1$ also increase, thus reducing the degree to which this constraint is required. Nevertheless, for any reasonable refractive index the average value of $\mu_C$ will exceed unity only if $\theta_1 \approx 45°$ is favored. I have also considered scattering from discontinuities within a thick layer of ice whose surface is, in some fashion, impedance matched to free space. Randomly oriented silicate rocks with flat surfaces large compared to the observing wavelength, and distributed through the ice like raisins in pudding, can be treated in the same manner as ice facets, above, giving rise to a similar constraint on the value of $\mu_C$. The ratio of the refractive index of the "raisins" relative to the surrounding ice is about 1.35,
however, so the behavior for $\mu_C(\theta_1)$ is modified from that shown in Fig. 10 such that $\mu_C$ does not reach unity until $\theta_1 = 37^\circ$ and peaks at a value of only 1.25. Thus, an ensemble of randomly oriented subsurface rock facets leads to an even less likely candidate model for the mystery process. My calculations indicate that hollow discontinuities within a layer of ice work no better.
II. D. 3. Scattering from hemispherical craters

In this section, I discuss the results to be expected for radar scattering from an icy surface which is saturated with nearly hemispherical, but not substantially overlapping, craters. The craters are assumed to have interior curvature approximated by facets which are large and flat at the scale of the wavelength (12.6 cm). Thus, geometrical optics may be assumed to hold for this model. The likelihood of finding such surfaces in "real life" is discussed later.

Picture a hemispherical crater located at the subradar point, so the angle I between the radar line of sight and the normal to the plane containing the crater rim is zero. Single-reflection echoes will be seen from the bottom of the crater while double-reflection echoes will be returned from a zonal region of the crater wall inclined 45° to the bottom. Double reflections involving angles of incidence very different from 45° are precluded by the spherical geometry.

The relative intensity of triple-bounce and higher-order echoes will be small compared to the single- and double-bounce echoes, because the projected areas of the facets decrease as the angles of incidence increase, and because substantial losses of power occur in the successive reflections where each Fresnel intensity coefficient is much less than unity. Since these third- and higher-order multiple reflections are largely depolarized ($\mu_C \approx 1$), they are neglected at this stage.
Single reflections from a facet near the crater bottom normally yield stronger echoes than result from a pair of facets suitably located and oriented for double-reflection backscatter. On the other hand, there are many more such double-reflection pairs than suitably oriented single-reflection facets. Thus, one must do a careful calculation to see which process wins out. In other words, the net scattering matrix (Appendix G) and, therefore, $\mu_C$ depend on the refractive index, the facet size, and the distribution of facet normals relative to the local mean spherical radius vector. Since the craters are hemispherical in shape, the geometry of double-bounce backscatter is independent of the crater location on the satellite surface until $I$ approaches $45^\circ$. At this point, the elliptical projection of the circular rim intercepts the interior annular locus for double-bounce backscatter and $\mu_C$ begins to decrease (Appendices H and J).

This model has been investigated quantitatively using the Stokes formalism (Appendix G). At an incidence angle $I$ to a given crater, the scattering matrix which results from each configuration of facets producing single- or double-bounce echoes is calculated, weighted by its probability of occurrence, and summed. Armed with this result (the crater scattering matrix $B$), I calculate the whole-target scattering matrix $C$ by integrating over the visible hemisphere. The free parameters in the resulting model are refractive index $m$, mean facet dimension $F$ (or $F_\lambda$ measured in wavelengths), crater radius $R$ (or $R_\lambda$ in wavelengths), and the cutoff angle
\( \varepsilon_c \) for the angular-distribution probability \( P(\varepsilon) \) of facet normals. Here \( \varepsilon \) is the deviation of a facet normal from the normal to the mean spherical surface. For simplicity, \( P(\varepsilon) = P_0 (1 - \varepsilon^2 / \varepsilon_c^2) \) is chosen, where \( P_0 \) is a constant of normalization and \( P(\varepsilon) \equiv 0 \) for \( \varepsilon > \varepsilon_c \). Details of the model calculations are given Appendix H.

Figure 11 shows polarization ratios and geometric albedos calculated versus refractive index for several facet sizes. Weighted means of these quantities as listed in Table VII for Europa, Ganymede, and Callisto are also indicated in the figure.

The results appear to be strongly dependent both on the facet size and index of refraction. As illustrated for the case: \( F_\lambda = 30 \), the geometric albedo \( \alpha \) is apparently more sensitive than \( \mu_c \) to a change in \( \varepsilon_c \): Increasing \( \varepsilon_c \) from 1° to 3° reduces \( \mu_c \) by less than 10% but cuts \( \alpha \) nearly in half. The corresponding variations are less marked for \( \mu_L \), which has values generally falling in the range \( 0.3 < \mu_L < 0.7 \), in fine agreement with observation. Although the results are independent of crater size, minimum diameters on the order of one kilometer (\( R_\lambda \approx 4000 \)) are implicitly demanded by my choices of \( F_\lambda \) and \( \varepsilon_c \) because strict interpretation of \( F_\lambda \) as the mean dimension of actual facets requires \( R_\lambda \geq F_\lambda / (2 \varepsilon_c) \).

If the craters are assumed to be smoothly curved rather than faceted, with \( R_\lambda \) as an effective (minimum) radius of curvature, then \( F_\lambda \) might be interpreted as the characteristic (maximum) dimension of a coherently reflecting surface.
Fig. 11. Calculated polarization ratios $\mu_C$ and $\mu_L$, and geometric albedo $\alpha$ as functions of refractive index for several facet sizes $F_\lambda$ (in wavelengths). Solid curves correspond to $\varepsilon_C = 1$. The weighted means of values for $\mu_C$, $\mu_L$ and $\alpha$ obtained in 1976 and 1977 (Table VII) are given at the right side of the figure for Europa (E), Ganymede (G) and Callisto (C).
element (i.e., a Fresnel zone). This would imply \( R_\lambda \geq F_\lambda^2/2 \), or crater diameters greater than or equal to 6, 60, and 500 m for \( F_\lambda = 10, 30, \) and 90, respectively.

When a law of the form \( \cos^n I \) is fitted to the scattering law \( \sigma_o(I) \) calculated in Appendix H, \( n \) falls between 1.6 and 2.0 for all values of the model parameters associated with the curves in Fig. 11. These results are consistent with the corresponding exponents best describing the radar scattering from the Galilean satellites observed in 1976 and 1977, when the satellite radius was constrained to the optically derived value. Figure 12 shows \( \sigma_o(I) \) for one set of model parameters, compared to the curve \( \cos^2 I \). The sharp change in curvature for \( \sigma_o(I) \) at \( I = 45^\circ \) results from the onset of shadowing of double-bounce echoes by the crater rim at that angle. As illustrated in Fig. 13, \( \mu_C \) and \( \mu_L \), which are essentially constant for \( I < 45^\circ \), begin to decrease at this point, falling to zero at the limb. Similarly, the power spectrum corresponding to the scattering law (Fig. 12) derived for a representative icy-crater model decreases more rapidly toward the limb than the spectrum for a Lambert law (Fig. 14). This predicted behavior provides a possible experimental test of my model, given sufficient sensitivity to and resolution of the limb echoes. Unfortunately, existing spectra are too noisy to assess the presence of model-predicted limb effects.

The model with ice alone (\( m = 1.78 \)) and facets no larger than 90 wavelengths (11 m), while able to accommodate the mean observed circular polarization ratios shown in
Fig. 12. Normalized scattering law \( \sigma_o(I) \) for \( m = 1.78 \), \( F_\lambda = 90 \), and \( \epsilon_c = 1^\circ \), compared to \( \cos^2 I \).
Fig. 13. The polarization ratios $\mu_C$ and $\mu_L$ for a representative set of model parameters ($m = 1.78$, $F_\lambda = 90$, $\varepsilon_C = 1^\circ$), as functions of $\sin I$, where $I$ is the angle of incidence to the mean surface.
Fig. 14. Folded power spectra for six values of $n$ in a $\cos^n \theta$ scattering law. The dashed curve is derived from the scattering law calculated for an icy-crater model with $m = 1.78$, $F_{\lambda} = 90$, and $\epsilon_c = 1^\circ$. 
Table VII, is unable to produce the albedos measured in 1976 and 1977 for Ganymede and Europa. Extremely large facets ($F_\lambda \sim 1000$) might resolve the discrepancy, but these seem unlikely. However, a value for the index of refraction intermediate between 1.78 (water ice) and 2.4 (a typical value for acidic rock) readily yields $\alpha \sim 0.4$ for facets having $F_\lambda \sim 60$.

Figure 15 illustrates the effects of adding either completely polarized ($\mu_C = 0$) or completely unpolarized ($\mu_C = 1$) scattering components to the results produced by the model. In these mixed models, I assume the added component does not displace any part of the original. The curves, drawn for a particular set of model parameters, illustrate the reduction in $\mu_C$ resulting either from the addition of a component completely polarized in the sense corresponding to single-reflection backscattering, or of an unpolarized component such as might arise from multiple scattering. The circular ratio $\mu_C$ falls rapidly when a polarized component is added, dropping from the original value $\mu_C'$ to unity in the presence of a fraction of polarized power: $f_P = (\mu_C' - 1)/({\mu_C'} + 1)$. The effect of an unpolarized component is less dramatic, so the albedo of any given model can be increased considerably without seriously degrading $\mu_C$. The large scatter in $\mu_C$ vs. $\alpha$ determined for the outer three Galilean satellites (Fig. 16) could be due to an unpolarized component whose relative importance is a strong function of surface location.

If the refractive index of the surface is assumed to be
Fig. 15. Polarization ratios for icy-crater "mixed" models, which result from the addition of a fraction $f_p$ of completely polarized power or a fraction $f_u$ of completely unpolarized power, to a model with undiluted polarization ratios $\mu_C'$ and $\mu_L'$ equal to 1.64 and 0.45, respectively.
Fig. 16. Circular polarization ratio vs. geometric albedo for the outer three Galilean satellites. The weighted-least-squares best-fit straight line is also shown.
about 2.1, the model works very well and a variety of mix-
tures of scattering components become possible. For example,
if 70% of the radar echo came from hemispherical craters
with \( \bar{m} = 2.1 \), \( F_{\lambda} = 90 \), and \( \varepsilon_{\text{C}} = 1^\circ \), and 30% came from an
added unpolarized component, even the observation of Europa
on 20 November 1976, by CCOPS, giving \( \nu_{\text{C}} = 1.75 \pm 0.29 \) and
\( \alpha = 0.71 \pm 0.18 \), could be satisfied. Although water ice
is the only confirmed constituent of the satellite surfaces,
it is probably mixed with other compounds. A solid, homoge-
neous combination of ice and, say, silicate material could
have electrical properties intermediate to those of the
individual substances. Another possible mechanism for in-
creasing the index of refraction is to form an ice clathrate
with a polar guest molecule (Hill et al., 1969).

Both the circular polarization ratio and the albedo
decrease if the crater comprises less than a full hemisphere,
i.e., if the rim is less than 90° from the crater bottom.
For a rim \((90^\circ - \tau)\) from the bottom, the fractional change
in either \( \nu_{L} \), \( \nu_{\text{C}} \) or \( \alpha \) averages about \(-0.02/\text{deg}\) over the
range \( 0^\circ < \tau < 45^\circ \). If the trim angle \( \tau \) becomes larger than
25°, I can no longer match Europa's maximum observed albedo
(0.73) for physically plausible values of the model param-
eters. In other words, because of the magnitude of the
observed albedos, the crater depth-to-diameter ratio has a
lower limit of about 0.35 for my model, in contrast to a
ratio of about 0.2 actually measured for craters on the Moon,
Mars and Mercury. However, as shown in Fig. 17, the polar-
Fig. 17. Circular polarization ratio $\mu_\text{C}$, linear polarization ratio $\mu_\text{L}$, and geometric albedo $\alpha$ as functions of the trim angle $\tau$ for an icy-crater model with $m = 1.78$, $F_\lambda = 90$, and $\varepsilon_\text{C} = 0^\circ$. 
ization ratios are quite independent of $\tau$ for $\tau \lesssim 30^\circ$, i.e., for a depth-to-diameter ratio of $\lesssim 0.29$.

With the desirable scattering characteristics of large spherical craters established, I must now face up to the hard question of their existence on the surfaces of the Galilean satellites. To the best of my knowledge, the literature contains no good empirical information on the effects of hypervelocity, large-mass impact cratering of ice. Craters less than about 10 km in diameter on terrestrial bodies are frequently bowl-shaped (Smith and Sanchez, 1973) and there is evidence that craters formed in brittle materials are hemispherical but texturally uneven (Diedrich et al., 1965). However, large impact craters in the siliceous material of the inner solar system are rarely hemispherical. They are often eroded, partially filled in with rubble, and superimposed. To a limited extent, my model can accommodate the latter three characteristics. The interior surfaces need not consist of perfectly planar facets, since the geometrical optics approximation will remain valid as long as the local radii of curvature are everywhere large compared to the wavelength (12.6 cm). Furthermore, a pile of rubble at the bottom of each crater actually strengthens my model by suppressing single-bounce contributions near the subradar point more than it degrades double-bounce contributions at angles $\theta$ near $45^\circ$.

Lack of sphericity is more difficult to accommodate. As indicated by the dependence of $\mu_C$ on $\varepsilon_C$, my model breaks
down for even moderate departures from sphericity. Furthermore, because of their size, the craters must be assumed to date from an early epoch of the solar system. (The craters apparently must have minimum diameters on the order of several hundred kilometers, regardless of the physical interpretation of $F_\lambda$.) Johnson and McGetchin (1973) extrapolate the viscosity of ice measured at 268 K down to the surface temperatures of the Galilean satellites (about 135 K) and show that creep deformation should have obliterated all but the smallest and most recent craters. Their calculations are based on the extrapolated mechanical properties of pure water ice, however, and I note that the low-temperature viscosity of ice, and the reaction of ice to shock, have yet to be measured. There is evidence (Hobbs, 1974, p. 57) that at the surface temperatures of the Galilean satellites, water ice: $I_c$ (with a cubic crystalline structure) may be more stable than hexagonal ice: $I_h$. Amorphous (vitreous) ice may also exist on these bodies. The physical properties of these exotic forms of ice are difficult to study in the laboratory and are poorly known. Furthermore, the modification of mechanical properties which results from admixture of ice with silicates or carbonaceous material is relatively unpredictable.

As an interesting example of such modification, I note that mixtures of soils and ice called "permacrete" have been used in polar regions as a construction material because of their apparent advantages over pure ice or even concrete
Ice mixed with starch, paper mash, or fibrous materials such as wood pulp is much stronger than ice alone. Perutz (1948) describes the discovery of this phenomenon during a World War II project, suggested by Geoffrey Pyke, to construct an iceberg aircraft carrier. Pure ice was found unreliable as a structural material because of an unpredictable resistance to explosive impacts. However, engineers found that (to quote Perutz) "inclusion of a small percentage [~4%] of wood pulp improved the mechanical properties of ice in a spectacular manner. In its resistance to projectiles and explosives, it was weight-for-weight as good as concrete. While a (pure) ice block 60-cm square and 28-cm thick was severely cracked by the impact of a revolver bullet, a similar block of pykrete (named after Pyke) suffered only insignificant damage, consisting of a crater about 2.5 cm in diameter and 1.2 cm deep."

A final difficulty in rationalizing the existence of a surface such as my model postulates lies in accommodating the full spectrum of overlapping crater sizes expected to have been produced by meteoritic infall. The scattering properties of craters too small for my geometrical optics approach to treat are unknown, although they may well possess at least some of the desired characteristics. Their presence on the inner surfaces of the large craters upsets the symmetry demanded by the model, however, and may lead to a degradation in the desired scattering properties of the large craters. The recent measurement (Goldstein, 1978) of
\( \mu_C \approx 1.8 \) for Ganymede at \( \lambda = 3.5 \) cm may indicate that craters in a certain size range backscatter with higher values of \( \mu_C \) at a wavelength of 3.5 cm than at a wavelength of 12.6 cm.

Meanwhile, I continue to defend the assumption of hemispherical icy craters on two grounds: First, I have not yet conceived any other approach that appears to explain the observed polarization ratios. Second, I feel that present knowledge of the Jovian environment and its past history, of the composition of the Galilean satellite surfaces, and of the effects resulting from hypervelocity impacts on ice is too limited to preclude the possibility that surfaces consistent with the major premises of my model exist.

In conclusion, it appears that a model which postulates that significant parts of the surfaces of Europa, Ganymede and Callisto are covered with an icy layer at least several kilometers thick and saturated with hemispherical craters can explain nearly all the observed radar behavior. Furthermore, despite its imperfections, no other physically plausible model appears to be compatible with the observations. While the circumstances of this model have been explored for an appreciable variation in its parameters, much further work obviously remains to be done. A more thorough analysis of the dependence of \( \mu_C \) and \( a \) on \( \varepsilon_C \) would certainly be useful. Also, models having either a distribution of facet sizes or more realistic angular distributions \( P(\varepsilon) \) have yet to be investigated. A particularly challenging project would be a physical optics formulation of the problem of scattering.
from hemispherical craters.

In the same vein, more complete measurements of the radar backscattering properties of the Galilean satellites, with improved accuracy and finer frequency resolution, would narrow the range of acceptable model parameters and permit the testing of some of the model's predictions.
II. E. Surfaces of the Galilean satellites: Conclusions

The values for $\mu_C$ which exceed unity, measured in 1976 and 1977 for Europa, Ganymede, and Callisto, are the most striking aspect of these objects' radar scattering behavior. The correlation among $\mu_C$, $\alpha$, $p$ and surface frost coverage suggests that the previously unobserved radar properties are related to the presence of surface layers of water ice which are much thicker than a radar wavelength. This conclusion is supported by the apparent similarity in reflectivity variations with orbital phase, when viewed at radar and visible wavelengths.

The hypothesis that the circular-polarization behavior is caused by double-reflection backscatter from nearly hemispherical icy craters is certainly not free from difficulty, but stands as the only currently proposed explanation for how $\mu_C$ can exceed unity. If the first- and second-order scattering from icy craters is supplemented by a depolarized ($\mu_C \approx 1$) return arising from additional scattering processes, the model can account not only for the observed circular and linear polarization ratios and angular scattering laws, but also for the large geometric albedos as well. The weakness of the $\mu_C/\alpha$ correlation for observations of a given satellite at different orbital phases can be taken as evidence for the existence of just such an additional component. Indeed, any of the processes invoked (Chapter I) to explain the depolarization of echoes from the
Moon and Venus may also be operating on the Galilean satellite surfaces.

The correlation between \( \mu_C, \alpha, p \) and fractional frost coverage for Europa, Ganymede, and Callisto may reflect differences in overall crustal compositions as determined by different geochemical histories (Consolmagno and Lewis, 1978), as well as differences in susceptibility to erosion and other surface-altering processes.

Variations in \( \mu_C, \alpha, n_R \), and spectral shape as a function of \( \phi \) suggest the presence of surface inhomogeneities on Europa, Ganymede, and Callisto. As argued above, the areal extent of many of the surface features on the three satellites seems somewhat smaller than hemispherical in scale. On the other hand, similarity of the radar and visible-wavelength brightness curves, if significant, could mean that there are intrinsic differences in the surfaces of the satellites' leading and trailing hemispheres.
III. SATURN'S RINGS

III. A. Radar picture of the rings prior to thesis work

Saturn's rings present particular problems to radar detection at Arecibo, not the least of which is the greater than two-hour time delay, which, because of sky coverage constraints at Arecibo, limits the duration of observation to about half an hour per night. As with the Galilean satellites, observations are planned to coincide with Saturn's closest approach, i.e., at opposition. Because of the inclination of the ring plane to the ecliptic, the "opening angle" $B$ (the Saturnocentric declination of Earth) varies from year to year. Thus the projected area of the ring plane and the fraction of the rings that is visible also vary between observations at different apparitions. In this sense, the rings present a time-variable radar target.

Interpretation of the results of radar observations of the rings compounds the challenge of making the observations. The ring-particle composition, size, shape, and spatial distribution are essentially unknown. In addition to a dependence on radial distance from the center of Saturn, there is also a suggestion that some properties also depend on azimuthal position. To model the bulk scattering properties of the rings at any given wavelength generally demands an assessment of (1) the relative importance of Rayleigh, Mie, and Fresnel single scattering, and (2) the relative importance of
single scattering vs. multiple scattering. Finally, any physically acceptable model of Saturn's rings must be consistent with the results of passive microwave, optical and infrared observations at various wavelengths as well as with the radar results.

In this section I discuss the radar experiments prior to my observations without dwelling on the interpretation of results. In Sections B and C, I describe the 1976 delay-Doppler study (Pettengill, Ostro, Campbell and Goldstein, 1979) and the 1977-1978 CW studies (Ostro and Pettengill, 1979), respectively, in which \( \mu_C \) and \( \alpha \) were first measured at 12.6-cm wavelength. Detailed discussions of the radar properties of the rings, including synthesis of the results of all radar work to date, is presented in Sections D, E, F and G. The final section (H) of this chapter contains my conclusions concerning constraints on the structure of the rings.

For Saturn's rings, the projected target area to which radar cross section and geometric albedo are normalized corresponds to one or more of the major ringlets into which the rings as a whole are divided. (The question of particle cross section is more complex.) The best a priori estimate of ringlet boundaries for use at radar wavelengths is based on years of optical observations. To expedite comparison of several radar studies from 1973 to 1978, I have adopted my own "canonical" ringlet dimensions, as presented in Appendix K, and have normalized all cross sections and albedos to the visible
projected area of the combined A and B rings.

The first radar detection of the rings was achieved by Goldstein and Morris (1973), using the Jet Propulsion Laboratory's "Mars" antenna system. In this work they averaged CW observations made in December 1972 and January 1973 at 12.6-cm wavelength, using the "OC" sense of polarization, with the results reproduced in Fig. 18. In developing a theoretical comparison, they assumed a B-ring reflectivity twice that of ring A and calculated a theoretical spectrum, shown as the dashed curve in Fig. 18. Their data appeared to be consistent with homogeneous scattering from the optically defined A and B rings, except at Doppler shifts corresponding to echoes near the center of the observed power spectrum, where the echo strength exceeded that predicted. Goldstein and Morris suggested that the source of this "low-Doppler excess" (LDE) could be diffuse reflection from Saturn itself if the planet had a reflectivity of 13%, or from ring particles at greater radii than those seen optically.

Goldstein and Morris (1973) determined a value for $\sigma_{\text{OC}}$ of 0.68 (Goldstein et al., 1977) at a ring opening angle $|B| = 26.4^\circ$. Such a high cross section was the first indication that a substantial portion of the ring particles must be at least several centimeters in size.

A more extensive study of the rings was undertaken in December 1974 and January 1975 by Goldstein et al. (1977) at $|B| = 24.4^\circ$. In this study, monostatic, 3.5-cm, circularly polarized CW observations were made at JPL; furthermore,
Fig. 18. (a) is a reproduction of the 12.6-cm Saturn's rings spectrum obtained by Goldstein and Morris (1973). (b) is a reproduction of the 3.5-cm folded spectrum obtained by Goldstein et al. (1977). The error bar is plus and minus one standard deviation. The spectra in both (a) and (b) are compared to that expected from an isotropic ring model with an A:B-ring reflectivity ratio of one half (dashed curve).
bistatic, 12.6-cm, linearly polarized CW observations were also conducted, with reception at Goldstone (alternating every 15 minutes between "SL" and "OL" polarization) of Arecibo's transmission. This group reported values of $\mu_C = 1.00 \pm 0.25$ and $\sigma_{OC} = \sigma_{SC} = 0.68 \pm 0.13$ (corresponding to $\alpha = 0.34 \pm 0.06$) at 3.5 cm, and a value of $\mu_L = 1.0 \pm 0.3$ at 12.6 cm. Figure 18 shows their 3.5-cm "TC" spectrum, folded about the Doppler frequency corresponding to the Saturn system center of mass under the assumption of "left/right" (+/- relative Doppler shift) symmetry. Comparison with their model, which again assumed an A-ring-to-B-ring reflectivity ratio of 0.5, clearly shows a strong LDE, "amounting to about 18% of the total received power."

Goldstein et al. (1977) offer three possible explanations for the LDE: (1) ring-plane particles beyond the outer edge of ring A; (2) a halo of particles out of the visible ring plane, orbiting in planes highly inclined to the line of sight; or (3) particles suspended in the Saturn atmosphere, corresponding to a component of cross section for Saturn itself of $\sigma_{OC} \approx \sigma_{SC} \approx 0.15$.

In summary, the 1973-1975 observations showed that (1) Saturn's rings backscatter and depolarized both 12.6-cm and 3.5-cm radar waves with remarkable efficiency, as compared to scattering observed from the inner planets; and (2) the assumption of symmetric scattering from the A and B rings, with the A:B reflectivity ratio taken to be one half, satisfactorily explains the essential shape of the power spectrum,
except at low absolute Doppler shifts, where an excess is observed.
III. B. The 1976 observations: Delay-Doppler resolution of the rings

The pre-1976 results suggested that the optically defined A and B rings were responsible for most of the observed radar echoes from the rings; however, the source of the LDE was unknown. In an attempt to determine directly the spatial distribution of radar backscattering particles, a measurement which obtained useful resolution of the echoes from the ring system simultaneously in both delay and Doppler shift was undertaken. Figure 19 shows ring-plane contours corresponding to constant Doppler shift and delay for ring particles freely orbiting Saturn; also shown are the boundaries of the ringlets defined in Appendix K. The values given for the contours are calculated for $|B| = 21.4^\circ$, corresponding to January 1976, and must be scaled by $\cos B / \cos 21.4^\circ$ for other values of $B$. The calculations used in Fig. 19, including those accounting for the shadowing of the rings by the planet, are described in Appendices F and L.

The transformations between geometric location and time delay and Doppler shift are quite different for the rings as compared to corresponding transformations for scattering elements located on a rotating rigid sphere. The rings occupy a spectral bandwidth of more than half a megahertz at S-band and extend over nearly two seconds in delay. Echoes at a particular delay-Doppler coordinate can originate from particles widely separated in space, in analogy with the
Fig. 19. Contours of constant delay and Doppler shift, drawn in the plane of Saturn's rings for $B = 21.4^\circ$. The value (113 msec) of the delay bias shown here corresponds to an average for the six data sets obtained in 1976. The effective delay resolution is sketched on the right. Ringlet boundaries and Saturn's shadow are also indicated.
hemispheric ambiguity associated with echoes from a rotating rigid sphere (Campbell, 1971).

Saturn's rings are extremely overspread (delay depth times spectral bandwidth \( \gg 1 \)) and cannot be simultaneously investigated in both delay and Doppler with coherent-pulsed or phase-coded CW waveforms without aliasing (Green, 1968). This obstacle was partially overcome (Pettengill, Ostro, Campbell and Goldstein, 1979) in January 1976 with a monostatic/bistatic, 12.6-cm, linearly polarized experiment using a frequency-stepped CW waveform. The Arecibo transmitter was cycled among eight discrete carrier frequencies located at 1-MHz intervals and distributed over an 8-MHz band centered at 2380 MHz. The dwell time at each frequency was 400 msec, giving the entire sequence a 3.2-sec delay ambiguity (which comfortably exceeded the expected delay distribution of the radar echoes). Echoes were received at both Arecibo and Goldstone. Despite the fourfold larger integration time available at Goldstone, the bistatic echoes were much weaker than the monostatic echoes because of the relatively small size of the Goldstone antenna. Nevertheless, the two modes of operation provided a useful check between the data reception and reduction procedures used at both sites.

During reception, the first local oscillator was continually adjusted to remove the Doppler shift arising from Saturn's apparent line-of-sight relative velocity. In a similar fashion, the sampling of the echoes was "drifted" in
time to compensate for the changing delay to Saturn. The resulting sequential samples of echo amplitude were clipped, correlated and accumulated as described in Appendix B. The autocorrelator output, integrated for 125 msec, was transferred to digital magnetic tape every 200 msec. Two successive 200-msec data sets correspond exactly to the 400-msec dwell interval of the originally transmitted sequence of frequencies. Thus the echo was oversampled in delay by a factor of two, compared to the minimum resolution necessary, and 16 power spectra were obtained for each 3.2-sec receive-cycle, yielding the overlapping delay resolution sketched in Fig. 19.

After autocorrelation and storage, the data were subsequently sorted, stacked and summed, resulting in 16 autocorrelation functions. These were then Fourier-transformed with ~10-kHz resolution to yield 16 spectra, one for each half-dwell "range box".

The range box corresponding approximately to the center of Saturn could be predicted from the a priori ephemeris. However, the echoes were strong enough to locate this central range box from the appearance of the spectra, even prior to removal of the background filter shape. The 16-range-box sequence of spectra was then cycled such that the range box positioned at the smallest positive (i.e., excess) delay relative to the center of mass of Saturn was called number 9; the original order of the range boxes was maintained (Fig. 19). The "end" range boxes (numbers 1 and 16) thus
contained only background noise power and could be used to estimate the level of rms fluctuations in the noise. The baselines determined in this fashion were then removed from the remaining 14 spectra.

Five nights' observations yielded six independent subsets of observations with useful signal strength. The corresponding integration times are listed in Table VIII. The total data spectrum (integrated over all data sets and all 14 rangeboxes for each data set) is shown in Fig. 20. For each run, the 14 single-rangebox spectra were folded about their zero-Doppler centers to enhance the signal-to-noise ratio and to partially compensate for possible asymmetries resulting from antenna tracking errors.

Using the numerical model of the Saturn system described in Appendix F, weighted-least-squares regression was used to assess the relative backscattering efficiency of particles at selected radii lying in rings A, B, C, and D, as well as in (1) an A' ring, extending from 2.3 to 2.65 Saturn radii; (2) an X ring, interior to the inner edge of the D ring, orbiting within the Saturn atmosphere but at Keplerian velocities; and (3) a P "ring" of particles uniformly distributed over the visible Saturn "surface" and corotating with the planet. A delay bias parameter \( \tau \), equal to the delay of the center of Saturn relative to the middle of range box number 9, was also estimated from each run's data. Because of the delay oversampling, data at a particular frequency but in adjacent range boxes were correlated.
TABLE VIII. Least-squares estimates of the delay bias parameter $\hat{\tau}$ for Saturn's rings 1976 delay-Doppler data. Here, $\hat{\tau}$ is defined as the delay of rangebox number nine relative to the center of Saturn (Fig. 19).

<table>
<thead>
<tr>
<th>Run #</th>
<th>Date (Jan 1976)</th>
<th>Receive start time</th>
<th>Duration of observation (sec)</th>
<th>$\hat{\tau}$ (msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19</td>
<td>01 30 30</td>
<td>2220</td>
<td>57±9</td>
</tr>
<tr>
<td>2</td>
<td>22</td>
<td>01 24 30</td>
<td>1808</td>
<td>79±9</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>01 09 40</td>
<td>2124</td>
<td>77±10</td>
</tr>
<tr>
<td>4</td>
<td>26</td>
<td>01 02 50</td>
<td>1120</td>
<td>150±15</td>
</tr>
<tr>
<td>5</td>
<td>26</td>
<td>01 25 40</td>
<td>844</td>
<td>188±21</td>
</tr>
<tr>
<td>6</td>
<td>27</td>
<td>01 08 40</td>
<td>1676</td>
<td>153±14</td>
</tr>
</tbody>
</table>
Fig. 20. Saturn's rings 1976 spectrum, smoothed to 50-kHz resolution. Arrows show positions of the spectral "edges" expected from a model with just A and B rings. The "two-sided" spectrum in (a) has been folded about zero Doppler frequency in (b).

The spectrum for the best-fit two-parameter model (Table IX) is shown as the dashed curve.
Fig. 20a
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and had to be weighted accordingly in the parameter estimation calculations (Appendix E).

Table VIII lists the best estimates of $\hat{\tau}$ obtained for each run. There was no evidence, either in the appearance of the spectra or in the least-squares estimations obtained from them, of a significant echo component corresponding to any of the model's A', X, or P rings. On the other hand, the parameters corresponding to the A- and B-ring reflectivities yielded statistically significant results.

Fixing the delay-bias parameters to their estimated values, and eliminating the A', X, and P rings, I then employed a second model with seven parameters to assess in detail the radial distribution of scatterers within the region occupied by the A, B, C and D rings.

In this model, the A and B rings were subdivided as described in Appendix K so that the seven parameters corresponded to relative reflectivities of ringlets A1, A2, B1, B2, B3, C, and D, as shown in Fig. 19.

For each of the six runs, the rms noise fluctuation was determined from data at spectral locations known to be free from echo power. The formal errors corresponding to estimates of parameters from an individual data set are proportional to this rms noise level, but have been scaled to give a goodness-of-fit $\chi$ (Appendix E) equal to unity.

The estimates of ring reflectivities for the six runs have been combined into a final weighted average, normalized so that the strongest ringlet (B1) has unity reflectivity.
The results, presented in Table IX and Fig. 21, constitute the best estimate of relative reflectivities for the seven-parameter model. Results for a five-parameter model containing neither a D ring nor a C ring, are also shown. When a simple two-parameter model with just an A ring and a B ring is fitted to the data, the six-run best estimate of the A:B reflectivity ratio is $0.86 \pm 0.06$. The 6-run average goodness-of-fit $\chi$ is shown in Table M for the seven-, five-, and two-parameter estimations. Clearly, the two parameter model is a fair approximation of the better, but more complicated, five- and seven-parameter models.

The best-fit model for any given run depends on that run's delay bias. As is evident from Table VIII, the six runs fall conveniently into two groups of runs with nearly the same delay biases. The delay-Doppler data have been separated accordingly, summed, and plotted in Figs. 22a,b. Also shown, as the solid curves, are the reconstituted spectra for each range box corresponding to the best-fit seven-parameter model. These models incorporate average values of delay bias, and have been adjusted in amplitude only. Comparison with results of other radar observations of the rings will be facilitated by Fig. 20b, which shows a folded spectrum, integrated over all six runs, and smoothed to 50-kHz resolution. A similarly filtered, amplitude-adjusted, best-fit two-parameter model is given as the darker curve in Fig. 20b.

The measured value of the "SL" cross section for January 1976, normalized to the projected A-plus-B-ring visible area
(Appendix K), was $\sigma_{SL} = 0.83 \pm 0.21$. A single night was spent on an unsuccessful attempt to measure $\mu_L$. Assuming that $\mu_L \approx 0.4$, for reasons to be discussed in Section III. D, one can estimate $\alpha \approx 0.29$ for this data.
TABLE IX. Saturn's rings 1976 estimates of ringlet relative reflectivities.

<table>
<thead>
<tr>
<th>Ringlet</th>
<th>Boundaries</th>
<th>7-Parameter model</th>
<th>5-Parameter model</th>
<th>2-parameter model</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>1.010-1.220</td>
<td>0.22±0.11</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>C</td>
<td>1.280-1.530</td>
<td>0.06±0.08</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>B3</td>
<td>1.530-1.625</td>
<td>0.76±0.20</td>
<td>0.89±0.17</td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>1.625-1.755</td>
<td>0.57±0.14</td>
<td>0.56±0.14</td>
<td>1.00</td>
</tr>
<tr>
<td>B1</td>
<td>1.755-1.950</td>
<td>1.00±0.08</td>
<td>1.00±0.08</td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td>2.030-2.165</td>
<td>0.74±0.10</td>
<td>0.73±0.10</td>
<td>0.86±0.06</td>
</tr>
<tr>
<td>A1</td>
<td>2.165-2.290</td>
<td>0.68±0.10</td>
<td>0.67±0.10</td>
<td></td>
</tr>
</tbody>
</table>

Ave. "goodness of fit" $\chi^2$  

<table>
<thead>
<tr>
<th></th>
<th>7-parameter</th>
<th>5-parameter</th>
<th>2-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ave.</td>
<td>.932</td>
<td>.934</td>
<td>.935</td>
</tr>
</tbody>
</table>
Fig. 21. Weighted-least-squares estimates of ringlet relative reflectivity for a seven-parameter model are shown. Vertical lines indicate plus and minus one standard deviation of formal error. Dashed lines show the results of a five-parameter (no C or D ring) estimation (see text). Large dots denote estimates of ringlet relative optical depth after Cook et al. (1973).
Fig. 22. Saturn's rings 1976 delay-Doppler data. Folded spectra for the 12 central range boxes are shown at 10-kHz resolution. (a) and (b) correspond to summations of data sets with similar values of delay bias, as discussed in the text.
Fig. 22a
III. C. The 1977-1978 circularly polarized observations:

Measurement of $\mu_c$ and $\alpha$ at 12.6-cm wavelength

Plans to repeat the 1976 delay-Doppler experiment on January 1977 were ruined by transmitter problems, although several nights did become available two months after opposition in late March. Unfortunately, the echo strength was too low for the delay-Doppler data to be useful. The weakness of the echo was surprising, even after accounting for the effects of greater distance and the degradation (for this experiment!) associated with the use of a new feed. As we shall see later, this reduction may be associated with a smaller ring-opening angle in 1977 ($|B| = 18.2^\circ$) than in 1976 ($|B| =21.4^\circ$).

On the third available night in 1977 (April 1), the same circular-polarization-switching, frequency-switching CW technique as had been used for observing the Galilean satellites in 1976 (Section II. B) was employed to determine $\mu_c$ and $\alpha$ for Saturn's rings. The 12.6-cm circular polarization ratio had been shown to be greater than unity for the outer three (icy) Galilean satellites, and about unity at 3.5-cm wavelength for Saturn's rings, which were also known to contain water ice. Since the rings' opening angle would close down rapidly from $|B| \approx 21^\circ$ in 1976 to $|B| \approx 0^\circ$ in 1980, it was felt that albedo measurements made during this period might prove useful in the estimation of ring-plane thickness. This matter will be discussed later.
The same polarization-and-frequency-switching observing technique was used exclusively when Saturn next reached opposition in February 1978. The rings, which had closed down to $|B| = 11.7^\circ$ by then, were observed monostatically from Arecibo on six consecutive nights from 17-22 February. The data-taking configuration employed the digital autocorrelator in the three-level by three-level oversampled mode (Appendix B) to enhance signal-to-noise ratio. A total of 29 three-minute-integrated spectra were obtained in each rotational sense of circular polarization. For the 1977 and 1978 observations, thermal noise was the major source of error in the cross section measurements and, as described in Appendix B, has determined the weight to be applied to individual determinations of $\sigma_{SC}$ and $\sigma_{OC}$ in calculating their average values.

System characteristics, observational parameters, and primary quantitative results (including $\mu_C$ and $\alpha$) for 1977 and 1978 are given in Table X. Spectra for 1977 and 1978 are shown in Figs. 23a-d.

The circular polarization ratio corresponding to a wavelength of 12.6 cm is only about 0.5 [as compared to the value of unity reported by Goldstein et al. (1977) at $\lambda = 3.5$ cm] for these observations. The geometric albedo at this wavelength corresponding to a weighted mean value for $|B|$ of $13^\circ$ is only about 75% as large as $\alpha$ at 3.5 cm and $|B| = 21.4^\circ$. 
### TABLE X. Saturn's rings 1977 and 1978 radar results, observational parameters and system characteristics.

<table>
<thead>
<tr>
<th></th>
<th>1 Apr 77</th>
<th>Feb 78</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>-18.19°</td>
<td>-11.70°</td>
</tr>
<tr>
<td>sin</td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>Proj. area (A,B rings), $10^{15}$ m²</td>
<td>7.791</td>
<td>4.925</td>
</tr>
<tr>
<td>Round trip echo delay</td>
<td>$02^h23^m28^s$</td>
<td>$02^h17^m04^s$</td>
</tr>
<tr>
<td>Mean time of reception, UTC</td>
<td>$01^h53^m$</td>
<td>$05^h30^m$</td>
</tr>
<tr>
<td>Integration time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;SC&quot;</td>
<td>756 s</td>
<td>4824 s</td>
</tr>
<tr>
<td>&quot;OC&quot;</td>
<td>810 s</td>
<td>4743 s</td>
</tr>
<tr>
<td>&quot;TC&quot;</td>
<td>1566 s</td>
<td>9567 s</td>
</tr>
<tr>
<td>System temperature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;SC&quot;</td>
<td>78.4 K</td>
<td>67.1 K</td>
</tr>
<tr>
<td>&quot;OC&quot;</td>
<td>78.7 K</td>
<td>74.0 K</td>
</tr>
<tr>
<td>Ave.</td>
<td>78.6 K</td>
<td>70.7 K</td>
</tr>
<tr>
<td>Transmitted power</td>
<td>340 kw</td>
<td>303 kw</td>
</tr>
<tr>
<td>One-way antenna gain</td>
<td>68.9 dB</td>
<td>68.7 dB</td>
</tr>
<tr>
<td>Zenith angle of Saturn at transit</td>
<td>0° 20'</td>
<td>4° 20'</td>
</tr>
<tr>
<td>Absolute cross section</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(10^{15}$ m²)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{SC}$</td>
<td>2.73±0.68</td>
<td>1.49±0.37</td>
</tr>
<tr>
<td>$\sigma_{TC}$</td>
<td>7.50±1.88</td>
<td>5.25±1.31</td>
</tr>
<tr>
<td>Normalized cross section</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{OC}$</td>
<td>0.61±0.15</td>
<td>0.76±0.19</td>
</tr>
<tr>
<td>$\sigma_{SC}$</td>
<td>0.35±0.09</td>
<td>0.30±0.08</td>
</tr>
<tr>
<td>$\sigma_{TC}$</td>
<td>0.96±0.24</td>
<td>1.07±0.27</td>
</tr>
<tr>
<td>$\mu_C$</td>
<td>0.57±0.12</td>
<td>0.40±0.05</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.24±0.06</td>
<td>0.27±0.07</td>
</tr>
</tbody>
</table>
Fig. 23a. Saturn's rings "TC" spectrum from 1 April 1977, folded about zero Doppler and smoothed to 125-kHz resolution. Arrow has same meaning as in Fig. 20.
Fig. 23b. Saturn's rings 1978 spectra measured in "SC" (dashed curve) and "OC" (solid curve) polarization senses. Resolution is 100 kHz.
Fig. 23c. Same as Fig. 23b, but spectra have been folded about zero Doppler shift.
Fig. 23d. Saturn's rings 1978 folded "TC" spectrum (solid curve) is compared to the best-fit two-parameter model (dashed curve).
In the following sections of this chapter, I shall discuss particular radar properties of the rings determined from 1973 through 1978, and their possible bearing on ring structure.
III. D. Spectral symmetry

Folding Saturn's rings power spectra about zero Doppler shift relative to that corresponding to the planetary center of mass conceals any left/right (L/R) asymmetry that may exist between echoes at positive and negative relative Doppler frequencies. From the two-sided power spectra obtained from 1973 through 1978, there do not appear to be L/R asymmetries which cannot be explained as arising from plausible pointing* uncertainties and statistical fluctuations in the signal and/or associated noise.

For the 1976 delay-Doppler data, one would expect L/R asymmetries caused by tracking errors to be correlated at all delays. Since the moment of the power distribution about zero Doppler shift varies noticeably with delay (Fig. 19), the ratio $x_i$ of power in the left (positive Doppler) half of the echo spectrum to power in the right (negative Doppler) half is not observed to be constant at all range boxes $i$. Figure 24 compares these power ratios to their mean $\bar{x}$ and normalizes them to the rms fluctuation $\sigma$ about that mean for a six-run sum of the 1976 data. Range boxes numbers 3 and 14 contain little signal and were not used in the calculation of $\bar{x}$ or $\sigma$. Smoothing over about half a range box is implicit in Fig. 24 due to scatter in $\hat{r}$ among the six data sets.

*The Arecibo pointing uncertainty at the time of the observations was ~0.3'. The one-way full beamwidth at half power is ~2'. (Saturn's rings subtend slightly less than 1' in their largest dimension.)
Fig. 24. Saturn's rings "L/R" power ratio (see text) for the 1976 delay-Doppler data. This ratio (x_i) is plotted relative to the average (x) and normalized to the rms fluctuation σ about that mean, for range boxes (i) numbers 4 through 13. The average position of Saturn in delay is indicated.
The total spread in \( x_i \) is only about three standard deviations, certainly of marginal statistical significance. The slope of the apparent, nearly linear correlation among the \( x_i \) could be due to azimuthally asymmetric scattering from the rings. Such asymmetry, if physically significant, would require the quadrants centered on \( \phi = 135^\circ \) and \( \phi = 315^\circ \) to be more efficient scatterers than the opposite quadrants. (Here, orbital phase \( \phi \) is measured in the same manner as for the Galilean satellites.) This is consistent with visible-wavelength azimuthal brightness variations in ring A (Lumme and Irvine, 1976; Reitsema et al., 1976), as well as the L/R asymmetries marginally suggested in the radar data. Azimuthal variations in B-ring visible-wavelength brightness have been reported (Ferrin, 1974), but unlike the A-ring variations, these can be accounted for as a result of instrumental smearing (Reitsema, et al., 1976).

Since the antenna gain pattern is the same for either rotational sense of circular polarization, \( \mu_C \) should be independent of tracking error. Although this is strictly valid only for a truly simultaneous two-channel experiment, it should largely hold for the February 1978 measurement of circular polarization ratio by virtue of the rapidity of polarization switching and the consequent averaging of a large number of single-polarization cross section measurements.

To investigate the possibility of L/R differences in \( \mu_C \), the 1978 radar cross sections shown in Table X were
recalculated as described in Section III. C, except that the spectra were split into left and right sections along the central Doppler-frequency axis. Treating the rings as two separate targets, weighted mean values of $\sigma_{OC}$, $\sigma_{SC}$, $\sigma_{TC}$ and $\mu_C$ were calculated. This will be referred to as analysis "B" to distinguish the results from those of analysis "A" reported in Table X. In a third set of calculations (analysis "C"), the rings were split into three targets, corresponding to left, central, and right spectral bands. Results of analyses "A", "B" and "C" are presented in Table XI.

Analysis "B" indicates no significant L/R asymmetry in cross section or polarization ratio. The same conclusion holds for L/R asymmetry in analysis "C". The central spectral section apparently has a slightly lower $\mu_C$ than either the left or right section. However, the maximum deviation of the "L", "C" and "R" values of $\mu_C$ from the overall ("E") average value of $\mu_C$ is only $\sim 1\sigma$, probably not physically significant.

In summary, observations from 1973 to 1978 show no evidence for an intrinsic L/R asymmetry in scattering from Saturn's rings. Although azimuthal variations in radar reflectivity similar to those reported at visible wavelengths might explain the apparent correlation of L/R ratio with delay seen in the 1976 data, errors in antenna tracking may be a more likely, if less intriguing, explanation. I conclude that the statistical accuracy of the existing data is too low to infer the presence of any L/R asymmetry in the intensity
or polarization state of the radar echo from Saturn's rings.
TABLE XI. Saturn's rings 1978 analyses of spectral symmetry. Absolute radar cross sections, in units of $10^{15} \text{m}^2$, and $\mu_c$ are presented for three separate analyses of received power spectra. Analysis (A) results were given in Table X. Analysis (B) splits the rings into two separate targets at the zero Doppler-frequency data point. Analysis (C) divides the rings into three spectral regions: "L", "C" AND "R", occupying 20%, 60%, and 20% of the left-to-right spectral analyzing bandwidth, respectively. The central (C) section is approximately delineated by the line-of-sight tangent to the inner edge of the B ring and nearly fills the "front" quadrant of orbital phase, from $\phi = 135^\circ$ to $\phi = 225^\circ$ (Fig. 19). Hence this "C" section excludes the spectral "wings" which originate from the east and west ansae.

<table>
<thead>
<tr>
<th>POL'N</th>
<th>(A)</th>
<th>(B)</th>
<th>(C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Sigma$</td>
<td>$L$</td>
<td>$R$</td>
</tr>
<tr>
<td>SC</td>
<td>1.49±0.17</td>
<td>0.76±0.12</td>
<td>0.73±0.12</td>
</tr>
<tr>
<td>OC</td>
<td>3.76±0.19</td>
<td>2.05±0.13</td>
<td>1.71±0.13</td>
</tr>
<tr>
<td>TC</td>
<td>5.25±0.25</td>
<td>2.81±0.18</td>
<td>2.44±0.18</td>
</tr>
<tr>
<td>$\mu_c$</td>
<td>0.40±0.05</td>
<td>0.37±0.06</td>
<td>0.43±0.08</td>
</tr>
</tbody>
</table>
Spectra obtained at $|B| = 26.4^\circ$ and at $|B| = 24.4^\circ$ showed significant "excess" power at low Doppler shifts relative to a model having an A:B-ring reflectivity ratio of 0.5. Although the 1976 delay-Doppler results suggest a ratio nearer unity, the gross spectral shape is not very sensitive to this parameter, so the physical reality of the LDE at high values of $|B|$ is not put in question by changes in A:B relative scattering efficiencies.

Surprisingly, there is no evidence, at a statistically meaningful level, for an LDE in the 1976-1978 spectra (Figs. 20 and 23) obtained at smaller values of $|B|$. Even if the noise "bumps" in the folded 1978 "OC" and 1976 "SL" spectra actually result from excess signal at low Doppler shifts, the LDE has certainly decreased considerably since 1975. That the "bumps" in the 1976 spectra are indeed due to noise fluctuation is suggested by the fine agreement of spectra in individual range boxes with the best-fit model (Fig. 22)

If the pre-1976 LDE's were caused by any of the three mechanisms suggested by Goldstein and Morris (1973) or Goldstein et al. (1977), their sudden disappearance (or, at least, severe decrease) could not be explained in terms of the relatively small decreases in $|B|$. (I ignore the possibility of extreme time-variability of intrinsic radar properties, which might result from such exotic phenomena as hail
storms in Saturn's upper atmosphere.)

A fourth possible explanation (Franklin and Colombo, 1978) involves a clustering in the particle size distribution produced by self gravitation between neighboring particles. Their theory predicts that the effective particle cross section is increased when the particles are moving nearly across the line of sight and decreased when moving along it. This process, which depends on azimuthally variable particle alignments, would be more noticeable in an optically thin ring than in an optically thick one, and it probably would not hold for ring B. It might hold for ring A, but perhaps only above some minimum value of $|B|$, to ensure that the line-of-sight optical depth not be too large. Franklin and Colombo note that the magnitude of the LDE predicted by their model is considerably less than that observed. On the other hand, their model appears to explain the azimuthal brightness variations observed at visible wavelengths (Section III. D). It may be very difficult for Franklin and Colombo to reconcile, in a single model, the decrease in the radar LDE with the simultaneous increase in the optical azimuthal asymmetries reported by Lumme et al. (1977).

An attractive feature of the Franklin-Colombo theory is that it could potentially explain the LDE without invoking particles beyond the visible ring boundaries. Another explanation (Ostro, 1976) which also avoids this problem postulates large, synchronously rotating particles with azimuthally anisotropic single-scattering albedos. Such anisotropy
could be due to extreme variation in composition or surface roughness over the particulate surface. Unfortunately, as shown by Peale (1977), synchronous rotation would require particles hundreds of meters in dimension, low collision frequencies, and/or a non-tidal rotation-damping mechanism. Also, no physically plausible basis for longitude-dependent particle reflectivity is apparent.

Suppose that the LDE is an A-ring phenomenon. Then its sudden demise near $|B| \approx 22^\circ$ could be related to the occultation by Saturn of the far side of that ring. As shown in Table XII, the rear quadrant ($-45^\circ < \phi < 45^\circ$) of the A ring was occulted to a considerably greater degree at $|B| = 21.4^\circ$ than at $|B| = 24.4^\circ$. This is especially true for the outer parts of the A ring. From $|B| = 24.4^\circ$ to $|B| = 21.4^\circ$, the visible fraction of the A1 ringlet's rear quadrant dropped from 92% to 72%. Thus, this part of the ring system might be responsible for the LDE, and changing ring geometry might explain its sudden decrease.
TABLE XII. Visible fractions of ringlets for various values of the opening angle $|B|$. Also given are values corresponding to the "rear quadrants" of the A1 and A2 ringlets (see text). The "minimum un-shadowed $\rho$" is the minimum distance, in units of Saturn radii, of an unshadowed ringlet.

| $|B|$ | 26.4 | 24.4 | 21.4 | 18.19 | 11.70 |
|------|------|------|------|-------|-------|
| Ringlet |      |      |      |       |       |
| B3    | .84  | .83  | .82  | .81   | .79   |
| B2    | .87  | .86  | .84  | .83   | .81   |
| B1    | .91  | .89  | .87  | .85   | .83   |
| A2    | .99  | .94  | .91  | .88   | .86   |
| A1    | 1.00 | .98  | .93  | .90   | .87   |
| B     | .88  | .87  | .85  | .84   | .82   |
| A     | .99  | .96  | .92  | .89   | .86   |
| A2 rear quad | .96 | .76  | .64  | .52   | .44   |
| A1 rear quad | 1.00 | .92  | .72  | .60   | .48   |
| Min unshadowed $\rho$ | 2.09 | 2.24 | 2.52 |
III. F. Ringlet relative reflectivities

The estimates of relative reflectivities obtained from the 1976 data analyses are presented in Fig. 21 and Table IX. Figure 21 also shows visible-wavelength estimates (Cook et al., 1973) of relative optical depth for the outer five ringlets.

The boundaries of the ringlets given by Cook et al. (1973) are nearly identical to those used here (Appendix K). The estimated relative reflectivity for the Bl ringlet is extremely high, consistent with a variety of visible-wavelength observations (Fig. 22 of Pollack, 1975). It should be noted that the correlation (Appendix E) between the estimates of the model parameters corresponding to relative reflectivities of adjacent ringlets is ~ 0.5, while other covariances are ~ 0.1. This fact supports the conclusion that the Bl region is indeed the most radar-reflective part of Saturn's rings. The A:Bl and B3:Bl reflectivity ratios appear somewhat larger at 12.6-cm wavelength than at visible wavelengths.

The estimated A:B reflectivity ratio (0.86 ± 0.06) is quite significant. Fitting a two-parameter model to the folded "TC" spectrum obtained in February 1978 results in an A:B reflectivity ratio of 1.2 ± 0.3; the "OC" spectrum alone gives 0.8 ± 0.2. As noted earlier, estimation of an A:B reflectivity ratio from power spectra is much less reliable than from the inversion of delay-Doppler data.
Nevertheless, the agreement of the 1978 result with that from 1976 is reassuring. The A:B reflectivity ratio determined here is considerably higher than 0.5, a value determined from visible-wavelength observations (Cook, et al., 1973), and assumed in the construction of the model used to compare against the \(|B| = 26.4^\circ\) radar spectrogram (Goldstein and Morris, 1973).

The geometric albedo \(\alpha\) of the rings, in terms of the albedo \(\alpha_i\) of the \(i^{th}\) of \(N\) ringlets, is

\[
\alpha = \frac{\sum \alpha_i A_i}{\sum A_i}
\]

where \(A_i\) is the visible area of the \(i^{th}\) ringlet and the summations extend from one to \(N\). The estimated relative reflectivities \(r_i\) are proportional to the albedos:

\[
\alpha_i = K r_i
\]

so

\[
K = \frac{\alpha \sum A_i}{\sum r_i A_i}
\]

For the two-parameter model, I calculate

\[
K = 1.07 \alpha
\]

For \(\alpha \approx 0.30\), the A- and B-ring albedos are then \(\approx 0.28\)
and \( \approx 0.32 \), respectively. These albedos are less than those determined for Europa and Ganymede (Table VII). As discussed by Cuzzi and Pollack (1978), the actual single-particle, single-scattering albedo required to satisfy the radar observations depends on the particle size and shape, and on whether the rings are one or many particles thick. This problem will be discussed further in Section G.

Inversion of the 1976 delay-Doppler data shows no evidence for either a C ring or an A' ring. Ferrin (1975) set an upper limit of 0.01 on the visible-wavelength optical depth \( \tau_0 \) of any ring external to the A ring; Smith, et al. (1975) estimated \( \tau_0 \sim 10^{-7} \) for this hypothetical A' ring. Cook and Franklin (1958) presented evidence that the optical depth of ring C is on the order of 0.1. Within estimated uncertainties, the radar results are consistent with these optical results.

As shown in Fig. 21, the seven-parameter estimation does suggest the presence of a radar D ring. Some suggestion of echo power at absolute Doppler shifts greater than those predicted from models having only A- and B-ring components also exists in the 1978 "OC" spectrum, but not at a highly significant level. As can be seen from its relatively small dimensions in Fig. 19, the D ring would have to be a very efficient scatterer to be radar discernible at a statistically respectable level. The published spectra for data taken prior to 1976 show no evidence for a D ring.
The D ring discovered by Guerin (1969, 1970) is apparently more tenuous than the C ring, having an estimated optical depth $\tau_0 \approx 0.02$ (Ferrin, 1974). Thus, the radar suggestion of scattering from the D ring, as weak as it is, is somewhat surprising. As already pointed out, the D ring is not needed to explain the major behavior of the observed radar scattering. If a D ring exists which is relatively more reflective than the C ring at radar wavelengths, its constituent particles must be considerably larger than those in the C ring.

All factors considered, I conclude that there is only marginal evidence for the existence of a radar D ring. Indeed, the delay-Doppler radar data argue more persuasively against the presence of radar-reflective material in the C ring than for significant radar-reflective material in the D ring.
III. G. Cross sections, albedos, and polarization ratios

Table XIII summarizes all values of albedos, cross sections and polarization ratios reported to date for Saturn's rings. Ideally, one would desire values of $\alpha$, $\mu_C$ and $\mu_L$ measured at 3.5-cm and 12.6-cm wavelengths for each value of $|B|$. As it stands, Table XIII is only one-third complete for 12.6-cm data, nearly empty for 3.5-cm data, and replete with apparent discrepancies. For instance, $\mu_C = 1.00 \pm 0.25$ at 3.5 cm and $|B| = 24.4^\circ$, but at 12.6 cm we have $\mu_C = 0.57 \pm 0.12$ at $|B| = 18.2^\circ$ and $\mu_C = 0.40 \pm 0.05$ at $|B| = 11.7^\circ$. To accept these data as reliable, one must conclude either that $\mu_C$ is wavelength dependent, or that $\mu_C$ decreases as the ring opening angle closes down, or both.

Consider for a moment the three S-band measurements of polarization ratios in Table XIII. If the rings' polarization properties were essentially independent of $|B|$, $\mu_C$ would appear to be only 50% as large as $\mu_L$. I claim that this is very unlikely. Although both $\mu_C$ and $\mu_L$ must approach unity in the limit of complete randomization of the transmitted wave, such as might be produced by some high-order multiple scattering process, $\mu_L$ is less than $\mu_C$ for all theoretical models of radar backscattering with which I am familiar. Furthermore, I know of no radar experiment resulting in $\mu_L > \mu_C$. Although I will not attempt to prove that $\mu_L$ cannot exceed $\mu_C$, this contention stands as a reasonable assumption in lieu of any evidence to the contrary.
TABLE XIII. Saturn's rings normalized cross sections, geometric albedos and polarization ratios reported to date.

| Authors                  | $|B|$ | $\lambda$ | Pol'n | $\sigma$   | $\mu$  | $\alpha$ |
|--------------------------|-----|-----------|-------|------------|--------|----------|
| Goldstein and Morris (1973) | 26.4° | 12.6 cm   | OC    | 0.68±0.17  | ⏟        |          |
|                          |      | 12.6 cm   | TL    |            |        |          |
| Goldstein et al. (1977)  | 24.4° | 3.5 cm    | SC    | 0.68±0.13  |        |          |
|                          |      |           | TC    |            |        | $\mu_C=1.00±0.25$ |          |
| Pettengill et al. (1979) | 21.4° | 12.6 cm   | SL    | 0.83±0.21  | ⏟        |          |
| Ostro and Pettengill (1979) | 18.2° | 12.6 cm   | SC    | 0.35±0.09  |        |          |
|                          |      |           | TC    |            |        | $\mu_C=0.57±0.12$ |          |
| Ostro and Pettengill (1979) | 11.7° | 12.6 cm   | SC    | 0.30±0.08  |        |          |
|                          |      |           | TC    |            |        | $\mu_C=0.40±0.05$ |          |
Suppose that at \( |B| = 26.4^\circ \), \( \mu_C \approx \mu_L \approx 1 \). This would imply that \( \sigma_{SC} \approx 0.68 \) at that opening angle. In this case, one would be forced to conclude that as the rings closed down from \( |B| = 26.4^\circ \) to \( |B| = 11.7^\circ \), \( \sigma_{SC} \) plunged from \( \approx 0.68 \) to \( \approx 0.30 \) while \( \sigma_{OC} \) remained nearly constant. This result would be extremely difficult to explain. Although the rings' polarization properties certainly may vary with tilt angle, it seems more reasonable to assume that both \( \mu_C \) and \( \mu_L \) are considerably less than unity at \( |B| \approx 25^\circ \), in conflict with the value of \( \mu_L \) reported by Goldstein et al. (1977). Measurement of \( \mu_L \) using a bistatic radar configuration requires extreme care with respect to the determination of polarization position angles. Of all the entries in Table XIII, I feel that the value reported for \( \mu_L \) is probably the least reliable, while the 1978 measurement of \( \mu_C \) is probably the most reliable. From the arguments stated here, it seems reasonable to assume that \( \mu_L \approx 0.4 \) for \( |B| = 24.4^\circ \).

Unfortunately, several recent articles (e.g., Cuzzi and Pollack, 1978), attempting to explain the rings' radar properties in terms of their adduced physical structure, have heavily stressed the single determination of \( \mu_L \) by Goldstein et al. (1977). My personal conviction is that the dependence of albedo and polarization on tilt angle has yet to be elucidated. Nevertheless, certain constraints may be placed on the rings' structure on the basis of information in Table XIII.
The value of $\mu_C (0.40 \pm 0.05)$ measured by Ostro and Pettengill (1979) at S-band rules out ring models predicting either a highly polarized echo ($\mu_C \approx 0$) or a highly depolarized echo ($\mu_C \approx 1$) at 12.6-cm wavelength. The net polarization state of the radar echo will depend on the polarization of single-particle-scattered radiation and the relative importance of single and multiple scattering.

Any multiply externally scattered component should be highly depolarized ($\mu_C \approx \mu_L \approx 1$). Liou and Schotland (1971) have shown that radiation twice-scattered by spheres is about 80% depolarized. One would expect a distribution of irregular particles to be even more efficient at depolarization. Hence the measurements of $\mu_C$ by Ostro and Pettengill (1979) indicate the importance of single-particle backscattering in the 12.6-cm radar echo from Saturn's rings.

Single-particle-scattering polarization properties are poorly known (Cuzzi and Pollack, 1978). Empirical studies (Sassen, 1974; Zerull, 1974, 1976; McNeill and Carswell, 1975) indicate that $0.3 \leq \mu_L \leq 0.5$ for irregular particles with circumferences $\sim 10 \lambda$, corresponding to radii $\sim 20$ cm at S-band. Schotland et al. (1971) have shown that the depolarization observed from large, irregular particles tends to increase with the size of the particle. Multiple internal reflections could produce $\mu_L \approx 1$ for scattering from very large (radius $\gg 1$ m at S-band) particles (Cuzzi and Pollack, 1978). However, the precise nature of the irregularities is not discussed on the literature,
and the dependence of depolarization on the scale of the irregularities has yet to be investigated. On the other hand, the backscattered radiation from small (radius \( \lesssim \lambda \)) particles or smooth spheres of any size is known to be completely polarized \((\mu_C = \mu_L = 0)\), as noted in Chapter II.

The radar echo from a monolayer would be almost entirely due to single-particle backscattering. Whereas a monolayer of large, irregular particles could easily yield \(\mu_C \approx 0.4\), ring models postulating a monolayer of large, smooth spheres can be ruled out. At the other extreme, the echo from an extended layer of particles would presumably contain an appreciable multiply scattered component having \(\mu_C \approx 1\). In this case, the portion of the echo resulting from single-particle backscattering would have to be highly polarized, and the large, smooth, transparent, ice spheres proposed by Pettengill and Hagfors (1974) would appear more attractive than very irregular particles.

As shown in Table XIII, the albedos and circular polarization ratios are apparently larger at \(\lambda = 3.5\) cm and \(|B| = 24.4^\circ\) than at \(\lambda = 12.6\) cm and \(|B| \lesssim 18^\circ\). If this result is significant, the complication of wavelength- and/or \(|B|\)-dependence must be added to the already difficult problem of interpretation of the rings' radar behavior.

As noted at the beginning of this section, measured values of \(\sigma_{OC}\) at S-band have remained nearly constant (within the estimated uncertainties) in the interval \(11.7^\circ < |B| < 26.4^\circ\). One would expect the normalized cross section of a
monolayer of particles to increase with decreasing $|B|$, i.e., as the fraction of projected ring area filled with particles increased. On the other hand, the reflectivity of an optically thick extended layer would be expected to remain nearly constant. Unfortunately, it is impossible to distinguish reliably between these two "canonical" types of ring models on the basis of existing data.

Cuzzi and Pollack (1978) have shown that extremely large (radius $> 1$ m) particles composed of ice or metal or any other very low-loss or highly conducting material, in either a monolayer or an extended layer, would exhibit a much sharper rise in reflectivity with decreasing $|B|$ than has been observed from 1973 to 1978. This class of ring models is therefore ruled out by the radar results.
III. H. The structure of Saturn's rings: Conclusions

The optically defined A and B rings are apparently responsible for most of the radar echo. The outer half of the B ring (next to the Cassini Division) is significantly more reflective than the A ring or the inner half of the B ring. The average A-ring backscattering efficiency is nearly (~ 90%) as large as that of the B ring at the radar wavelengths used. The apparent difference in the A:B reflectivity ratio at radar and visible wavelengths may be evidence for major structural differences between these rings. The C ring has an extremely low radar reflectivity, and there is only marginal evidence for a radar D ring.

The rings' 12.6-cm normalized value for $\sigma_{OC}$ has remained nearly constant at $0.7 \pm 0.1$ for $11.7^\circ < |B| < 26.4^\circ$. Although the 12.6-cm geometric albedo $\alpha$ has been directly measured for only two values of $|B|$ (11.7° and 18.2°), one may infer that the albedo also remains nearly invariant at $0.3 \pm 0.1$ over the wider interval $11.7^\circ < |B| < 26.4^\circ$.

Although one might conclude that $\mu_C$ and $\alpha$ depend on $|B|$, it seems more likely that these quantities are wavelength-dependent, being slightly larger at 3.5 cm than 12.6 cm.

The S-band measurements of $\mu_C$ constitute evidence for single scattering in the 12.6-cm radar echo. They can be interpreted in terms of either a monolayer of large (radius $\geq \lambda$) irregular particles or an extended layer of particles with very low single-scattering polarization ratios.
As pointed out by Cuzzi and Pollack (1978), the monolayer and extended-layer models of ring structure are the canonical extremes of a continuum of possible ring states. The currently available radar measurements of albedo could conceivably be consistent with the type of $|B|$-dependence expected for either of these two canonical extremes. However, the 1973-1978 measurements of radar cross section do not show the sharp rise with decreasing $|B|$ which is predicted (Cuzzi and Pollack, 1978) for models postulating large ($> 1$ m) metallic particles.

I can offer no physically plausible explanation for the strong LDE observed at S-band with $|B| = 26.4^\circ$ and at X-band with $|B| = 24.4^\circ$. The apparent sudden decrease in the LDE for $|B| < 21.4^\circ$ rules out source mechanisms involving echoes from particles in an A' ring, particles orbiting at high inclinations to Saturn's equatorial plane, or particles permanently entrained in Saturn's upper atmosphere and co-rotating with the planet. On the other hand, the demise of the LDE for $|B| < 21.4^\circ$ might be due to changing ring geometry. In this case, the rear quadrant of the outer half of the A ring is likely to be the source of the LDE.
IV. FINAL REMARKS AND SUGGESTIONS FOR FUTURE WORK

Many properties of the Galilean satellite surfaces and Saturn's rings, and their possible interpretations, have been discussed in this dissertation. The most significant conclusions involve constraints based on measurements of the circular polarization ratio $\mu_C$. Values of $\mu_C$ appreciably greater than unity, determined in 1976-1977 for Europa, Ganymede and Callisto, apparently demand the dominance of a double-reflection backscatter process on these bodies. The icy-crater model satisfies this requirement and can account for all other observed radar-scattering properties of the outer three satellites. In the case of Saturn's rings, values of $\mu_C$ observed for intermediate opening angles are much lower than unity, suggesting the importance of single-particle backscattering in the 12.6-cm radar echo.

The development of useful theoretical ring models is contingent on the acquisition of a larger body of reliable radar data than currently exists. The degree of wavelength dependence in the rings' radar properties must be elucidated by S- and X-band observations at particular ring opening angles. In a similar vein, a thorough empirical investigation of the radar polarization properties of irregular particles is sorely needed.

Future discrimination among competing ring models will require the accurate determination of geometric albedo and both polarization ratios at widely separated values of the
ring opening angle. The Earth is shortly to pass through
the ring plane; thus the 1979 apparition, with \(|B| \approx 6^\circ\),
will be an opportune time to continue radar study of the
rings. The determination of \(\mu_L\) should certainly be attempted.
Estimates of \(\alpha\), \(\mu_C\) and \(\mu_L\) could be improved substantially
by simultaneous reception of the echo in orthogonal polariza-
tion senses. (Such a two-channel experiment, employing a
pair of low-noise maser front-end amplifiers, may soon be
possible at Arecibo.)

The linear polarization ratio has been measured for the
Galilean satellites on only one occasion (Europa, on Dec. 7,
1976). The possibility that \(\mu_L\) may share the correlation
among \(\mu_C\), \(\alpha\), \(P\) and frost coverage should be investigated.

For Europa, Ganymede and Callisto, there are large
ranges of orbital phase \((\Delta \phi > 100^\circ)\) over which the radar
ground albedo is unknown. The orbital phase coverage of
radar observations must be extended in order to elucidate
the shape of the radar "lightcurves" as well as the depen-
dence, if any, of other properties on \(\phi\).

Calculations indicate that delay resolution of echoes
from Ganymede and Callisto should be possible at Arecibo.
Such observations may shed light on the locations and dimen-
sions of regions possessing anomalous radar scattering. If
sufficient sensitivity could be achieved, measurement of
the delay distribution of the Ganymede echo in "OC" and
"SC" polarization senses would provide a critical test
of the icy-crater theory: \(\mu_C\) is expected to decrease with
delay for those delays corresponding to oblique angles of incidence.

As noted earlier, there is much room for further theoretical development of the icy-crater model presented here. Formulation of a rigorous physical-optics treatment of scattering from hemispherical craters would be a particularly useful and challenging endeavor.
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APPENDIX A. Radar equation and associated definitions*

The (monostatic) radar equation is

\[ P_R = \left( \frac{P_T G}{4\pi R^2} \right) \left( \frac{\sigma}{4\pi} \right) \left( \frac{A_e}{R^2} \right) = \frac{P_T G^2 \sigma}{(4\pi)^3 R^4} \]  \hspace{1cm} (A1)  

where

- \( P_R \) = received power (w)
- \( P_T \) = transmitted power (w)
- \( G \) = one-way effective antenna gain = \( \sqrt{G_G} \), where \( (r,t) = (\text{receive, transmit}) \)
- \( R \) = target distance (m)
- \( A_e \) = antenna effective aperture area \( (m^2) = G\lambda^2 / 4\pi \) (Kraus, 1966)
- \( \sigma \) = radar cross section \( (m^2) \)
- \( \lambda \) = wavelength (m)

The first term in brackets gives flux incident on the target \( (S_i, \text{watts per } m^2 \text{ wavefront}) \), and the last term is the effective capture solid angle of the receiving antenna as seen from the target. The middle term is clearly backscattered power per steradian (i.e., angular power density) for unit incident flux at the target. That is, \( \sigma \) is the total power per unit incident flux which would be scattered if the reflected power density were isotropic and equalled that observed by the radar.

The specific radar cross section, or angular scattering

*Much of the material in this appendix can be found in Evans and Hagfors (1968); some is due to Pettengill (private communication, 1976).
law, is defined as

\[ \sigma_0(\theta) = \frac{d\sigma}{dA} = \text{radar cross section per unit contributing target surface element} \quad (A2) \]

and is a dimensionless function of the angle of incidence, \( \theta \), on the target surface.

Since there are \( \sec \theta \, m^2 \) target per \( m^2 \) wavefront, the target "brightness" is

\[ B(\theta) = \frac{w}{m^2 \text{ wavefront}} = \frac{1}{4\pi} \sigma_0(\theta) \frac{w}{m^2 \text{ target}} \quad \text{rad}^{-2} \text{ per unit } \text{Si} \quad \text{sec} \ \theta \quad (A3) \]

Hence, radar scattering laws contain an extra \( \cos \theta \) factor when compared to their optical equivalents.

If one knows \( \sigma_0(\theta) \), it is trivial to find \( \sigma \) for a spherical target:

\[ \sigma = \int_{\text{hemisphere}} \sigma_0 dA = \int_0^a d\theta \sigma_0(\theta) 2\pi \sec \theta \, d\theta \]

\[ = 2\pi a^2 \int_0^{\pi/2} \sigma_0(\theta) \sin \theta \, d\theta \quad (A4) \]

If one knows the bistatic scattering law \( \sigma_0(\theta, \theta', \phi) \), where the exit direction is described by the polar angle \( \theta' \), and the azimuthal angle, \( \phi \), with respect to the incidence plane, one can calculate the total scattered power.
\[ P_{\text{TOT}} = S_i \int \int \int_{\text{surface}} d\Omega \frac{\sigma_{O}(\theta, \theta', \phi)}{4\pi} \]

\[ = S_i 2\pi a^2 \int_0^{\pi/2} d\theta \sin \theta \int_0^{\pi/2} d\theta' \sin \theta' \int_0^{2\pi} d\phi \sigma_{O}(\theta, \theta', \phi) \]

Each "dA" scatters into a hemisphere of \(2\pi\) steradians:

\[ \int d\Omega = \int_0^{2\pi} d\phi \int_0^{\pi/2} d\theta' \sin \theta' \]

so

\[ P_{\text{TOT}} = \frac{2\pi a^2}{4} S_i \int_0^{\pi/2} d\theta \int_0^{\pi/2} d\theta' \int_0^{2\pi} d\phi \sigma_{O}(\theta, \theta', \phi) \sin \theta \sin \theta' \]

Since \( \sigma_{O} \) is referenced to unit incidence flux by definition, and the total incident power is \( \pi a^2 S_i \) watts for incident flux \( S_i \), the Bond albedo is

\[ A_B = \frac{P_{\text{TOT}}}{\pi a^2 S_i} \]

One can define the target gain \( G \):

\[ G = \frac{\text{4\pi \cdot reflected power density per unit incident flux \cdot } S_i}{\text{total reflected power}} \]

\[ = \frac{\sigma S_i}{P_{\text{TOT}}} \]
Thus one also has

\[
\frac{\sigma}{\pi a^2} = A_B G \quad \text{(A10)}
\]

**Geometric albedo**

Geometric albedo is defined as the target brightness normalized to that of a perfectly diffusing \((A_B = 1)\) Lambert disc normal to the line of sight \((\theta = \theta' = 0)\), with an area equal to the projected area of the target, and located at the same distance as the target. "Lambert" means that the scattering law has the form

\[
\sigma_0(\theta, \theta') = A_B g \cos \theta \cos \theta' \quad \text{(A11)}
\]

i.e., scattering is azimuthally isotropic. The value of \(g\) is found by calculating the total power scattered by this hypothetical Lambert disc. From Eqn. (A5),

\[
P_{\text{TOT}} = \int d\Omega \int d\Omega' \frac{\sigma_0(\theta, \theta')}{4\pi} \bigg|_{\theta=0}
\]

\[
= (\pi a^2)2\pi \int_0^{\pi/2} d\theta' A_B g \cos \theta' \sin \theta' \frac{1}{4\pi}
\]

\[
= \frac{\pi a^2}{2} A_B g \sin \frac{\theta'}{2} \bigg|_0^{\pi/2} = \frac{\pi a^2 A_B g}{4} \quad \text{(A12)}
\]

Now, \(A_B = 1\) and the total scattered power for unit incident flux is \(\pi a^2\). Thus \(P_{\text{TOT}} = \pi a^2 = \pi a^2 g/4\) and \(g = 4\). Therefore
\( \sigma_0(\theta, \theta') = 4 \cos \theta \cos \theta' \) for the standard disc. For backscatter, \( \theta = \theta' = 0 \) so \( \sigma_0 = 4 \). In other words, the standard disc with a geometric albedo of unity has a cross section per unit surface area equal to 4. The surface area of the standard disc used for comparison with any given target will be the target's projected area \( A_p \), so the geometric albedo \( p \) is

\[
p = \frac{\sigma}{4A_p} \tag{A13}
\]

When the radar- and visible-wavelength geometric albedos need to be distinguished, the symbol \( \alpha \) will represent the former and \( p \) will represent the latter.

It is convenient to reduce the bistatic scattering law to a monostatic scattering law:

\[
\theta_0(\theta') = A_B g \cos \theta \cos^{n-1} \theta \bigg|_{\theta = 0} = A_B g \cos^n \theta' \tag{A14}
\]

Then, for unit incident flux per unit surface area,

\[
\int_{2\pi} d\Omega \frac{\sigma_0(\theta, \theta')}{4\pi} \bigg|_{\theta = 0} = 1
\]

\[
\int_{2\pi} d\Omega g \cos \theta \cos^{n-1} \theta \bigg|_{\theta = 0} = 4\pi
\]

\[
2\pi g \int_{0}^{\pi/2} d\theta' \cos^{n-1} \theta' \sin \theta' = 4\pi
\]
\[
\frac{-\cos^n \theta'}{n} \bigg|_{0}^{\pi/2} = 4\pi/(2\pi g)
\] (A15)

so \( g = 2n \) and \( \sigma_0(\theta') = A_B(2n) \cos^n \theta' \).

For a sphere,

\[
\sigma = 2\pi a^2 \int_{0}^{\pi/2} \sigma_0(\theta') \sin \theta' \, d\theta'
\]

\[
\sigma = 2\pi a^2 A_B \cdot 2n \int_{0}^{\pi/2} \cos^n \theta' \sin \theta' \, d\theta'
\]

\[
\sigma = \frac{4\pi a^2 A_B n}{n+1}
\] (A16)

If \( n = 2 \) and \( A_B = 1 \), as for a perfectly diffusing Lambert sphere,

\[
\sigma = \frac{8}{3} \pi a^2, \text{ Lambert sphere.}
\] (A17)

Since \( \sigma = 4p \pi a^2 \) by definition of \( \sigma \) and \( p \),

\[
(n+1)p = nA_B
\] (A18)

Thus, the monostatic specific radar cross section can be written

\[
\theta_0(\theta') = 2p(n+1) \cos^n \theta'
\] (A19)

From the definition of \( G \), it follows that \( G = 4n/(n+1) \); hence
G = 8/3 for n = 2.

I have \( \sigma / (\pi a^2) = 4p = A_BG \). Optical astronomers [see Allen (1973), p. 142; or Kaula (1968), p. 259] use the relation \( A_B = pq \) where their "phase integral" \( q = 4/G \). Setting \( A_B = 1 \), I can construct the following table.

<table>
<thead>
<tr>
<th>Target</th>
<th>p</th>
<th>q</th>
<th>( G = \frac{\sigma}{\pi a^2} )</th>
<th>n(equivalent for sphere)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lambert disc</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>--</td>
</tr>
<tr>
<td>Lambert sphere</td>
<td>2/3</td>
<td>3/2</td>
<td>8/3</td>
<td>2</td>
</tr>
<tr>
<td>uniformly bright sphere</td>
<td>1/2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>isotropic scatterer</td>
<td>1/4</td>
<td>4</td>
<td>1</td>
<td>--</td>
</tr>
</tbody>
</table>

It is important to note that \( G = 4n/(n+1) \) is not applicable in the case of the isotropic scatterer. For such a specular reflector, the initial generalization of a \( \cos^n \theta \) law from a \( \cos \theta \cos^{n-1} \theta \) law is physically misleading because the bistatic law implies azimuthally isotropic scattering, while \( \sigma_0(\theta,\theta') \) for specular reflectors is zero except for \( \theta' = -\theta \), in the plane of incidence only. The use of a monostatic \( \cos^n \theta \) law certainly lacks physical justification if \( n \gg 1 \) describes the surface in question. As long as this fact is kept in mind, it is acceptable to use the parameter \( n \) as an empirical descriptor of data. Similarly, \( n < 1 \) implies \( \sigma_0(\theta,\theta') \to \infty \) at \( \theta' = \pi/2 \), again independent of azimuth, so, again, assumption of the bistatic law is physically unsound.
Nevertheless, as pointed out by Jurgens and Bender (1977), backscattering laws of the type \( \cos^n \theta \) are extremely useful for detection modeling.
APPENDIX B. Arecibo S-band radar system and data-taking procedures

1. System characteristics

Figure 25 is a simplified radar receiver block diagram. Not shown are components involved in frequency synthesis from the site time base, system temperature calibration, or monitoring of system total-power response.

Figure 26 shows one-way antenna gain as a function of zenith angle for the "flat feed" used for the January 1976 Saturn's rings observations, and the newer "circular feed" used for all other observations. The curves were determined by D.B. Campbell of NAIC and are based on calibration observations of several well-studied radio sources.

Receiver system temperature $T_s$ varies from less than 40 K (cold sky at zenith) to well over 100 K for the circular feed at zenith angles larger than 20°. Jupiter adds about 30 K. Thus $T_s$ must be measured frequently during any observation, generally by coupling a calibrated noise source into the receiver and monitoring the accompanying increase in IF rms voltage.

Calibration of the secondary temperature standards and transmitter power monitors is carried out regularly by Arecibo Observatory technical staff.
Fig. 25. Simplified block diagram of Arecibo S-band radar receiver. Here, LSB (or USB) denotes lower (or upper) side band selection.
Fig. 26. Arecibo antenna gain calibration curves. The one-way gain is shown for both the old and the new 2380 MHz feeds used during 1976-1978 in units of degrees of antenna temperature increase per source flux unit, as well as in dB. The gain is given by $\frac{8\pi k\lambda^{-2} \times 10^{26} F}{\text{degree}}$ (Kraus, 1968, p. 99), where $F$ is the antenna response measured in degrees per flux unit, $k$ is Boltzmann's constant, and $\lambda$ is the wavelength (12.6 cm).
2. Procedures for obtaining power spectra

The raw data for all observations except the 1977 Galilean satellites (which employed a digital array processor for real-time calculation of power spectra) were obtained from a 1008-channel digital autocorrelation spectrum analyzer (DASA) working in the three-level by three-level mode. The true multibit autocorrelation function \( \rho(t) \) is calculated from the three-level by three-level approximation \( r_3(t) \) and then Fourier transformed. Whereas the one-bit, or hard-clipped, autocorrelation function \( r_1(t) \) is related to \( \rho(t) \) by the Van Vleck equation

\[
r_1(t) = (2/\pi) \sin^{-1} \rho(t),
\]

Hagen and Farley (1973) have shown that

\[
r_3(t) = \frac{1}{\pi} \int_0^\infty \frac{1}{\sqrt{1-x^2}} \left[ e^{-K^2/(1+x)} + e^{-K^2/(1-x)} \right] dx \quad (B1)
\]

where \( K \) is the ratio of clipping level \( v_0 \) to rms signal voltage \( \sigma \). The sampled signal voltage \( v \) is digitized as follows:

\[
v = \begin{cases} 
1, & v > v_0 \\
0, & -v_0 \leq v \leq v_0 \\
-1, & v < -v_0 
\end{cases} \quad (B2)
\]
Conklin (1976) has numerically integrated this expression, solved for $p$, and fitted the results with a third-degree polynomial in $r_3$, where each coefficient of $r_3$ is itself a third-degree polynomial in $K$. This leads to the following straightforward algorithm for extraction of $p(t)$ from $r_3(t)$.

$$p(t) = a + b\tilde{r}(t) + c\tilde{r}^2(t) + d\tilde{r}^3(t)$$

where

$$\tilde{r}(t) = \frac{[r_3(t) - 9765.6]}{[r_3(0) - 9765.6]}$$

$$a = 0.0001 - 0.0009x + 0.0002x^2 + 0.0020x^3$$

$$b = 1.5477 - 1.0409x + 0.9464x^2 - 0.1398x^3$$

$$c = -0.0460 + 0.2701x - 0.8462x^2 + 0.8753x^3$$

$$d = -0.4365 + 0.1308x + 1.8450x^2 - 1.9708x^3$$

where

$$x = 1.6209 - 2.2157\left[\frac{r_3(0)}{9765.6} - 1\right] + 0.6466\left[\frac{r_3(0)}{9765.6} - 1\right]^2$$

With $r_3(t)$ representing the "raw" correlation data set, the integration time required to obtain the same statistical accuracy as would result after unit integration time if $p(t)$ were the raw data set is larger by a factor of 1.51. If the sampling rate were twice the Nyquist rate, or four times the bandwidth (as in the case of the 1978 Saturn's rings observations), the factor drops to 1.26. The corresponding factors for hard clipping are 2.46 and 1.82, for Nyquist and twice-Nyquist sampling, respectively. As discussed by Hagen and Farley, oversampling recovers some of the information lost in the quantization, or clipping, process.
Operation in the three-level by three-level mode requires constant monitoring of the rms voltage level during data-taking, but this is acceptable in view of the resulting improvement (about 2 dB, as compared to hard clipping) in the signal-to-noise ratio which results.

3. Background removal for frequency-switched spectra

The following method is used to remove the background (video-filter response) from raw spectra and to normalize the resulting signal to the mean system noise power. First, the transmitter is switched among \( N \) different frequencies distributed over a bandwidth smaller than that analyzed for the data. The transmitter dwells a time \( \tau_d \) at each frequency. The echo spectrum is then integrated over corresponding intervals \( \tau_d' \), the start of each interval being delayed by the round-trip flight time in order to maintain synchronism with the transmitted sequence. Thus, one accumulates \( N \) raw spectra \( \tilde{f}_1', \tilde{f}_2', \ldots, \tilde{f}_N' \), where the tilde denotes a vector. If \( w_1, w_2', \ldots, w_N \) are weights for corresponding spectra, the background for \( \tilde{f}_j' \) is represented by

\[
\tilde{b}_j' = \frac{\sum_{i \neq j} w_i \tilde{f}_i}{\sum_{i \neq j} w_i}
\]  
(B4)
The background-free "signal spectra" in units of the mean noise power $P_N$ are $\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_N$, where

$$\hat{s}_j = (f_j - b_j) / b_j$$  \hfill (B5)

It is sometimes desirable to normalize the spectra to the rms fluctuations in the noise power. In practice, the total integration time $\tau$ is split equally over $N$ transmitter frequencies, so the rms noise in each $f_j$ is

$$\sigma_f = (B\tau/N)^{-1/2}$$  \hfill (B6)

where $B$ is the spectral resolution. The rms noise in each $b_j$ is

$$\sigma_b = (B\tau/N)^{-1/2} (N-1)^{-1/2}$$  \hfill (B7)

Since $\hat{s}_j = f_j - b_j$,

$$\frac{(\sigma_s)^2}{s} = \sigma_f^2 + \sigma_b^2 = \frac{N}{B\tau} + \frac{N}{B\tau (N-1)} = \frac{N^2}{B\tau (N-1)}$$

$$= \frac{N}{\sqrt{B \tau (N-1)}}$$  \hfill (B8)

for all $j$. The final step is to add the $N$, properly shifted $s_j$, resulting in a further $N^{-1/2}$ reduction in the rms noise. The final power spectrum, in units of the rms fluctuations in $P_N$, is
\[ s = \sum_{j=1}^{N} \frac{s_j}{\sigma_s} \]  

(B9)

where

\[ \sigma_s = \frac{\sigma_{\hat{s}}}{\sqrt{N}} = \left( \frac{N}{(N-1)BT} \right)^{1/2} \]  

(B10)

For a given \( BT \) product, the noise is proportional to \( \sqrt{N/(N-1)} \), which equals 1.414, 1.155, and 1.069, for \( N \) equal to 2, 4, and 8, respectively. In other words, one gains almost 1 dB in signal-to-noise ratio by switching over four frequencies instead of two, while the improvement from increasing \( N \) still further is less dramatic. These facts were first noted by Pettengill (private communication, 1977).
APPENDIX C. Error estimates for cross sections and polarization ratios

The "observable": radar cross section "x" (to avoid notational confusion later) is assumed here to be defined by the radar equation (Appendix A):

\[
x = (\text{cross section}) m^2 = (A \rho kT_s B) / (P_T G^2)
\]

where

\[
A = (4\pi)^3 R^4 \lambda^{-2}
\]

\[
\rho = \frac{P_R}{P_N} = \text{signal-to-noise ratio}
\]

\[
P_R = \text{received signal power}
\]

\[
P_N = kT_s B = \text{system noise power}
\]

\[
B = \text{analyzing bandwidth}
\]

For an integration time \( T \), the determination of \( P_R \) is degraded by the rms fluctuation \( P_N / \sqrt{B T} \) in system noise power. Expressed in units of radar cross section this "thermal error" is

\[
(\text{thermal error}) m^2 = \frac{1}{\sqrt{B T}} \frac{A kT_s B}{P_T G^2} = \frac{A kT_s B}{P_T G^2} \sqrt{\frac{B}{T}}
\]

so the fractional error due to thermal noise alone for any determination of radar cross section is

\[
(\text{fractional error}) = (\text{thermal error}) / (\text{cross section}) = (\rho \sqrt{B T})^{-1}
\]

Calibration of \( T_s / (P_T G^2) \) is accurate to no better than about 1 dB, so if the fractional error due to thermal noise
fluctuations is on the order of 25% or larger (e.g., the 1977 and 1978 Saturn's rings observations), it can be considered the major source of error. In this situation, a measurement \( x_i \) of cross section can be given a statistical weight

\[
w_i = \frac{\text{thermal error}}{2} = \frac{\sigma_i}{2} \tag{C4}\]

and the best estimate from statistical combination of \( N \) such measurements is

\[
\hat{x} = \frac{\sum w_i x_i}{\sum w_i} \tag{C5}
\]

with error

\[
\hat{\sigma} = \left( \sum w_i \right)^{-1/2} \tag{C6}
\]

where the summations are from 1 to \( N \).

When systematic uncertainties dominate, that is, when

\[
\left( \frac{\rho}{B_\tau} \right)^{-1} < 1 \quad \text{and} \quad \tau_i = \tau = \text{constant},
\]

the best estimate of cross section is simply the mean

\[
\hat{x} = \frac{\sum x_i}{N} \tag{C7}
\]

and the statistical error is equal to the estimated rms fluctuations about that mean:

\[
\hat{\sigma} = \sqrt{\frac{\sum (x_i - \hat{x})^2}{N-1}} \tag{C8}
\]
If I have measured cross sections \( \hat{\chi}_1 \pm \hat{\sigma}_1 \), \( \hat{\chi}_2 \pm \hat{\sigma}_2 \) in two polarizations using rapid polarization switching, estimation of the ratio \( \mu = \frac{\chi_1}{\chi_2} \) should be immune to the effects of systematic uncertainties so the maximum error in the estimate of \( \mu \) is (Bevington, 1969, p. 56)

\[
\sigma_{\mu} = \mu \sqrt{\left(\frac{\hat{\sigma}_1}{\hat{\chi}_1}\right)^2 + \left(\frac{\hat{\sigma}_2}{\hat{\chi}_2}\right)^2}
\]

However, the reported error in a single-polarization cross section is always assigned a minimum value equal to \( \hat{\chi}/4 \) to reflect estimated systematic uncertainties. Similarly, an estimate of total cross section \( \hat{\chi}_T = \hat{\chi}_1 + \hat{\chi}_2 \) is assigned an uncertainty equal to

\[
\sigma_T = \max\left\{\frac{\hat{\chi}_T}{4}, \sqrt{\hat{\sigma}_1^2 + \hat{\sigma}_2^2}\right\}
\]

The lower expression, which applies for large \( \rho \sqrt{\sigma_T} \), is simply the root-sum-square of the errors in the two single-polarization estimates (Bevington, p. 59); it assumes that the statistical fluctuations in \( \hat{\chi}_1 \) and \( \hat{\chi}_2 \) are uncorrelated.
APPENDIX D. Distribution of echo power in delay and Doppler for a sphere with a $\cos^n \theta$ scattering law *

Delay

The monostatic scattering law for a sphere can sometimes be represented by the form [see Appendix A, esp. Eqn. (G12)]

$$\sigma_0(\theta) = 2\alpha(n+1) \cos^n \theta$$

(D1)

where the geometric albedo $\alpha$ is defined in Appendix A, and $\theta$ is the angle of incidence of the radar line of sight to the normal of a given surface element. Figure 27a is a side view of the visible hemisphere of a spherical target with radius $a$ with the delay coordinate $\tau$ shown increasing from zero at the subradar point, in the direction away from the radar. The figure illustrates that $\theta(\tau) = \cos^{-1} \left(1-\frac{c\tau}{2a}\right)$ and that the area of a "range ring" resolved by a pulse of length $\Delta \tau$ is equal to $\pi ac\Delta \tau$, independent of $\tau$. (In the figure $c$ is the speed of light.)

As described in Appendix A, the radar cross section per unit delay interval is

$$\sigma(\tau) = \sigma_0(\tau) \cdot \text{area} = 2\alpha(n+1) \cos^n \left[\theta(\tau)\right] \cdot \pi ac$$

$$= 2\pi ac\alpha(n+1) \left(1-\frac{c\tau}{2a}\right)^n$$

(D2)

or, normalized to the sphere's cross-sectional (projected)

*Much of this appendix is due to Pettengill (private communication, 1976).
$$\cos \theta = \left( \frac{a - \frac{c \Delta \tau}{2}}{a} \right) = 1 - \frac{c \Delta \tau}{2a}$$

Area of cross-hatched "range ring" is

$$[2\pi \sin \theta][c \Delta \tau / (2 \sin \theta)] = \pi a c \Delta \tau$$
COORDINATE SYSTEM FOR
DERIVATION OF $\sigma (v)$

Fig. 27c
area, 

\[ \sigma(t) = \frac{2ca}{a} (n+1) (1 - \frac{cT}{2a})^n \]  

(D3)

**Doppler**

The Doppler shift of the echo from a surface element with line-of-sight velocity \( v_\parallel \ll c \) relative to the radar is simply \( v = 2v_\parallel f/c \), where \( f \) is the transmitted carrier frequency. It is convenient to measure Doppler shift relative to that of the subradar point. If the target's apparent rotational velocity is \( \Omega \) rad sec\(^{-1} \), the "center-to-limb" Doppler shift, i.e., the absolute value of the Doppler shift from a point on the apparent Doppler equator and at \( \theta = 90^\circ \), is given by \( v_0 = 2af\Omega/c \). The "limb-to-limb" Doppler shift is \( f_{LL} = 2v_0 \). As illustrated by Fig. 27b, any point in a Doppler strip a distance \( a \cdot \sin \theta \) from the plane containing both the target's apparent rotation axis and the radar will have a Doppler shift \( v = v_0 \sin \theta \).

Figure 27c shows the target as a unit sphere, with the \( z \)-coordinate unit vector pointing toward the radar, and the \( y \)-direction equal to the projection of the target's rotation onto a plane perpendicular to the line of sight.

From the above discussion, I have \( x = \frac{v}{v_0} \) and \( z = 1 - \frac{cT}{2a} = \cos \theta \) so

\[ y = \sqrt{1-x^2-z^2} = \sqrt{\sin^2 \theta - (v/v_0)^2} \]  

(D4)

The target surface area of an element defined by the delay-
Doppler interval $\Delta \tau \Delta \nu$ is $2(a\Delta x)(a\Delta z)/y$, where contributions at positive and negative values of $y$ have been included. The radar cross section of this element is thus

$$
\sigma(\tau, \nu)\Delta \nu \Delta \tau = \sigma_0(\theta) \cdot 2(a\Delta x)(a\Delta z)y^{-1}
$$

$$
= \sigma_0(\theta) \cdot 2(a\Delta x)/(\nu_0)\left(\frac{c\Delta \tau}{2}\right)[\sin^2 \theta - (\frac{\nu}{\nu_0})^2]^{-1/2}
$$

$$
= \sigma_0(\theta)\frac{c^2}{2\pi \nu_0}[\sin^2 \theta - (\frac{\nu}{\nu_0})^2]^{-1/2} \Delta \tau
$$

(D5)

Since $d\tau/d\theta = (2a \sin \theta)/c$,

$$
\sigma(\theta, \nu)d\theta = \sigma_0(\theta) \frac{ac}{\pi \Omega}[\sin^2 \theta - (\frac{\nu}{\nu_0})^2]^{-1/2} \sin \theta
$$

(D6)

The radar cross section per unit frequency interval for an entire Doppler strip is

$$
\sigma(\nu) = \int_{\theta_{\text{min}}}^{\pi/2} \sigma_0(\theta, \nu)d\theta
$$

(D7)

where $\cos^2 \theta_{\text{min}} = 1 - (\frac{\nu}{\nu_0})^2$. Substituting the scattering law,

$$
\sigma(\nu) = \frac{ac}{\pi \Omega} \cdot 2a(n+1) \int_{\pi/2}^{\theta_{\text{min}}} \cos^n \theta (\cos^2 \theta_{\text{min}} - \cos^2 \theta)^{-1/2} d(\cos \theta)
$$

(D8)

Letting $x = \cos \theta$ and $u = \cos \theta_{\text{min}}$, and using $\nu_0 = 2af\Omega/c$, 
\[
\sigma(v) = \frac{4a^2 \alpha(n+1)}{v_0} \int_0^u \frac{x^n \mathrm{d}x}{(u^2-x^2)^{1/2}}
\]

The CRC Handbook of Tables for Mathematics (Weast and Selby, 1975, p. 592) evaluates this definite integral. I find

\[
\sigma(v) = \frac{4a^2 \alpha(n+1)}{v_0} \frac{\sqrt{\pi}}{2} \frac{\Gamma\left(\frac{n+1}{2}\right)}{\Gamma\left(\frac{n+2}{2}\right)} u^n
\]  

The relation \( \Gamma(n+1) = n\Gamma(n) \) leads to \( \Gamma\left(\frac{n+1}{2}\right) = \Gamma\left(\frac{n+3}{2}\right)/(\frac{n+1}{2}) \) so

\[
\sigma(v) = \frac{4a^2 \alpha \sqrt{\pi}}{v_0} \frac{\Gamma\left(\frac{n+3}{2}\right)}{\Gamma\left(\frac{n+2}{2}\right)} \left[1-\left(\frac{v}{v_0}\right)^2\right]^{n/2}
\]

in agreement with Jurgens and Bender (1977) and Campbell et al. (1977). Figure 14 shows power spectra \( \sigma(v)/\sigma(0) \) with \( v_0 = 1 \), corresponding to six values of \( n \).
APPENDIX E. Least-squares parameter estimation

All my least-squares parameter estimations use the following well-known algorithm. Lower (or upper) case boldface denotes a vector (or matrix).

Assume that the data $\tilde{z}$ are a function of instantaneous parameters $\tilde{x}$ (related to $\tilde{z}$ through a known model "$H$") plus Gaussian random errors $\tilde{v}$. Let there be "$d$" data points and "$p$" parameters. I start with some a priori estimate of $\tilde{x}$ called $\tilde{x}$ and wish to determine the best (in a least squares sense) estimate $\hat{\tilde{x}}$. I define:

$A = \frac{\partial H}{\partial x} |_{\tilde{x}=\tilde{x}}$, the $d \times p$ sensitivity matrix

$R = <\tilde{v}\tilde{v}^{+}>$, the $d \times d$ noise covariance matrix. This is the expectation of the product of $\tilde{v}$ with itself, where $v_i$ is the Gaussian noise in the observation $z_i$. $R^{-1}$ is the "weighting matrix". The data are sometimes normalized so that $R = I$, where $I$ is the identity matrix.

$B = A^{+}R^{-1}A$, the $p \times p$ coefficient matrix
\(p = B^{-1}\)

the covariance matrix for estimation errors.

The diagonal is the variance \(\sigma^2\) in \(\hat{x}\).

\[r = z - \bar{z},\]

vector of pre-fit residuals

\[\tilde{r} = z - \hat{z},\]

vector of post-fit residuals

\[y = A^+R^{-1}r,\]

the "right-hand-side" p-vector

The best estimate of \(\hat{x}\) is \(\hat{x} = \bar{x} + P\bar{r}\), as can be seen from the simple case where \(R = I\), as follows. Given an a priori model \(\bar{z} = A\bar{x}\), so \(z = \bar{z} + r\), I wish to find \(\hat{x}\) such that the scalar

\[Q(\hat{x}) = \hat{x}^+P = (z-\hat{z})^+ (z-\hat{z}) = (z-A\hat{x})^+ (z-A\hat{x})\]

\[= \bar{z}^+\bar{z} + \hat{x}^+A^+A\hat{x} - 2\hat{x}^+A^+z\]

(E1)

is minimized. Setting \(\frac{dQ}{dx} = 0\),

\[A^+A\bar{x} = \bar{z}^+z = \bar{z}^+A^+\bar{r} = A^+A\bar{r} + A^{-1}\bar{r}\]

(E2)

\[\hat{x} = (A^+A)^{-1}(A^+A)\bar{x} + (A^+A)^{-1}A^+\bar{r} = \bar{x} + P\bar{r}\]

If the data weighting were not uniform, \(Q(\hat{x}) = \tilde{r}^R^{-1}\tilde{r}\) would have had to be minimized, giving the same result.

Partially to avoid numerical problems with matrix inversion subroutines, it is convenient to define the matrix \(\bar{B}\) such that \(\bar{B}_{ij} = B_{ij}/\sqrt{B_{ii}B_{jj}}\), then calculate \(\bar{P} = \bar{B}^{-1}\) and finally \(P\), where \(P_{ij} = \bar{P}_{ij}/\bar{B}_{ii}\bar{B}_{jj}\). The "masking factors"
\( M_i \) are given by \( \sqrt{P_{ii}} = M_i > 1 \) and are to be interpreted as a gauge of the "pressure" exerted by a particular parameter:

\[
M_i = \frac{\text{covariance of } x_i}{\text{covariance of } x_i \text{ with } x_i \text{ the only parameter}}
\]  

(E3)

Convergence is assumed when \( |\hat{x}_i - \bar{x}_i| < \sigma_i \) for each parameter. More than one iteration is generally necessary except when \( H(x) \) is linear.

It is customary to scale \( \sigma \) to unity goodness-of-fit, \( \chi \), where

\[
\chi^2 = \frac{\sum r_i^2/\sigma_i^2}{d-p-1},
\]

(E4)

in order to partially compensate for model-dependent errors.

A parameter can be constrained to its a priori value by introducing a new "pseudo-observable" equal to that parameter, and letting the noise covariance of this invented data point approach zero. In practice, one can simply add a huge number to the corresponding diagonal element of \( B \).
APPENDIX F. Models and partial derivatives

Galilean satellites

The echo power spectral density from a rigid, rotating spherical target, derived in Appendix D, can be written

\[
H(f) = AR \left( \frac{\Gamma \left( \frac{n+3}{2} \right)}{\Gamma \left( \frac{n+2}{2} \right)} \right) \left[ 1 - \left( \frac{\lambda P}{4\pi} \right)^2 R^{-2} (f-A)^2 \right]^{n/2}
\]  

(F1)

where

A is proportional to the geometric albedo of the target

R is the target radius. (For radius-constrained estimates, this is set equal to 1820, 1550, 2635, or 2500 km for Io, Europa, Ganymede, or Callisto, respectively; see text.)

\( \lambda \) is wavelength (0.126 m)

P is target sidereal rotation period (Allen, 1973)

f is Doppler frequency shift, Hz

\( \Delta \) is the Doppler shift of the subradar point

n is the exponent in the \( \cos^n \theta \) scattering law assumed in the model (Appendix H)

I wish to estimate A, R, \( \Delta \), n; partials of \( H(f) \) with respect to these parameters are

\[
\frac{\partial H(f)}{\partial A} = \frac{H(f)}{A} \quad \text{(F2)}
\]

\[
\frac{\partial H(f)}{\partial R} = H(f) \left\{ R^{-1} + nR^{-3} \left( \frac{\lambda P}{4\pi} \right)^2 (f-\Delta)^2 \right\} \left[ 1 - \left( \frac{\lambda P}{4\pi} \right)^2 R^{-2} (f-\Delta)^2 \right] \quad \text{(F3)}
\]

\[
\frac{\partial H(f)}{\partial \Delta} = H(f) n \left( \frac{\lambda P}{4\pi} \right)^2 R^{-2} (f-\Delta) \left[ 1 - \left( \frac{\lambda P}{4\pi} \right)^2 R^{-2} (f-\Delta)^2 \right] \quad \text{(F4)}
\]
The partial with respect to $n$ requires more effort because of the gamma functions. The following formulas can be found in any complete handbook of mathematical functions (e.g., Abramowitz and Stegun, 1964). The function $\psi$ is defined as

$$\psi(z) = \Gamma'(z)/\Gamma(z) \quad (F5)$$

where $z$ is real and positive. By using the asymptotic approximation

$$\psi(z) \approx \ln z - \frac{1}{2z} - \frac{1}{12z^2} + \frac{1}{120z^4} - \frac{1}{252z^6} + \ldots \quad (F6)$$

to calculate $\psi(z+n)$, where $n$ is large enough to give the desired precision, in conjunction with the recurrence formula

$$\psi(z) = \psi(z+n) - \sum_{i=1}^{n} \frac{1}{z-i+1} \quad (F7)$$

it is easy to calculate $\psi(z)$ for $z$ on the order of unity.

Since gamma functions are Fortran-callable,

$$\Gamma'(z) = \Gamma(z) \psi(z) \quad (F8)$$

Applying the chain rule

$$\frac{d}{dn} \left[ \frac{\Gamma(n+3)}{\Gamma(n+2)} \right] = \frac{\Gamma(n+2)}{\Gamma(n+2)} \frac{d}{dn} \Gamma(n+3) - \Gamma(n+2) \frac{d}{dn} \Gamma(n+3) \frac{d}{dn} \Gamma(n+2) \over \Gamma^2(n+2)$$
\[
\frac{\Gamma\left(\frac{n+2}{2}\right)\Gamma\left(\frac{n+3}{2}\right)}{\Gamma^2\left(\frac{n+2}{2}\right)} = \frac{\Gamma\left(\frac{n+3}{2}\right)}{\Gamma\left(\frac{n+2}{2}\right)} \left(\psi\left(\frac{n+3}{2}\right) - \psi\left(\frac{n+2}{2}\right)\right) \cdot \frac{1}{2} \tag{F9}
\]

Since \(\frac{d}{dn} a^{n/2} = \frac{1}{2} a^{n/2} \ln a\) and \(H(f)\) has the form

\[
H = AR \frac{\Gamma\left(\frac{n+3}{2}\right)}{\Gamma\left(\frac{n+2}{2}\right)} \left[\cdot\right]^{n/2} \tag{F10}
\]

it follows that

\[
\frac{\partial H}{\partial n} = AR \frac{\Gamma\left(\frac{n+3}{2}\right)}{\Gamma\left(\frac{n+2}{2}\right)} \left[\cdot\right]^{n/2} \left(\frac{1}{2} \ln \left[\cdot\right]\right)
\]

\[+\ AR \frac{\Gamma\left(\frac{n+3}{2}\right)}{\Gamma\left(\frac{n+2}{2}\right)} \left[\cdot\right]^{n/2} \left(\frac{1}{2}\right) \left[\psi\left(\frac{n+3}{2}\right) - \psi\left(\frac{n+2}{2}\right)\right] \tag{F11}\]

so

\[
\frac{\partial H(f)}{\partial n} = \frac{1}{2} H(f) \left\{\ln\left[1 - \left(\frac{\lambda}{4\pi}\right)^2 R^{-2} (f-\Delta)^2\right] + \psi\left(\frac{n+3}{2}\right) - \psi\left(\frac{n+2}{2}\right)\right\} \tag{F12}
\]
Saturn's rings

The Doppler frequency $\nu$ and time delay $\tau$ relative to the center of Saturn for a ring particle at radius $\rho$ (units of Saturn radii) and orbital phase $\phi$ are

$$\nu = \frac{2F \sin \phi \cos B \sqrt{GM \rho}}{c}$$  (F13)

$$\tau = \frac{2\rho R_h \cos \phi \cos B}{c}$$  (F14)

where

- $F$ is carrier frequency, $2.380 \times 10^9$ (mks units)
- $B$ is Saturnocentric declination of Earth
- $c$ is the velocity of light, $2.9979 \times 10^8$
- $G$ is the gravitational constant, $6.6732 \times 10^{-11}$
- $M_h$ is the mass of Saturn, $5.685 \times 10^{26}$
- $R_h$ is Saturn's equatorial radius, $59.779 \times 10^6$

Putting in the constants,

$$\nu = 400.0 \sin \phi \cos B/\rho \text{ kHz}$$  (F15)

and

$$\tau = 0.40 \rho \cos \phi \cos B \text{ sec.}$$  (F16)

The ring model used is numerical. Any given ringlet (e.g., B1) is broken into mini-rings with radial extent $< 0.01 R_h$, each such mini-ring consisting of about 2000 "particles" of constant geometric area, and uniformly distributed in orbital phase $\phi$ from $\phi = 0^\circ$ to $\phi = 180^\circ$. The delay and Doppler shift of each unshadowed particle is calculated, and that particle's
area is sorted into the appropriate bin in an array which is essentially an accumulator for the ringlet's delay-Doppler power distribution. (See Appendix L for the shadowing calculations.) In this manner, the quantized distribution of power in delay-Doppler space is determined for every ringlet. This distribution can, of course, be summed over delay to yield a Doppler distribution.

Let the entire distribution be the array \( P \) with elements \( P_{i,j,k} \). The indices \( i, j, k \) refer to ringlet, delay, and Doppler, and range from unity to \( l, m, n \), respectively. If the relative scattering efficiencies, or reflectivities, used to weight the ringlet's contributions to the echo are \( x_i \), the delay-Doppler model \( H \) has elements

\[
H_{j,k} = \sum_i x_i P_{i,j,k} \quad \text{(F17)}
\]

If I am estimating \( x_i \) for a frequency spectrum, I must use

\[
H_k = \sum_i x_i (\sum_j P_{i,j,k}) \quad \text{(F18)}
\]

and if I want a delay distribution, I must calculate

\[
H_j = \sum_i x_i (\sum_k P_{i,j,k}) \quad \text{(F19)}
\]

The partial derivatives for estimation of the \( x_i \) are simply

\[
\frac{\partial H_{j,k}}{\partial x_i} = P_{i,j,k} \quad \text{(F20)}
\]
and the partials giving the distribution's sensitivity to translation of the delay coordinate (needed to estimate the position of the center of Saturn) is

\[ \frac{\partial H_{j,k}}{\partial \tau} = \sum_i x_i (p_{i,j,k} - p_{i,j-1,k}). \]  

(F21)
APPENDIX G. Stokes-vector formalism and scattering matrices

The electric field vector $\mathbf{E}$ of a plane monochromatic electromagnetic wave traveling in direction $\hat{k}$, where $\hat{k} = \mathbf{\hat{k}} / |\mathbf{\hat{k}}|$ and $|\mathbf{\hat{k}}| = 2\pi / \lambda$, where $\lambda$ is wavelength, has the form

$$
\mathbf{E}(\mathbf{r}, t) = \text{Re} \{ E_0 e^{i(k \cdot \mathbf{r} - \omega t)} \}
$$

where the complex vector $E_0$ may be written

$$
E_0 = \mathbf{\hat{x}} E_{0\mathbf{\hat{x}}} + \mathbf{\hat{y}} E_{0\mathbf{\hat{y}}}
$$

where $E_{0\mathbf{\hat{x}}}$, $E_{0\mathbf{\hat{y}}}$ are complex variables:

$$
E_{0\mathbf{\hat{x}}} = E_0 e^{-j\delta_x}, \quad E_{0\mathbf{\hat{y}}} = E_0 e^{-j\delta_y}
$$

Here $E_0$ and $\delta$ are the amplitude and phase, respectively.

Letting $z = \mathbf{r} \cdot \mathbf{\hat{k}}$ and $\phi = \omega t$, the Cartesian components of $\mathbf{E}(\mathbf{r}, t)$ at $z = 0$ are given by

$$
\mathbf{E}(\mathbf{r}, t) = \mathbf{E}(\phi) = \mathbf{\hat{x}} E_x + \mathbf{\hat{y}} E_y + \mathbf{\hat{z}} E_z
$$

where

$$
E_x = E_{0\mathbf{\hat{x}}} \cos (\phi + \delta_x), \quad E_y = E_{0\mathbf{\hat{y}}} \cos (\phi + \delta_y), \quad E_z = 0.
$$

Eliminating $\phi$ gives (see Born and Wolf, 1975, p. 24, for algebra) the equation of an ellipse:

$$
\left( \frac{E_x}{E_{0\mathbf{\hat{x}}}} \right)^2 + \left( \frac{E_y}{E_{0\mathbf{\hat{y}}}} \right)^2 - \frac{E_x E_y}{E_{0\mathbf{\hat{x}}} E_{0\mathbf{\hat{y}}}} \cos \delta_{yx} = \sin^2 \delta_{yx}
$$
where $\delta_{yx} = \delta_y - \delta_x$. This ellipse, sketched in Fig. 28a, has an axial ratio $a/b$ and a tilt angle $\tau$. Kraus (1966, p. 113) gives useful relations between $\delta_{yx}$, $\tau$, $\varepsilon$, and $\gamma$, where $\cot \varepsilon = a/b$ and $\tan \gamma = E_{0y}/E_{0x}$.

The Stokes parameters for narrowband ($\Delta \omega/\omega \ll 1$) signals are:

$$s_1 = \langle E_{0x}^2 \rangle + \langle E_{0y}^2 \rangle$$

$$s_2 = \langle E_{0x}^2 \rangle - \langle E_{0y}^2 \rangle = s_1 \cos 2\varepsilon \cos 2\tau$$

$$s_3 = 2\langle E_{0x}E_{0y} \cos \delta_{yx} \rangle = s_1 \cos 2\varepsilon \sin 2\tau$$

$$s_4 = 2\langle E_{0x}E_{0y} \sin \delta_{yx} \rangle = s_1 \sin 2\varepsilon$$

The angle brackets imply a time average and will be implicit henceforth. The quantities $s_1$, $s_2$ are the sum and difference of autocorrelation functions, while $s_3$, $s_4$ are cross-correlation functions, of the signals from two cross-polarized antennas.

By thinking of $(E_x, jE_y)$ as Cartesian coordinates in the complex plane, one can construct $E(\phi)$ by superposing two counter-rotating phasors $E_R = E_0R e^{j\phi}$ and $E_L = E_0L e^{-j\phi + \delta'}$. Then (see Papas, 1975; or Jordan and Balmain, 1968)

$$E_x = \text{Re} (E_R + E_L) = E_0R \cos \phi + E_0L \cos (\phi + \delta')$$

$$E_y = \text{Im} (E_R + E_L) = E_0R \sin \phi - E_0L \sin (\phi + \delta')$$

Since the axial ratio $a/b = \cot \varepsilon = (E_{0L} + E_{0R})/(E_{0L} - E_{0R})$, as
Fig. 28. Polarization ellipses.
shown in Fig. 28b, the double-angle trigonometric identities give

\[
\cos 2\psi = \frac{2E_0L^2E_{0R}^2}{E_{0L}^2 + E_{0R}^2}
\]

\[
\sin 2\psi = \frac{2E_0L^2E_{0R}^2}{E_{0L}^2 + E_{0R}^2}
\]

Using these equations plus the fact that \(\delta' = 2\tau\), the Stokes parameters become

\[
s_1 = E_{0L}^2 + E_{0R}^2
\]

\[
s_2 = 2E_0L^2E_{0R}^2 \cos \delta'
\]

\[
s_3 = 2E_0L^2E_{0R}^2 \sin \delta'
\]

\[
s_4 = E_{0L}^2 - E_{0R}^2
\]

One may also write the Stokes parameters in terms of the complex amplitudes \(E_{0x}\) and \(E_{0y}\) defined above, as

\[
s_1 = |E_{0x}|^2 + |E_{0y}|^2
\]

\[
s_2 = |E_{0x}|^2 - |E_{0y}|^2
\]

\[
s_3 = E_{0x}E_{0y}^* + E_{0x}^*E_{0y}
\]

\[
s_4 = E_{0x}E_{0y}^* - E_{0x}^*E_{0y}
\]
The Stokes parameters are discussed in considerable detail by Chandrasekhar, 1950; Green, 1968; Kraus, 1966; and Papas, 1965. They have the following physical interpretations, obvious from the above representations: \( s_1 \) equals the total power; \( s_2 \) measures the excess of horizontal linearly polarized power over the vertical component; \( s_3 \) has the same definition as \( s_2 \) but with both linearly polarized directions rotated 45° about \( \mathbf{k} \); and \( s_4 \) gives the excess of left-handed circularly polarized power (IAU definition) over the right circular polarized component. The degree of polarization of the wave is given by \( (s_2^2 + s_3^2 + s_4^2)^{1/2}/s_1 \). In practical applications, it is convenient to normalize \( s_1 \) by dividing by \( s_1 \).

By treating \( (s_1, s_2, s_3, s_4) \) as a column vector \( \mathbf{s} \) and by incorporating the Fresnel amplitude reflection coefficients \( r_\perp \) and \( r_\parallel \) into a 4x4 matrix \( R \) (Collett, 1968), reflection from a plane interface between two dielectric materials with refractive indices \( n_2 > n_1 \) can be represented by the equation: 

\[
\mathbf{s}_r = R \mathbf{s}_i,
\]

where \( \mathbf{s}_i \) and \( \mathbf{s}_r \) are incident and reflected Stokes vectors, respectively. The incident (no second subscript) and reflected (second subscript "r") fields perpendicular and parallel to the plane of incidence are related as

\[
E_{\perp r} = r_\perp E_{\perp i} e^{-j\delta_\perp},
\]

\[
E_{\parallel r} = r_\parallel E_{\parallel i} e^{-j\delta_\parallel},
\]

\[
E_{4} = -j(E_{0x} E_{0y}^* - E_{0x}^* E_{0y})
\]
where $E_1 = E_{0x}$ and $E_\parallel = E_{0y}$ in the above notation.

The incident Stokes vector $s_i$ and the reflected Stokes vector $s_r$ have the following components:

**Incident**

\[ s_{i1} = E_1 E_1^* + E_\parallel E_\parallel^* = E_1^2 + E_\parallel^2 \]

\[ s_{i2} = E_1 E_1^* - E_\parallel E_\parallel^* = E_1^2 - E_\parallel^2 \] \tag{G12}

\[ s_{i3} = E_1 E_\parallel^* + E_\parallel E_1^* = 2E_\parallel E_\parallel \cos \delta \]

\[ s_{i4} = -j(E_1 E_1^* - E_\parallel E_\parallel^*) = -2E_\parallel E_\parallel \sin \delta \]

**Reflected**

\[ s_1 = E_1 E_\parallel^* + E_\parallel E_\parallel^* = r_1^2 E_1^2 + r_\parallel^2 E_\parallel^2 \]

\[ s_2 = E_1 E_1^* - E_\parallel E_\parallel^* = r_1^2 E_1^2 - r_\parallel^2 E_\parallel^2 \]

\[ s_3 = E_1 E_\parallel^* + E_\parallel E_1^* = r_1 r_\parallel E_\parallel E_\parallel^* \left( e^{j(\delta - \delta_\parallel)} + e^{j(\delta_\parallel - \delta_\parallel)} \right) \] \tag{G13}

\[ = 2r_1 r_\parallel E_\parallel E_\parallel^* \cos \delta \]

\[ s_4 = -j(E_1 E_\parallel^* - E_\parallel E_1^*) = -jr_1 r_\parallel E_\parallel E_\parallel^* \left( e^{-j\delta} + e^{j\delta} \right) \]

\[ = -2r_1 r_\parallel E_\parallel E_\parallel^* \sin \delta \]

where $\delta = \delta_\parallel - \delta_\parallel$. Thus one can write $s_r = R s_i$ with
\[ R(\theta) = \frac{1}{2} \begin{bmatrix} (r_{11}^2 + r_{\parallel}^2) & (r_{11}^2 - r_{\parallel}^2) & 0 & 0 \\ (r_{11}^2 - r_{\parallel}^2) & (r_{11}^2 + r_{\parallel}^2) & 0 & 0 \\ 0 & 0 & 2r_{\parallel}r_{11} & 0 \\ 0 & 0 & 0 & 2r_{\parallel}r_{11} \end{bmatrix} \] (G14)

where

\[ r_{11} = \frac{(\cos \theta - n \cos t)}{(\cos \theta + n \cos t)} \] (G15)

\[ r_{\parallel} = \frac{(n \cos \theta - \cos t)}{(n \cos \theta + \cos t)} \]

and the angles \( \theta \) (of incidence and reflection) and \( t \) (of transmission) are related by Snell's Law: \( n \sin t = \sin \theta \), where \( n = n_2/n_1 \) and reflection occurs in the medium with index \( n_1 \).

When \( \theta \neq 0 \), calculations are faster if these equations are rewritten as

\[ r_{11} = -\frac{\sin (\theta - t)}{\sin (\theta + t)} \] (G16)

\[ r_{\parallel} = \frac{\tan (\theta - t)}{\tan (\theta + t)} \]

At the Brewster angle \( \theta_B \) one has \( \theta_B + t = \pi/2 \) so \( r_{\parallel} = 0 \) and \( r_{11}^2 = \sin^2(\theta_B - t) \). Since \( \cos t = \cos (\pi/2 - \theta_B) = \sin \theta_B \) and \( \sin t = \cos \theta_B \),

\[ r_{11} = (\sin \theta_B \cos t - \cos \theta_B \sin t)^2 = (\sin^2 \theta_B - \cos^2 \theta_B)^2 \]

\[ = \cos^2 2\theta_B \] (G17)

so

\[ R(\theta_B) = \frac{1}{2} \cos^2 2\theta_B \begin{bmatrix} 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \] (G18)
Two successive reflections which, together, yield a double-bounce backscattering event, share the same plane of incidence. Thus the net target matrix describing this scattering is simply the product of the reflection matrices for the individual reflections at angles $\theta_1$ and $\theta_2$ ($\theta_2 = 90^\circ - \theta_1$; see Fig. 29):

$$\hat{T}(\phi=0^\circ) = R(\theta_2) R(\theta_1)$$  \hspace{1cm} (G19)

where $\phi$ is the azimuth (arbitrarily set equal to zero for the moment) of the plane of incidence relative to some fixed coordinate system. The net scattering effect of any mixture of planes, dipoles, or arbitrary scatterers can be described completely by a suitable target matrix $\hat{T}$.

Normally we are interested only in the strength and polarization properties of a wave backscattered from an ensemble of many statistically identical configurations, randomly distributed over all azimuths $\phi$. It is easy to show (App. I) that averaging over all orientations is equivalent to replacing the matrix $\hat{T}$, for a scattering configuration at a particular azimuth, with the diagonal matrix $\hat{T}$, where

$$\hat{T} = \begin{bmatrix} \hat{T}_{11} & 0 & \frac{1}{2}(\hat{T}_{22} - \hat{T}_{33}) \\ \frac{1}{2}(\hat{T}_{22} - \hat{T}_{33}) & 0 & \frac{1}{2}(\hat{T}_{33} - \hat{T}_{22}) \\ \frac{1}{2}(\hat{T}_{33} - \hat{T}_{22}) & \frac{1}{2}(\hat{T}_{22} - \hat{T}_{33}) & \hat{T}_{44} \end{bmatrix}$$  \hspace{1cm} (G20)
Fig. 29. Coordinate systems used to determine the polarization of the transmitted \((\tilde{i}_T, \tilde{j}_T, \tilde{k}_T)\) and received \((\tilde{i}_T, \tilde{j}_T, \tilde{k}_T)\) radio waves backscattered in two successive reflections from plane facets. The plane of incidence lies in the paper. The unlabeled coordinate system \((i, j, k)\) is used to describe the wave between reflections.
The difference in the elements $T_{22}$ and $T_{33}$ between this result and that given by Hagfors (1967) arises from my definition of incident and reflected coordinate systems, as discussed in Appendix I.

The polarization ratios for backscattering from a target with (diagonal) reflection matrix $T$ follow immediately from the definitions of $\mu_C$, $\mu_L$, and the Stokes parameters:

\[
\mu_C = \frac{s_1 + s_4}{s_1 - s_4} = \frac{T_{11} + T_{44}}{T_{11} - T_{44}}
\]

and

\[
\mu_L = \frac{s_1 - s_2}{s_1 + s_2} = \frac{T_{11} - T_{22}}{T_{11} + T_{22}}
\] (G21)

For example, the matrix for a single reflection at normal incidence from a lossless dielectric with refractive index $n$ is

\[
R(0^\circ) = \left(\begin{array}{ccc}
\frac{(n-1)^2}{n+1} & 1 & 0 \\
1 & 0 & -1 \\
0 & -1 & 1
\end{array}\right)
\] (G22)

from Eq. (G14) with $r_\perp = \frac{n-1}{n+1}$ and $r_\parallel = \frac{n-1}{n+1}$. Thus, $\mu_C = 0$ for this case and $s_\perp$ is completely circularly polarized with rotational sense (sign of $s_4$) opposite to that of $s_\parallel$. The ratio $\mu_C$ is also zero for simple backscattering from Rayleigh particles (Chandrasekhar, 1950, p. 37) or from any perfectly symmetrical object (Beckmann, 1968, p. 190).
APPENDIX H. The whole-target scattering matrix

The calculation of the whole-target scattering matrix proceeds as follows: First I follow the paths of rays incident at any point \((\theta_1, \phi_1)\) on the crater interior (Fig. 30). The symmetry allows me to analyze the scattering resulting from the illumination of points at \(0 < \theta_1 < 90^\circ\) but lying at a fixed azimuth \((\phi_1 = 0)\), and then simply to average the results over all azimuths. Finally, since the limit \(\varepsilon_c\) to the angular deviation of facets from the direction of the local spherical radius is assumed to be small, the ranges of angles \(\theta_1\) giving either single- or double-bounce echoes are easily derived and the two types of contributions to the scattering can be calculated separately. The scattering matrix which describes the effects of these processes for a diametral section of the crater corresponding to \(\phi_1 = 0\) is defined as \(\hat{A}\). Suppressing, for clarity, the explicit dependence of \(\hat{A}\) on most independent variables, I may write that part which arises from double-bounce backscatter, assuming illumination only of a facet at \((\theta_1, 0)\), as

\[
\hat{A}(\theta_1) = \int_\varepsilon \int d\gamma_1 d\beta_1 P(\varepsilon(\gamma_1, \beta_1)) \\
\left\{ \int_{\text{illum}} d\theta_2 d\phi_2 \int_\varepsilon d\gamma_2 d\beta_2 P(\varepsilon(\gamma_2, \beta_2)) R_2 G_2 \right\} R_1 G_1 F^2 \cos \theta_1
\]

where the angular deviation \(\varepsilon\) of a facet normal from the direction of the crater center is given by \(\varepsilon(\gamma, \beta) = \),

\(\Delta\)
Fig. 30. Coordinate system used in calculation of the scattering matrix for a hemispherical crater. For the values of $\epsilon_C$ and $F_\lambda$ considered, single-reflection echoes occur within a few degrees of $\theta = 0^\circ$, while double-reflection echoes originate along an annulus near $\theta = 45^\circ$. 
\[
\cos^{-1}(\cos \gamma \cos \beta) \quad \text{and} \quad \gamma \quad \text{and} \quad \beta \quad \text{are (small) angles in orthogonal planes specifying the precise orientation of the deviation.}
\]

\( R_1 \) and \( R_2 \) are scattering matrices (Appendix G) for the two reflections, and \( G \) is the directivity of a facet as defined below.

The outermost double integral in Eq. (H1) accounts for all orientations of a facet which is located in the crater at \((\theta_1, 0)\); the direction of the ray reflected from this facet is calculated by simple analytical geometry for each orientation. The area on the opposite side of the crater which is illuminated by the directivity pattern associated with this first reflection is then determined. The calculation uses an approximation to the true diffraction pattern from a finite plane sheet (Beckmann, 1968, p. 67) in which the directivity (or gain) \( G_1 \) is taken to be constant at a maximum value within a rectangular solid angle (and zero elsewhere) such that the surface integral of the approximation is equal to that over the main lobe of the actual function. The second double integral treats all points \((\theta_2, \phi_2)\) so illuminated. For each of these points, all possible orientations of the second facet must also be considered, giving the innermost double integral in Eq. (H1). Again, a directivity \( G_2 \) is assumed for the second facet; and the contribution back toward the radar is determined. The reflection matrices \( R_1 \) and \( R_2 \) are calculated for the first and second facets and are appropriately normalized to yield the reflected power per steradian for unit flux.
incident on the crater. The corresponding values of echo power for specific radar cross section are, by definition, larger by a factor of $4\pi$, (Green, 1968). The factor $(F^2\cos\theta_1)$ weights $\hat{A}$ by the capture area of the first facet. The calculation of that part of $\hat{A}$ which corresponds to single-reflection backscatter may be obtained by removing the bracketed integrals from Eq. (H1). Since we are interested in the value of $\hat{A}$ averaged over all azimuths $\phi$, I replace it by $\hat{A}$ as described in Appendix G.

There remains the calculation of the scattering matrix $B$ appropriate to a hemispherical crater located at an angle $\theta$ from the subradar point. The number of facets $N$ located at $\theta$ inside the crater is approximately equal to $2\pi R \sin \theta_1 / F$. If $\delta(I, \theta_1)$ represents the reduction in $N$ due to shadowing by the crater lip (Appendix J), the reflected power per unit solid angle per unit incident flux from a crater inclined at angle $\theta$ is the first element $B_{11}$ of the scattering matrix

$$B(I) = \int_{0}^{\pi/2} (2\pi R \sin \theta_1/ F) \delta(I, \theta_1) \hat{A}(\theta_1) \, d\theta_1$$

which may be modified to give

$$S(I) = 4B(I) \cos I / R^2$$

where the first element $S_{11}$ becomes the specific radar cross section $\sigma_o(I)$. Finally, the total target scattering matrix
C, normalized so that its first element is equal to the geometric albedo \( \alpha \), is calculated from

\[
C = \frac{1}{2} \int_{0}^{\pi/2} S(I) \sin I \, dI \tag{H4}
\]

The polarization ratios follow immediately from Eqs. (G21).

I have calculated \( C(n, F, R, \varepsilon) \) for selected values of each of the variables. The integrals in the above equations were evaluated numerically; although errors introduced by quantization are non-negligible, I feel that the accuracy of the curves shown in Fig. 11 is adequate when compared to the uncertainties in the observed data.
APPENDIX I. Rotational transformation of scattering matrices

Rotation of a coordinate system through an angle \( \psi \) causes components of a 2-D vector \( \vec{E} \) to transform according to

\[
\begin{align*}
E_{x \psi} &= E_x \cos \psi + E_y \sin \psi, \\
E_{y \psi} &= -E_x \sin \psi + E_y \cos \psi
\end{align*}
\]

or, abbreviating the trigonometric functions,

\[
\begin{pmatrix} E_{x \psi} \\ E_{y \psi} \end{pmatrix} = \begin{pmatrix} C & S \\ -S & C \end{pmatrix} \begin{pmatrix} E_x \\ E_y \end{pmatrix}
\]

The Stokes parameters (defined in App. G) transform as:

\[
s_1\psi = |E_{x \psi}|^2 + |E_{y \psi}|^2 = |CE_x + SE_y|^2 + |-SE_x + CE_y|^2
\]

\[
= |E_x|^2(C^2 + S^2) + |E_y|^2(S^2 + C^2) + SC(E_x E_y^* + E_y E_x^* - E_x E_y^* - E_y E_x^*)
\]

\[
= |E_x|^2 + |E_y|^2 = s_1 
\tag{11}
\]

\[
s_2\psi = |E_{x \psi}|^2 - |E_{y \psi}|^2
\]

\[
= (CE_x + SE_y)(CE_x^* + SE_y^*) - (-SE_x + CE_y)(-SE_x + CE_y)
\]

\[
= C^2|E_x|^2 + S^2|E_y|^2 + 2SC(E_x E_y^* + E_y E_x^*) - S^2|E_x|^2 - C^2|E_y|^2
\]

\[
= s_2 \cos 2\psi + s_3 \sin 2\psi 
\tag{12}
\]
\[ s_3\psi = E_x^* \psi E^*_y \psi + E_x \psi E^*_y \psi \]

\[ = (C_{E_x} + S_{E_y}) (-S_{E_x} + C_{E_y}) + (C_{E_x}^* + S_{E_y}^*) (-S_{E_x}^* + C_{E_y}^*) \]

\[ = -SC( |E_x|^2 - |E_y|^2 ) - S^2 E_x^* E_y + C^2 E_x E_y^* \]

\[ -SC( |E_x|^2 - |E_y|^2 ) - S^2 E_x E_y^* + C^2 E_x^* E_y \]

\[ = s_3 \cos 2\psi - s_2 \sin 2\psi \quad (I3) \]

\[ s_4\psi = -j(E_x^* \psi E^*_y \psi - E_x \psi E^*_y \psi) \]

\[ = -j[(C_{E_x} + S_{E_y})(-S_{E_x} + C_{E_y}) - (C_{E_x}^* + S_{E_y}^*) (-S_{E_x}^* + C_{E_y}^*)] \]

\[ = -j[-SC |E_x|^2 + CS |E_y|^2 - S^2 E_x^* E_y + C^2 E_x E_y^* \]

\[ + CS |E_x|^2 - CS |E_y|^2 + S^2 E_x E_y^* - C^2 E_x^* E_y] \]

\[ = -j(E_x^* E_y - E_x E_y^*) = s_4 \quad (I4) \]

Thus \( s_4 = V(\psi)s, \) where

\[
V(\psi) = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos 2\psi & \sin 2\psi & 0 \\
0 & -\sin 2\psi & \cos 2\psi & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\quad (I5)\]
The unit value for $V_\parallel (\psi)$ is consistent with conservation of energy: The total intensity ($s_\parallel$) of a wave cannot depend on $\psi$. Similarly, the relative contributions of right- and left-circularly polarized components are independent of rotational orientation of the coordinate system, so $V_{44}(\psi)$ must equal unity.

Given a scattering interaction described by $s_r = T_0 s_i$, I would like to determine the effect of coordinate system rotation on the Mueller matrix $T_0$. That is, in a coordinate system rotated through angle $\psi$ I wish to write $s_r = T_\psi s_i$ where $T_\psi$ is a function of $T_0$. This entails a straightforward similarity transformation (Arfken, 1970, p. 182)

$$V_{\psi} s_r = V_{\psi} T_0 s_i = V_{\psi} T_0 V^{-1}_\psi V_{\psi} s_i$$

or

$$s_r = (V_{\psi} T_0 V^{-1}_\psi) s_i = T_\psi s_i$$

where

$$V^{-1}_\psi \equiv V_{-\psi}.$$ 

Now, derivation of the scattering matrix has assumed that the Stokes vector is measured using a coordinate system fixed in the measuring instrument, which "sees" the polarization ellipse by looking into the source, i.e., along the $\hat{z}$ direction. Hence, I wish to keep $s_i$ constant, rotate my instrument coordinate system through $\psi$ relative to the scatterer (i.e., rotate $T_0$ through $-\psi$), then perform my experiment and be able to describe it as $s_r = T_\psi s_i$, where the form of $T_\psi$ has
yet to be found. Suppose I am settled in my new orientation, having rotated through $\psi$ relative to the target, which may be a polarizing lens, say. Then I can simulate my desired experiment mathematically by (a) rotating $s_i$ through $-\psi$ so it is described in the same coordinate system as $T_o$:

$$s_i \rightarrow V^{-1}s_i$$  \hspace{1cm} (I7)

then (b) operating on this Stokes parameter with $T_o$, and finally (c) rotating the coordinate system through $\psi$, back to that of my instrument:

$$s_r \rightarrow V^{-1}V^{-1}s_i$$  \hspace{1cm} (I8)

However, implicit in derivation of the Fresnel coefficients (see, for example, Jackson, 1962, p. 216) is a change in direction of wave propagation during reflection. I have maintained the conventions that the $\hat{x}, \hat{y}$ directions are $l, \parallel$ to the plane of incidence, that $s$ is always measured looking in the $\hat{z}$ direction, and that the unit vector $\hat{y}$ always points away from the reflecting surface such that $\hat{y} \cdot \hat{n} > 0$, where $\hat{n}$ is the surface outward unit normal. Thus, for backscattering involving one or more reflections, all of which take place in a single plane, as illustrated in Fig. 29 [which substitutes $(\hat{f}, \hat{j}, \hat{k})$ for $(\hat{x}, \hat{y}, \hat{z})$], the directions of $\hat{y}$ and $\hat{z}$ in the separate coordinate systems describing $s_i$ and $s_r$ are opposed while $\hat{x}$ remains the same.

The effect of this "coordinate system flip" on Eqn. (I8)
is that the final step must be a rotation through $-\psi$ instead of through $\psi$, so

$$ s_r = V^{-1}T_\omega V^{-1}s_i $$

(19)

Therefore, in a backscattering situation with $s_r$, $s_i$ and $T_\omega$ as given, the effect of rotating a target through $\psi$ relative to the transmitting coordinate system is to replace $T_\omega$ with

$$ T_\psi = V^{-1}T_\omega V^{-1} $$

(110)

Consider the following example. Let $T_\omega$ describe a simple normal reflection from a perfect plane mirror:

$$ T_\omega = \begin{pmatrix} 1 & 1 & 0 \\ 0 & -1 & -1 \\ 0 & 0 & 1 \end{pmatrix} $$

(111)

Then, letting $C = \cos 2\psi$ and $S = \sin 2\psi$,

$$ T_\psi = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & C & -S & 0 \\ 0 & S & C & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & -1 & 0 \\ 0 & S & C & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & C & -S & 0 \\ 0 & S & C & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} $$

$$ = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & C & S & 0 \\ 0 & -C & 0 & 1 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & C & -S & 0 \\ 0 & S & C & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & -1 \\ 0 & 0 & -1 \end{pmatrix} $$

(112)

or $T_\psi = T_\omega$, as it must be, since the mirror is azimuthally symmetric. If one applied expression (18), one would find that
contradicting the required invariance of rotation in influencing the effect of a perfect reflecting mirror on the polarization of a backscattered wave.

To average over all azimuthal orientations of a target, I must calculate

\[ <T> = \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} d\psi \ T(\psi) \quad (\text{I}14) \]

Assuming that \( T_0 \) has the form

\[ T_0 \equiv T(0) = \begin{bmatrix} T_{11} & T_{12} & 0 & 0 \\ T_{21} & T_{22} & 0 & 0 \\ 0 & 0 & T_{33} & 0 \\ 0 & 0 & 0 & T_{44} \end{bmatrix} \quad (\text{I}15) \]

I calculate

\[ T_\psi = \begin{bmatrix} T_{11} & CT_{12} & -ST_{12} & 0 \\ CT_{21} & (C^2T_{22} - S^2T_{33}) & CS(T_{22} - T_{33}) & 0 \\ ST_{21} & CS(T_{22} + T_{33}) & C^2T_{33} - S^2T_{22} & 0 \\ 0 & 0 & 0 & T_{44} \end{bmatrix} \quad (\text{I}16) \]

Since the above definite integral of \( \sin 2\psi \), \( \cos 2\psi \), or
\[ \sin 2\psi \cos 2\psi \] is zero, while that of \( \sin^2 2\psi \) or \( \cos^2 2\psi \) is 1/2,

\[
\begin{bmatrix}
T_{11} & \frac{1}{2}(T_{22}-T_{33}) & 0 \\
\frac{1}{2}(T_{33}-T_{22}) & T_{33} & 0 \\
0 & 0 & T_{44}
\end{bmatrix}
\]

This is identical to Eqn. (G20), written in slightly different notation.
APPENDIX J. Calculation of the reduction factor $\delta$ for the icy crater model

The calculation of the whole-target scattering matrix for backscattering from smooth-faceted, nearly hemispherical craters is detailed in Appendix H. As described there, one sees single reflections from facets oriented such that the angle of incidence $\theta_1$ (between the incident ray and the facet normal) is close to zero, and double reflections from a pair of facets oriented so the ray path defines two successive angles of incidence $\theta_1 \approx \theta_2 \approx 45^\circ$. Here, $\theta_1$ is the angle of incidence to the "first-reflection" facet.

For a given angle $I$ (between the line of sight and the normal to the plane containing the crater rim), the crater will contain a number $N$ (Appendix H) of first-reflection facets located in an annulus which is an angle $\theta_1$ up the crater wall from the projection $C$ of the crater center of curvature upon the crater surface. Figure 31 shows the pertinent geometry for $\theta_1 = 45^\circ$, $I = 30^\circ$. The crater is not a complete hemisphere, having been "trimmed" by an angle $\tau$, equal to $20^\circ$ in the figure. Two orthogonal views are drawn, the upper projection being along the radar line of sight.

It is clear from the figure that there are many combinations of $\theta_1$, $I$, and $\tau$ for which $N$ will be degraded by "blockage" of part of the reflection annulus by the near rim, or by "vignetting" of the annulus by the far rim.
Fig. 31. Geometry for derivation of the reduction factor $\delta$. 
The figure shows one possible vignetting situation. Note that $N$ for single-reflection backscatter is reduced by a factor $(90^\circ + \lambda)/180^\circ = \frac{1}{2} + \lambda/180^\circ$, where the angle $\lambda$ is designated in the figure. For double-reflection backscatter, this factor would be $\lambda/90^\circ$. I shall call this reduction factor $\delta_1$ or $\delta_2$ to distinguish single- and double-reflection situations. The following procedure for determining $\delta_1$, $\delta_2$ is in the context of the practical ranges of acceptable values of $I$ and $\tau$ for the pertinent calculations: $0^\circ \leq I \leq 90^\circ$ and $0^\circ \leq \tau \leq 45^\circ$.

It can be deduced from the figure that blockage occurs when $\cos(I - \tau) \leq \sin \theta_1$, while vignetting occurs when $\cos(I + \tau) \leq \sin \theta_1$. Hence $\theta_2$ can be thought of as arising from vignetting alone.

If $I < (90^\circ - \tau)$, $C$ is inside the crater. If additionally, $\theta_1 < (90^\circ - \tau) - I$, the annulus will not intercept the rim. In this case, the entire annulus is visible and inside the crater, so $\delta_1 = \delta_2 = 1$. Of course, if $\theta_1 > (90^\circ - \tau)$, such as can occur for double reflections as $\tau + 45^\circ$, the annulus encircles the crater rim and $\delta_2 = 0$.

If $I > (90^\circ - \tau)$, $C$ is outside the crater. If additionally, $\theta_1 < I - (90^\circ - \tau)$, the annulus will not intercept the rim. In this case, $\delta_1 = \delta_2 = 0$.

For those cases when the annulus does intercept the rim, the angle $\lambda$ can be evaluated (Fig. 31):

$$\lambda = \sin^{-1}\left(\frac{y}{\sin \theta_1}\right)$$ (J1)
where
\[ y = \frac{\cos \theta_1 - \sin \tau \cos \Theta}{\cos \Theta} \tan \Theta. \] (J2)

In such situations \( \delta_1 \) and \( \delta_2 \) must be calculated separately:

\[ \delta_1 = \frac{1}{2} + \frac{\lambda}{180^\circ} \] (J3)

\[ \delta_2 = \begin{cases} \frac{\lambda}{90^\circ}, & \lambda > 0^\circ \\ 0, & \lambda \leq 0^\circ \end{cases} \] (J4)
APPENDIX K. Saturn ringlet dimensions and areas

Saturn's rings may be divided into ringlets, with the following boundaries, given in units of the equatorial radius $R_h$ of Saturn, where $R_h$ has been assumed equal to $5.978 \times 10^7$ m [Table I of Pollack (1975)]. Also listed are ringlet visible geometric areas for the opening angle $|B| = 21.4^\circ$.

-------------------------------------------------------------------
<table>
<thead>
<tr>
<th>TABLE XV. Saturn ringlet boundaries.</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ringlet</td>
<td>Boundaries ($R_h$)</td>
</tr>
<tr>
<td>D</td>
<td>1.010 - 1.220</td>
</tr>
<tr>
<td>C</td>
<td>1.280 - 1.530</td>
</tr>
<tr>
<td>B B3</td>
<td>1.530 - 1.625</td>
</tr>
<tr>
<td>B B2</td>
<td>1.625 - 1.755</td>
</tr>
<tr>
<td></td>
<td>1.755 - 1.950</td>
</tr>
<tr>
<td>A A2</td>
<td>2.030 - 2.165</td>
</tr>
<tr>
<td></td>
<td>2.165 - 2.290</td>
</tr>
</tbody>
</table>
-------------------------------------------------------------------

The outer boundaries of the B and A rings are from Table I of Cuzzi and Pollack (1978), which is based on figures given by Cook et al. (1973). My subdivision of these rings is similar to that given by Cook et al. (1973), the small differences being due, in part, to the quantization of my numerical model. My C ring extends from the B-ring inner edge to $1.28 R_h$ [Table XXII of Newburn and Gulkis (1973)]. My D-ring boundaries are $0.01 R_h$ larger than those given in the Newburn and Gulkis (1973) table.
Table XVI lists areas and maximum relative Doppler shift $v_{\text{max}}$ due to particles orbiting at the inner edge of the B ring for a 2380 MHz transmission. There are entries for the opening angles $|B|$ corresponding to the five S-band radar studies of the rings to date, as well as for $|B| = 5.6^\circ$, which will occur during the observations planned for February 1979. The calculations use the numerical model described in Appendix F, with ellipticity $E = 0.098$ (Allen, 1973).
TABLE XVI. Saturn's rings visible areas for all S-band radar observations to date.

| Date     | Experimenters             | $|B|$ | $v_{\text{max}}$ | Ring | Geom. area $(10^{15} \text{ m}^2)$ | Proj. area $(10^{15} \text{ m}^2)$ |
|----------|---------------------------|-----|------------------|------|------------------------------------|-----------------------------------|
| Jan 1973 | Goldstein and Morris (1973) | 26.4 | 290              | B    | 14.50                              | 6.448                             |
|          |                           |     |                  | A    | 12.53                              | 5.572                             |
|          |                           |     |                  | B+A  | 27.03                              | 12.020                            |
| Jan 1975 | Goldstein et al. (1977)    | 24.4 | 294              | B    | 14.24                              | 5.885                             |
|          |                           |     |                  | A    | 12.12                              | 5.007                             |
|          |                           |     |                  | B+A  | 26.36                              | 10.892                            |
| Jan 1976 | Pettengill et al. (1979)   | 21.4 | 301              | B    | 13.95                              | 5.090                             |
|          |                           |     |                  | A    | 11.55                              | 4.214                             |
|          |                           |     |                  | B+A  | 25.50                              | 9.304                             |
| April 1977 | Ostro et al. (1979)  | 18.2 | 307              | B    | 13.72                              | 4.282                             |
|          |                           |     |                  | A    | 11.24                              | 3.509                             |
|          |                           |     |                  | B+A  | 24.96                              | 7.791                             |
| Feb 1978 | Ostro et al. (1979)        | 11.7 | 317              | B    | 13.40                              | 2.718                             |
|          |                           |     |                  | A    | 10.88                              | 2.207                             |
|          |                           |     |                  | B+A  | 24.28                              | 4.925                             |
| Feb 1979 |                           | 5.6  | 322              | B    | 13.25                              | 1.293                             |
|          |                           |     |                  | A    | 10.72                              | 1.046                             |
|          |                           |     |                  | B+A  | 23.97                              | 2.339                             |
APPENDIX L. Saturn's rings shadowing calculation

Saturn may be considered an ellipsoid of revolution with ellipticity $E = 0.098$ (Allen, 1973, p. 140), i.e., a cross section containing its polar axis is an ellipse with semimajor axis $R_e = 59.779 \times 10^6$ m and semiminor axis $\alpha R_e$ where $\alpha = 1/(1+E) = 0.910747$ (see Fig. 32a):

$$r(\theta) = R_e (\cos^2 \theta + \sin^2 \theta)^{-1/2} \quad (L1)$$

The projection of Saturn in the direction of the radar will also be an ellipse with semimajor (equatorial) axis $R_e$ but with apparent semiminor (polar) axis $R_p > \alpha R_e$. To find $R_p(B)$, one must find the point $[r(\theta'), \theta']$ at which the radar line of sight is tangent to this ellipse. Thomas (1969, p. 372) shows that $\tan \psi = r(\theta)/(dr/d\theta)$. Since

$$\frac{dr}{d\theta} = \frac{1}{2} R_e (\cos^2 \theta + \frac{\sin^2 \theta}{\alpha^2})^{-3/2} (-2 \cos \theta \sin \theta + \frac{2 \sin \theta \cos \theta}{\alpha^2})$$

$$= R_e \sin \theta \cos \theta (1-\alpha^{-2})(\cos^2 \theta + \frac{\sin^2 \theta}{\alpha^2})^{-3/2} \quad (L2)$$

I find

$$\tan \psi = (\tan \theta + \alpha^2 \cot \theta)/(\alpha^2 - 1) \quad (L3)$$

where $\psi$ is in the second quadrant. Since $\psi = 180^\circ - B - \theta'$, I must solve

$$180^\circ + \tan^{-1} \left( \frac{\tan \theta' + \alpha^2 \cot \theta'}{\alpha^2 - 1} \right) = 180^\circ - B - \theta' \quad (L4)$$
\[ \phi = \psi + \theta' = 180^\circ - B \]
\[ \psi = 180^\circ - B - \theta' \]
\[ R_p = (B) = r(\theta') \sin(\theta' + B) \]

Fig. 32a. Geometry for Saturn's rings shadowing calculation.
where the inverse tangent is calculated as a negative value by my SR-56 calculator. The fastest way to find θ'(B) for a few values of B was to use my SR-56 to calculate the quantity

\[ \tan^{-1} \left( \frac{\tan θ' + \frac{a^2}{\alpha^2} \cot θ'}{\frac{a^2}{\alpha^2} - 1} \right) + B + θ' \]

and adjust θ' to make this quantity equal to zero. Defining \( γ = R_p/R_e \), I have the following table, in which I have included values of \( γ^* = r(90°-B)/R_e \).

<table>
<thead>
<tr>
<th>( B )</th>
<th>( θ' )</th>
<th>( γ )</th>
<th>( γ^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>90.000</td>
<td>0.9107</td>
<td>0.9107</td>
</tr>
<tr>
<td>11.70</td>
<td>75.982</td>
<td>0.9146</td>
<td>0.9139</td>
</tr>
<tr>
<td>18.19</td>
<td>68.389</td>
<td>0.9198</td>
<td>0.9184</td>
</tr>
<tr>
<td>21.40</td>
<td>64.711</td>
<td>0.9231</td>
<td>0.9213</td>
</tr>
<tr>
<td>24.40</td>
<td>61.326</td>
<td>0.9266</td>
<td>0.9243</td>
</tr>
<tr>
<td>26.40</td>
<td>59.100</td>
<td>0.9291</td>
<td>0.9265</td>
</tr>
</tbody>
</table>

Given \( R_p \), it is easy to project this "Saturn disc" ellipse onto the ring plane (Fig. 32b). The Saturn-disc ellipse is

\[ r(λ) = \left( \frac{\cos^2 λ}{R_e^2} + \frac{\sin^2 λ}{R_p^2(B)} \right)^{-1/2} \]  \hspace{1cm} (L5)

The \( y \) coordinate of the point \( P \) is \( y/\sin B = \frac{r(λ) \sin λ}{\sin B} \), so

\[ R^2(λ) = r^2(λ) \left( \frac{\cos^2 λ}{\sin^2 B} + \frac{\sin^2 λ}{\sin^2 B} \right) \]  \hspace{1cm} (L6)

and
Fig. 32b. Geometry for Saturn's rings shadowing calculation.
\( S(\lambda) = \tan^{-1} \left( \frac{\xi}{\hat{y}} \right) = \tan^{-1} \left[ r(\lambda) \cos (\lambda)/\hat{y} \right] = \tan^{-1} \left( \frac{\sin B}{\tan \lambda} \right) \) 

(L7)

The functional relationship between \( R(\lambda) \) and \( S(\lambda) \) follows:

\[
R^2 = \left( \frac{\cos^2 \lambda}{R_e^2} + \frac{\sin^2 \lambda}{\tan^2 \lambda} \right)^{-1} \left( \cos^2 \lambda + \frac{\sin^2 \lambda}{\sin^2 B} \right) \tag{L8}
\]

\[
R^2 = \left( 1 + \frac{\tan^2 \lambda}{\sin^2 B} \right) \left( \frac{1}{R_e^2} + \frac{\tan^2 \lambda}{R_p^2} \right) \tag{L9}
\]

\[
\tan^2 \lambda = \frac{[1 - (R/R_e)^2]/[(R/R_p)^2 - \frac{1}{\sin^2 B}]} \tag{L10}
\]

so

\[
\tan \lambda = \sqrt{\frac{(R/R_e)^2 - 1}{1 - (R/R_p)^2 \sin^2 B}} \sin B \tag{L11}
\]

and

\[
S(R,B) = \tan^{-1} \left( \frac{\sin B}{\tan \lambda} \right) = \tan^{-1} \sqrt{\frac{1 - (R/R_p)^2 \sin^2 B}{(R/R_e)^2 - 1}} \tag{L12}
\]

Thus if \( S \) is the minimum shadow-free orbital phase of particles in a ring with radius \( R \),
\[ S(R,B) = \begin{cases} 
0 & , \; R > R_p / \sin B \\
\tan^{-1} \sqrt{\frac{1-(R/R_p)^2 \sin^2 B}{(R/R_e)^2 - 1}} & , \text{otherwise}
\end{cases} \]  

(L13)

where \( R_p = \gamma R_e \) from the table.
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