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ABSTRACT

Natural and forced convection experiments(SBTF and French)
are simulated with the sodium version of the thermal-hydraulic
computer code THERMIT. Simulation is done for the test secti-
-on with the pressure-velocity boundary condition and subsequ-
-ently extended to the whole loop. For the test section simu-
-lation, a steady-state and transient calculations are perform-
-ed and compared with experimental data. For the loop simula-
~-tion, two methods are used, a simulated 1-D loop and an actual
1-D loop. In the simulated 1-D loop analysis, the vapor densi-
-ty is increased by one hundred and two hundred times to avoid
the code failure and the results still showed some of the impor-
-tant characteristics of the two-phase flow oscillation in a
loop. A mathematical model is suggested for the two-phase
flow oscillation. In the actual 1-D loop, only the single
phase calculation was performed and turned out to be nearly the
same as the simulated 1-D loop single phase results.

In the process of simulation, it is discovered that the
energy conservation equations of THERMIT fails to conserve
energy by a small amount due to interfacial mass transfer and
frictional dissipation of mechanical into thermal energy. The
problems and applicability of the THERMIT physical models are
also discussed.

Thesis Supervisor: Neil F. Todreas
Professor of Nuclear Engineering Department
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NOMENCLATURE
Letter Definition

A flow area in axial direction

AL ' true interfacial area between liquid and vapor

cfl wall contact fraction of liquid

cfv wall contact fraction of vapor

cp specific heat at constant pressure

D diameter of the tube

De equivalent hydraulic diameter

e internal energy per unit mass

f wall friction factor

F friction force

g gravity

h enthalpy per unit mass

H wire wrap lead of the helical spacer

hfg enthalpy change between liquid and vapor at
saturation -

hefc wall heat transfer coefficient through liquiad
convection

hinb wall heat transfer coefficient through nucl-
-eate boiling

hvfc wall heat transfer coefficient through vapor

convection

k thermal conductivity
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axial length
mass flow rate

mass

geometry factor for wall friction calculation

pressure
pitch between adjacent rods
pressure at the top face of
pressure at the bottom face
plenum

pressure at the top face of
pressure at the bottom face
plenum

Peclet number

Prandtl number

heat transfer rate per unit

the lower plenum

of the lower

the upper plenum

of the upper

area

heat transfer rate per unit volume

Reynold's number

gas constant of sodium
slip ratio

time

temperature

ligquid temperature
saturation temperature
vapor temperature

velocity
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v velocity
\Y volume
vfg specific volume change between liquid and
vapor at saturation
X flow guality
z axial coordinate
Greek
a void fraction
T interfacial mass transfer rate per unit volume
A interfacial mass transfer coefficient
u viscosity
o) density
o} surface tension
Superscript
n time step at n
Subscipt
c condensation
dry dryout
e evaporation

i(in, inlet) inlet
k spatial point at k

L liquid
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laminar

mixture of liquid and vapor

outlet

return loop

(used with T) satqration

(used with p, e, u, V) single-phase liquid
total of the liquid and vapor contributions
transition between laminar and turbulent
turbulent

vapor

wall

axial coordinate
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Chapter 1. Introduction

This thesis is primarily concerned with applying the
computer code THERMIT (sodium version) to actual experiments
to examine the applicability of the numerical and physical
models in the code by comparing calculational results with
experimental data.

THERMIT is a component code for thermal-hydraulic
calculations of a nuclear reactor core. It was originally
written for water coolant, and revised for use in LMFBR's
by Andrei L. Schor at MIT. Schor has also prepared the
4-Eg mocel as part of the sodium vers%pn of THERMIT so that
there are now three two-phase flow models, ‘i.e. a 6-Eg,

2 ¢4-Eq and a HEM model. The THERMIT version that is used
thrdughout this thesis is the Schor version (as of January,
1981) which has all the three two-phase flow models as
options.

The basic THERMIT code-uses the two-fluid model with
mass, momentum anc energy conservation equations for each
phase, hence six conservation eguations. Presently the
constitutive relations of the two fluid model are not in a
well-established state so that in some cases it may be better
to use the 4-Eg model than the 6-Eg model.

The 4-E¢ mocel has mixture mass anc energy conservation
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equations in addition to a separate momentum conservation
equation for each phase. Physically this eguation set
reguires that the ligquid and vapor phases should always be
in thermal eguilibrium. Congequently if a high degree of
thermal diseguilibrium between phases does not exist, the
4-Eg model can give good results. However in case of a
severe transienf in which the vapor phase méy exist in
subcooled liquid, the 4-Eq model may be a poor model to
use. Since the code tends to fail in such a severe
transient due to numerical probleqf, the 4-Eg model gave
almost identical results to the 6-Eg model in the scope of
my experience. -

The HEM model assumes large inteffacial momentum
transfer so that the slip ratio is egual to one. Practically
this is not a good assumption since the slip ratio is much
greater than one due to the high density ratio ( >2000 ) at
atmospﬁeric pressure. Thus the HEM model shows wide
discrepancy with low pressure experimental data.

THERMIT is a component code, which needs appropriate
boundary conditions at the top and bottom ends. Two types
of boundary conditions can be used in THERMIT. One is the
pressure-pressure set and the other.is the pressure-velocity

set. In case of loop simulation, however, the starting

point corresponds to the end point so that only one boundary
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condition is needed.

There are two experiments simulated in this thesis, an
ORNL natural convection experiment and a French forced
convection experiment. The experiment reported in ORNL/TM-
-7018 is a single-channel natural convection sodium boiling
experiment that was performed in the Sodium Boiling Test
Facility of the.Oak Ridge National Laboratofy. It is chosen
for simulation because of its simple geometry and well-
-documented output data. The French experiment is a single
channel forced convection sodium boiling experiment performed
at the CEA, Grenoble, France. The geometry of the French
experiment is simplified to have’a uniform flow area and
calculation is done for the simplifieé geometry.

In Chapter 2 the details of the simulation methods are
given for these two experiments. For the ORNL/TM-7018
experiment, first only the test section is simulated with
appropriate boundary conditions and subseqguently the analysis
is extended to the whole loop. In simulating the loop as a
whole, there are two methods possible, i.e. a simulated 1-D
loop analysis and an actual 1-D loop analyesis. For the loop
analysis, condensation in the upper plenum should be taken into
consideration. However the code présently fails when conden-

-sation occurs. The difficulty is circumvented by decreasing

the density ratio of the liguid and vapor phases artificially.
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For this purpose, the vapor density is increased by 100 and
200 times with all the other properties intact. These
changes in the density ratio correspond to actual pressures
of 10.0 Mpa (1470 psia) and 15.7 Mpa (2300 psia). The
simulation of the French experiment is essentially the same
as the test sect;on simulation of ORNL/TM-7018.

In Chapter 3, numerical and physical models are listed
and explained. Physical models are the constitutive relations
that close the conservation eguations. \

As part of the numerical model, the energy loss problem
is considered. With the present form of the enefgy conservation
eqguations, some portion of the total energy is lost due to
disregard for the frictional dissipation and some extra terms
that come from the mass transfer between phases.

As for the physical model, geometry plays an important
role. The geometry of THERMIT is a rod-bundle geometry with
wire wraps, whereas the ORNL/TM-7018 experiment was done in
a single circular tube. Hence either translation should be
done between the different geometries or constitutive rela-
-tions from the same geometry should be used. 1In this thesis
the former approach is taken for all the calculations. The
present contitutive relations and their problems are also
summarized in Chapter 3.

In Chapters 4 and 5, all the computer results and
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experimental data are presented and analyzed. TFor the test
section simulation, the difference of the pressure drops
between calculation and expegiment is presented and the
results from the HEM, 4-Eg and 6-Eg models are compared and
discussed. For the loop simulation an analysis explaining
why there should be an oscillatory behavior under two-phase
flow conditions is presented. The oscillation period is
calculated analytically.

In Chapter 6, it is concluded that THERMIT is a good
numerical tool, although it still has some problems to be
solved. Stabilization of the nu@erical scheme and verifica-
-tion of the physical models are major problems. ' -

In Chapter 7, recommendations for future works are given
for further improvement of THERMIT and better understanding

of two-phase flow phenomena.
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Chapter 2. Simulation of the cases

2.1 Natural convection

2.1.1 Explanation of the experiment ORNL/TM-7018

This is a single-channel sodium boiling experiment
that was performed in the SBTF (Sodium Boiling Test Facility)
at Oak Ridge National Laboratory. The object of the test
was to determine the maximum power that could be transferred
to the sodium coolant in an LMFBR fuel assembly subchannel
when the flow is driven by natural convection.

Fig 2.1 shows the whole test loop and Fig 2.2 shows the
test section. The test section is composed of a heated zone
and an adiabatic zone. Lower and upper plena are attached
to the ends of the test section. The temperatures of the
lower and upper plena are fixed at 420°C and 590°C by sodium-
-to-air heat exchangers located inside the plena. The upper
plenum pressure is always maintained at atmospheric pressure,
100 kPa (14.5 psia). ”

As shown in Fig 2.1, the system is a loop with no bypass
flow.. The heat is input by a radiant furnace and measured
indirectly by measuring the furnace coolant temperature rise,
furnace coolant mass flow rate and the electric power input
to the furnace. Since the heat input is the only controlled

variable, its accurate determination is important in analyzing
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the experiment. It was found in the process of simulation
that there was a systematic error in measuring the heat input

to the test section.

2.1.2 Calibration of heat input

Table 2.1 shows the summary of the data given in the
report ORNL/TM—7618 for all the test runs performed in the
SBTF. From Table 2.1 it can be observed that boiling began
when the test section power was about 900 W. In simulation,
however, boiling began at a lower power. Therefore the inlet
flow rate and heat input data in_Table 2.1 are not consistent
because the energy convected out by sodium is not egual to
the heat input under steady-state condition.

There are two sources of error which may be responsible
for the deviation. One is the error in the inlet flow deter-
-mination which might have underestimated the inlet flow rate.
The other is the error in the test section heat input which
might be lower than the values given in Table 2.1.

Permanent magnet flow meters are used to determine the
inlet flow rate. The report ORNL/TM-7018 states that the
flow meters were calibrated after installation and the calcu-
-lated flow as determined by heat\Balance was within 15% of
the measured values in the forced flow tests.

Regarding the test section heat input, there is a high
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Table 2.1 SBTF natural convection results

(taken from ORNL/TM-7018)

Test Inlet Outlet
Test section ?iaib d:z::: e flow, flow, Frequency® Phase f
No- pover® (/) (Wiemd) mean  meand (Hz) e
(W) (me/s) (mt/s) eg
Single phase
107R2 300 . 3 40 0.7 0.4 N/A N/A
109R17 T340 3 42 2.0 1.9 N/A N/A
108R2 500 5 60 0.9 0.6 N/A N/A
100R3 700 7 90 1.0 0.6 N/A N/A
100R2 700 7 90 0.9 0.7 N/A N/A
100R4 800 8 100 1.1 0.8 N/A N/A
Chugging
131R1 1000 10 130
132R1 1100 11 140 "
130R1 1300 13 160 2.4 2.2 0.9 130
Steady boiling
129R1 1300 13 160 1.0 0.7 0.7 130
121R1 1400 14 180 0.8 0.5 0.8 120
125R1 1400 14 180 0.9 0.6 1.0 110
125R2 1400 14 180 0.7 0.4 1.0 110
127R1 1500 15 190 0.8 0.6 1.0 110
120R1 1500 15 190 2.4 2.1 0.8 130
119R1 1600 16 200 1.1 0.9 0.5 140
126R2 1600 16 200 0.9 0.7 1.2 100
Dryout
122R1. . 1600 16 200
128r1%,9 1700 17 210 0.9 0.7 1.3 100
. 0.3 0.0 1.0 110
123R1%5 ¢ 1700 ° 17 210 1.0 0.7 ‘1.1 100
0.4 0.1 0.9 110
124R1 1700 17 210
126R1 1700 17 210

e
“Furnace power + furnace clamshell ppwer — furnace coolant enthalpy rise — furnace
losses to ambient. -

P3ased on tube 1D (98.6 cm2).
Ceased on heated coolant volume (8.0 cm3).

dOu:let flowmeter was calibrated at inlet temperature (420°C) — not corrected for
actual temperature.

eCorresponds to dominant frequency based on power spectral density analysis of the
inlet flowmeter (FE-IB) signal.

&
- Angle by which inlet flow (FE-IB) leads pressure at inlet of heated section (PE-2R).
frorced flow run used for flowmeter calibration check (see Appendix C).

hinstable flow pattern; frequency is average of two distinct frequencies, 0.7 and
1.5 Hz.

“Conditions preceding drvout.

7 .
‘fonditions during drvout.
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probability of overestimation due to bending of the tube,
which might move the test section out of the focal plane of
the radiant heating source.

It is difficult to find out which error is responsible
for the inconsistency, but in this thesis it 1s assumed that
the heat input was overestimated. The heat input as determi-
-ned by heat balance with inlet flow data is about 30% less
than the values listed in Table 2.1. For all the code inputs,
70% of the listed values is therefore used as the test section
heat input. The detailed procedure of the test section heat

input calibration is given in Appendix A.

2.1.3 Test section simulation

2.1.3.1 Steady-state

2.1.3.1.1 Boundary conditions

Initially only the test section is simulated with steacdy-
-state boundary conditions. At the outlet, the pressure
boundary condition is applied because the pressure at the
upper plenum is always kept at atmospheric pressure. At the
inlet, either the pressure or velocity boundary condition may
be applied using the values measured in the experiment.

After the steady-state has been reached, there is no differ-
-ence in the computational procedure between the pressure and

velocity boundary .conditions at the inlet. However in
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reaching the steady-state, the computation with the inlet
pressure boundary condition undergoes more severe transients
than that with the inlet velocity boundary condition.

For example a large reverse flow occurs at the inception
of boiling with the inlet pressure boundary condition, whereas
there is no reverse flow with the inlet velocity boundary
condition. |

It is usually tougher to do the calculation with the p-p
boundary condition set than with the p-v boundary condition
set. Thus the velocity boundary condition is chosen at the
inlet in spite of the fact that the inlet flow rate is not

well characterized.

As shown in the data of the exéefiment, every measured
parameter shows a highly oscillatory behavior and there does
not exist a steady-state in its strict sense. However if
only a time averaged value is of concern, it is possible to

assume a guasi-steady-state with an average value of the inlet

velocity as the inlet boundary condition.

2.1.3.1.2 Geometry

The test section is composed of a heated zone and an
adiabatic zone. Each zone is divided into five uniform meshes.
A mesh in the heated-zone is 0.194 m long and a mesh in the

~

adiabatic zone is 0.3 m long.
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Since the geometry in the code is a rod-bundle geometry
which is quite different from the simple tube in the experi-
-ment, appropriate translation should be done between diffe-
-rent geometries.

In this thesis the constitutive relations for the rod-
-bundle'geometry.are used directly for the circular tube under
the assumption that the tube represents one fuel rod and the
coolant channel around the rod as in Fig 2.4. The dotted line
in Fig 2.4 represents the symmetry line between the fuel rods,
and it is assumed that there is no interaction with adjacent
rods across the dotted line. This assumption is true if there
is an infinite array of equally powerg@ rods.

In the rod-bundle geometry, a pitch-to-diameter ratio and
a wire-wrap-lead-to-diameter ratio are necessary to calculate
the wall heat transfer and wall friction. An eguivalent pitch-
-to-diameter ratio in the circular tube geometry is calculated
in the following manner.

The coolant channel in Fig 2.5 can be made hvdraulically
icdentical to the circular channel in Fig 2.6 under the follow-
-ing conditions.

(1) The flow areas should be same.

(2) The equivalent hydraulic diameters should be same.
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2
2 7D
2 7D7 _ e
p? ~ I = 2 (2.1)
2
2 7D
A S ' (2.2)
7D e °

Elimininating De from Eq 2.1 and Eq 2.2,

P/D = /7/2 = 1.2533

Since there is no wire wrap, a very large value is input to
the wire-wrap-lead-to-diameter ratio.

It may be better to use the correlations that are derived
from the same geometry, i.e. a circular tube. However from the-
practical point of view there is no need to use correlations
more directly applicable to circular tubes, because other
uncertainties seem to be greater than the uncertainty arising

from the difference in geometry.

2.1.3.2 Transient

The transient calculation in this section has the same
geometry and type of boundary condition as the steady-state
calculation in the previous section.

After the steady-state boiling has been reached, the

inlet velocity is oscillated with the\period of one second.
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One second is the typical period of the experimental data.
Fig 2.7 shows the variation of the inlet velocity in
the transient calculation and the experiment.
It should be mentioned that this is the transient for
the steady-state boiling, and not the transient between the

boiling inception and the steady-state boiling.

2.1.4 Whole loop simulation

The loop can generally be simulated in two ways, as a
simulated 1-D loop and as an actual 1-D loop. The simulated
1-D loop is obtained by cutting‘some point of the loop and
extending it into a straight line. TQe direction of'gravity
should be determined according to the position in the loop.
The actual 1-D loop is obtained by putting a solid block in

the center of a two-dimensional rectangular pool.

2.1.4.1 Geometry and boundary conditions of the simulated

1-D loop .
Fig's 2.8 and 2.9 show the geometry of the simulated

1-D loop analysis. The upper face of the upper plenum in
Fig 2.8 is cut and the loop is straightened into a one
cdimensional tube in Fig 2.9.

The boundary conditions at the top and bottom ends of

Fig 2.9 should be identical because they are the same point
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in the loop. Thus the pressure-pressure boundary condition
is used for Fig 2.8 so that the pressures at the top and
bottom boundaries are both atmospheric pressure.

Fig 2.9 shows that fictitious cells are defined at boun-
-daries according to the code format. Since the boundary
pressurés are deﬁiﬁed at the center points of the fictitious
cells, not at the interface of meshes, an error enters the
calculation. In order to reduce the error, very thin ficti-
-tious cells are used. The length of the fictitious cells

-10

is 1.0x10 m, whereas the length of the upper and lower

plena is 0.6175 m. )

As can be seen in Fig 2.8, the d{;ection of gravity is
different for different parts of the loop. The direction of
gravity is defined at the interface of mesh cells and denoted
by the numbers ' 0, 1,-1' at each interface in Fig 2.9.

One of the major problems in simulating the loop experi-
-ment ORNL/TM-7018 was to keep the plenum temperatures cons-
-tant throughout each transient. In THERMIT calculations the
plenum temperature cannot be determined a priori, but is
cetermined from the heat input and boundary conditions.

Since the temperatures in the upper and lower plena are

kept at 590°C and 420°C in the experiment, a new scheme was

needed to keep plenum temperatures constant in the calculation.
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There are two ways of keeping the plenum conditions
constant. One is to use the implicit scheme which solvés
the conservation equations with the plenum temperatures at
the next time step already determined. The heat extraction
from the plenum is determined as a result of the calculation
for each time step. There will be no error of the plenum
temperature in fhis method, but a fundamental change of the
numerical scheme is required. The other way is the trial and
error method which varies the heat extraction until satisfac-
-tory plenum temperatures are obtained. Since the plenum
temperature decreases as the heat extraction increases, the

plenum temperature is a monotonously decreasing function with
respect to the heat extraction. TheAdgknown function between
the plenum temperature and the heat extraction is fitted by a
parabola and a new heat extraction is obtained from the

parabolic function. The same procedure is repeated until the

regquired plenum temperature is obtained. The details of the

method are given in Appendix C,

2.1.4.2 Artificial vapor density in the simulated 1-D loop’

analxsis

One of the major difficulties of the loop simulation is

that the code fails at the inception of boiling and when the
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vepor reaches the upper plenum and begins condensation. The
failure is a numerical problem induced by the high density
ratio, since the density ratio of the liguid and vapor phases
of‘sodium is over 2000 at atmospheric pressure.

In order to avoid the code failure, the density ratio is
reduced-by one hundred and two hundred times with all the other
properties intacﬁ. Then the density ratios‘are approximately
24 and 12 and these correspond to the actual pressures of 10.0
MPa (1470 psia) and 15.7 MPa (2300 psia). With the increased
vapor densities the code did not have any numerical problem
and the results still showed the important characteristics of
the two-phase flow in a loop. Néte that the artificial vapor

density was used only for the loop simulations and not for the

test section simulations.

2.1.4.3 Geometry and boundary conditions of the actual 1-D
loop

The geometry of the actual 1-D loop analysis is shown
in Fig 2.10 and Fig 2.11. It is a two-dimensional rectangu-
-lar array of cells with a coolant channel around an internal
sclid block. BAs Fig 2.8 and 2.10 show, the geometries of the
simulated and actual 1-D loops are exactly the same.

The coolant volume in any mesh cell should not be zero

due to the numerical scheme in the code, but the coolant
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volume inside the solid block is of no relevance to the results.

Since the interfacial area with the solid block is closed,
there is no coolant flow across the solid interface. The inter-
-facial area with the bottom fictitious cells is also closed
and the bottom boundary condition is the velocity boundary con-
-dition that the inlet velocity at the closed interface is zero.
However it does got matter what bottom boundary condition is
used, because there is no interaction between the bottom ficti-
-tious cells and the loop.

The interfacial area with the top fictitious cells is open
so that there can be a little vertical velocity component due
to thermal expansion of the sodium coolant. The pressure at the
top fictitious cells is atmospheric pressure. |

The upper and lower plenum temperatures are kept constant
using the same scheme as used in the simulated 1-D loop analy-
-sis, which is given in Appendix C.

Only a single-phase case has been run because the two-
-dimensional geometry of the.actual 1-D loop takes much longer
computation time than the one-dimensional geometry of the

simulated 1-D loop. However two-phase computations can be

made without any modification to this approach.
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2.2 Forced convection

2.2.1 Explanation of the experiment

This is a hypothetical experiment which is based on the
cdata of a forced convection éﬁperiment performed in France.
The French experiment could not be simulated with THERMIT
because of its complicated geometry as shown in Fig 2.12.

The momentum conéervation egquations in THERMIT assume that
the flow area is uniform in axial direction. The variable
flow area in axial direction cannot be taken into considera-
-tion, unless the differential and difference forms of the
momentum conservation eguations are altered.

Hence a hypothetical experiment with a uniform c¢ross
sectional area, but with the same inpdé parameters as the
French experiment was run with THERMIT to obtain calculational
results. These calculational results cannot be checked with
the experimental data.

From the computational point of view, there is no diff-
-erence between the natural and forced convections except that

one has a low-speed and low-power and the other has a high-

-speed and high-power.

2.2.2 Geometry and boundary conditions

Fig 2.13 shows the geometry of the hypothetical forced

convection experiment. The simulationm is done for two
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different radii, r = 0.002 m and r = 0.003 m. These are the
typical radii of the French experiment facility.

The test section is composed of two parts, a heated
zone and an adiabatic zone, and the heat input to the test
section is 10 kW.

The pressu;e-Velocity boundary condition is used for the

top and bottom ends of the test section.
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Chapter 3. Numerical and physical models

3.1 Numerical models

3.1.1 THERMIT conservation eguations

3.1.1.1 EHEM, 4-Eg and 6-Eg models

THERMIT conservation eguations for the two-fluid model

[a)

a ° /e Y > =
Mass g—(apv) + ¥ (apvvv) r (3
3 >
— - . 1~ = - .
atL(l a)og} + Ve[ (2 a)oﬁvgl r (3
M . 3( - ) + V‘( > - ) + 9P = _-1; -% _ -+
omentum st lep v ap VLV, o = -F o 3 apvgz
(3.
2 - - -> - _
gE[(l—a)pﬁvg] + vV [(l—a)pzvzvz] + (1-a)VP =
e - -
-F.0 +Fi —(l—c)oggz (3.
Ener —i(ao e ) + V:(ap e vy o+ PV-(a§ ) + Paa =
Lnergy ot VoV Tvovov/ vl T8t
Qo *05 3.
o ' + V 1 v + PV 1 v
g{[(l—a)oﬁeﬁ + [( —c)oﬁeﬁvﬂl PV [( —a)vgl
oo _
~P§€ B Qw£ _Qi (3.

1)

2)

3)

5)



-47-

The leftmost terms of the above equations represent
the rate of change of mass, momentum and energy in the control
volume when integrated over the control volume. The Pg—% term
in the energy conservation equation denotes the rate of work
done between the liguid and vapor phases.

These time derivatives are omitted in the following
analysis and only the steady-state with one'séatial variable
2z is considered. However the analysis can be easiiy extended
to the transient three-dimensional case.

Following equations represent the steady-state, one-

-dimensional conservation eguations for the 6-Eg model.
g

5 _ .
Mass a—-z—(apvvvz) =T (3.7)
2 [(1-a)p,v, ] = -T (3.8)
az £ %z )
9 2 oP _ _ _
Momentum §E(apvvvz y + 0= = F Fi ap,9, (3.9)

" 2 3P _ _ C(1en

——32[(1—a)02v“] + (l-0)s> = -F o +F, (1-a)p,g, (3.10)
Energy —i(ao e V.. ) + P—i(av ) = Q +Q (3.11)
‘ g%y 02 VvV VZ 3z v2 wv i .

2 ((1-a)p,e v, ] +P=2((1-a)v, ] = Q_, -0 (3.12)

0z L7878z 3z Lz wl i :
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The previous éet_of conservation eguations can be reduced
to four cqnservation equations with the assumption that the
liquid and vapor phases are always at a thermal eqguilibrium
state.

The constitutive relations that are related with the liquid

and vapor temperatures are:

Te = Cl(Ti - Ts) (3.13)
Fc = C2(TV - Ts) . (3.14)
r=1T,-Tg (3.15)
where
Te : interfacial mass transfer due to evaporation
?c . interfacial mass transfer due to condensation
Qi : interfacial heat transfer

If it is assumed that the constants C,, C, and C5 are very
large, the ligquid and vapor temperatures are driven tc the
saturation temperature, i;é. T£ = Tv = TS, because T and Qi

cannot get infinite physically. With the relation Tl = Tv

= Tgr determination of the interfacial mass and heat transfer

is not of interest, so that the phasic mass and energy
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equations can each be added to yield mixture mass and energy
conservation equations. This reduces to the set of conserva-

-tion equations to 4 from 6.

In the 6-Eg model, the parameters PyrPgr € and e, are

functions of Tv or T, and P, but with the assumption that

L

T2 = Tv = Ts' they &all become functions of the saturation

temperature Ts only. This is shown in the following relations.

p, = £(TS)
Py = £(T,,P) Py = f(Ts)
Py = f(Tl,P) N eV-= f(?s’
e, = f(TV,P) e, = f(Ts) (3.17)
e, = f(Tl,P) e, = f(TS)

Fence three unknowns Tv' T2 and P are reduced to only
one unknown Ts and the number of conservation eguations is

also reduced by two, from six to four yielding,
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4-Eg model

N 0 _ _

Mass gz[apvvvz + (1 a)pgvgz] = 0 (3.18)
3 2 3P _

Meomentum g;(apvvvz) + 5o = “F o, -Fi -ap g, (3.19)
d 2 3P _

57[(1'0‘)%"12] + (1-oz)a—E = -F_, *F,
-(1-a)p,g, (3.20)
Energ —éiap e v + (l-o)p,e v, ]
snergy 5z vov vz 252782

3 :
— - = -+ .
57 %V T 1m0V, ] = Oup + Oy (3.21)

If the same procedure is repeated for the phasic momentum
equations, the HEM conservation eguations result. Here we
deal with the issue of mechanical eqguilibrium embodied in

the constitutive relation linking the phasic velocities.

-

(3.22)
where Fi: interfacial momentum transfer

Assuming C, goes to infinity, the velocities Vg and v

4 2z
cshould have the same value to keep F, bounded. This reduces
i



-51-

the unknown velocities to a single homogeneous parameter
and suggests the combination of the phasic momentum equations.

Consequently the following set of HEM conservation equations

is obtained.

Mass g%[apv_+'(l-a)p£]vz =0 ) (3.23)
Momentum g%[apv + (l—a)pz)vi + %2 = —(va +Fw2)
“lapy + (1-a)eglg, (3.24)
9 - avz

Energy splopye, + (l-a)ppe v, + Peo= = Q 0 40, - (3,25)

where ap, + (l-a)p2 = P : mixture density

mixture internal

ap,ey * (1-a)poe, = epPp enerqy

2.1.1.2 Energy loss due to dissipation and interfacial

mass transfer

The suggested form of energy conservation eguations

for THERMIT is:
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3 3 B
gg(apvevvvz) + P??(avvz) = Qv i 2 ‘vz z

*(Fp TV, (3.26)
3 3 _ r 2
55[(1—3)02e2vzz] + P?E[(l_a)vzz} = Que "9 T 7 Vg,
 FT2g, T +(F,y ~Fi)vy, (3.27)

In order to satisfy the first law of thermodynamics, the
above form of energy conservation eguations should be used.
The terms that contain T are produced by the transformation
of pressure drop into kinetic and_ potential energy increase.
If T were zero, Bernoulli's theorem would have reéultéd, but
with T not egqual to zero, the additional terms with T should
appear.

r

Tr 2 2
The terms 5 sz and 5 VQZ

energy that mass should carry at the time of evaporation ©F

may be interpreted as kinetic

condensation. However this is not the energy that is

interchanged between phases, .because the sum of the terms

%(viz —viz) is not egual to zero. Rather it is the energy

produced by the transformation of momentum flux into kinetic
energy flux, due to the fact that there is a source term T
in the mass conservation eguations.

The potential energy terms with T are produced by the

transformation of gravitational force into potential energy
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flux.

In the THERMIT energy conservation equations, frictional
dissipation terms were neglected because they were guantita-
~-tively negligible. However in sodium two-phase flow at
atmospheric pressure, they cannot be neglected safely as
shown in the results of Chapter 4. Pressure drop occurs due
to friction and tﬁat pressure drop is used in the energy
conservation equations of THERMIT. Physically it means that
the thermal eﬁergy that is transformed from mechanical energy
due to frictional dissipation is lost to the environment.
Actually that portion of thermal energy is not lost, but
contributes to the increase of internal energy of the coolant.
These contributions are neglected in th; THERMIT energy
equations. Detailed derivation of the suggested form of
eneré& conservation egquations is given in Appendix B.

Note that the old form of the energy conservation eguations

has been used throughout this thesis.

3.1.2 Explanation of the code from the numerical point

of view
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Overall solution scheme of THERMIT

Difference form of the conservation

egquations

\

Newton iteration form with respect

to T , T o and P

v 7!

-

Reduction to pressure problem

4

Inner iteration

y

Back substitution to original

variables

6-Eq model for 1-D transient

d ) . _
Mass §€(a°v) + g;(apvvvz) =T
2 1-a)0,] + 220 (1-a)p,v, ) = -T
Jt L 32 L7 %2
" O (np v 9 9P _ _
Momentum §E< “v‘vz) + az(ap vvz) + > = F
-F. -up_g
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9 9 2 R
§E[(1'a)°zvzz] + ?E{(l“a)vagz] + (l-a)§;

= -Fup *F; ~(1-a)p,q, (3.31)
. e 5 2 20
Energy ?E(apvev) * az(apvevvvz) * Paz(avvz) * Pat
= Qv Y (3.32)

3 3 3
B—E[(l-a)plez] + ﬁ[(l—a)ozegvzzl + Pg-g[(l-oc)v“l
wi "9 (3.33)

The above momentum conservation equations have a
conservative form, whereas a nonconservative form is used in
the code. 1In the nonconservative form, the a, Py and Py are
outside tﬁe time derivatives and can be treated explicitly
utilizing the guantities at time step n, as shown in Eq 3.38.
The momentum is not strictly conserved according to the
difference form of Eg 3.38, but the degree of nonconservation
must be tolerable in all the practical calculations. The

nonconservative form of the momentum conservation eguations

are,

R + ap Vv vz oP _ _ - -
vot v ove——— 4 F F, aPy9, (3.34)
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avkz
(1~} o 7=+ (I-a)p,vy) =7~

- (1-a)p,g, (3.35)
where F, = F. + Iv
iv i vz
Fig = 7Fy - TV,
The difference forms of the one dimensional, six
conservation eguations are set up as follows.
Mass n+1l n .
(ap,) - (apy) 1 n_n+l
vapor At * 5{[A(apv) Viz ]k+1/2
n n+l } = rn+l/2 (3.36)

SRlee ) Vo ki1 2

o replaced by (l-qg), subscript v by g and

liguid:
I by -T
Energy
(Otovev)nﬂtl - (apvev)n 1 n ‘n n
vapo : ol :
por AT g URT +logey)y /) (A
n+1 _ n n n
(sz) )k+l/2 (P +(ovev)k_l/2HAa
1 n
. n+1 n an+ -0 _ n+l/2 n+l/2
(sz) ]k—1/2} P Lt = QO Q5

(3.37)
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liquid: o replaced by (l-a), subscript v by & and

Note that the guantities without subscripts are at point k.

Momentum

_ [ n+l_vn ]
n vz vz k+1/2 n n
vapor  {epy)yiy /p it voleeydiiie W)k
A v (p,  ,-p )P+l
[.-2_VZyDn } o+ P k+l "k = —(F )n+l/2
Bz 'k+1/2 k+1/27 8z, wv) k+17/2
_ n+l/2 _ n
(Fidxs1r2 ~@Py x4y /29, (3.38)

liguid: a replaced by (l-a) and subscript v by 2

The momentum conservation equations are differenced about
the center.of a face of a mesh cell whereas the mass and
energy conservation eguations are differenced about the center
of a mesh cell volume.

In the above difference eguations, some guantities are
recuired at positions where they are not defined. These
cuantities are calculated using the concept of donor-cell
differencing and spatial averages. The specific approach
used is well explained in Ref.[l] section 2.2.2.

Now the difference eguation forms are completely set

up and they should be solved numerically.
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First the momentum equations are transformed to reduce

the velocities to spatial pressure differences. 1In the process
n+l/2

\ oo n+l/2
the frictional terms (Fiv)k+1/2 and (va)k+l/2 are treated
semi-implicitly in the following way.
n+l/2 _ - n+l n+1 -
Fiolxr1y2 = L0G%a1/2 = Vedka1yz2) Fiy (3.39)
n+l/2 _ n+l .
Folx+1/2 = 1000141 /2) iy (3.40)

~

where Fiv and F . are explicit guantities at time step n
that should be given from constitutive relations.

The momentum conservation eguations may be written as

follows.
(vvz)iii/z'arv + arvetcvedelt + alpva-rdsdto(PQ:i-PE+l)
—arvevv = —(vvz)gii/2~delt-fwv - [(sz)iii/z
-y piT ) delt fiv - (3.41)
(ng)iii/z-arl + arl-tcl-delt + alplaordsdt'(PQ:i—Pi+l)
—arl-vl = -(vzz)ii%/z-delt'fwi - [(VQZ)EI%/Z
~ (v, )it o) dele£id (3.42)

where the following notations have been used.
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fiv = Fiv fwv = va

n
arv = (apv)k+l/2

_ n
vv = (sz)k+l/2

v
n AZ vz.n

tev = v, ki1 2 =57 ke /2]

n )
alpva = Oy 41/2

At

rdsdt = iz
k+1/2

delt = At

The corresponding notations for liguid may be obtained
by replacing the vapor notation v with the liguid notation %
and ¢ with (1-9¢),

In the Egq's 3.41 and 3.42 there are two unknowns
n+1

(sz)iii/z and (Vﬁz)k+l/2 that can be expressed in terms
of the pressure difference (PQI% - P§+l) at time step (n+l)

and other explicit terms at time step n.
Therefore the momentum conservation equations can be

linearized in the following form.

(vvz)ﬁii/z = Ccpv (PEI% - P§+l) + fv (3.43)
(ng)iji/z = cp? (PEI% - P§+l) + £3 (3.44)

These velocities are substituted in the mass and energy
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conservation equations to get a set of eguations with P, ¢, Py

Oor €1 €4 T, Q Q.0 and Qi at time step (n+l). Using the

wv'! *w
equations of state and constitutive relations, the guantities

1

+1 + + n+ n+ n+l n+1l n+ .
ol n+l n+l e . 1 and Qi are approxi-

Sy Mg T8y T gy T T Q0T Qg
-mated in terms of those quantities at time step n and the

first order derivatives with respect to the parameters aq, Tv'

T£ and P. For example,

ov = f(Tv, D) (3.45)
P 9P

n+tl _ n v, n+l n v,,ntl _.n

v = pv + ?T;(Tv - TV) + ‘gﬁ(f P) {3.48)

Now for the mass and energy conservation eguations for

+ +
each phase, there are four unknowns an+l, TS l, Tz 1 and Pn+l.

In matrix form, they may be written as follows.

¢ S 3 4 7

Ciay Ci2 Ci13 Cay ( ap £,

Czy1 Cz2 Ca3 Coay JiYed T
= (3.47)

C:1 Csz2 Cszu Cay ATV f;

\Chl Cu2 Cusz Cuy \ATQ kf“;

4

Eg 3.4 1is a local matrix eguation for one Newton
iteration step. For each Newton iteration step, the coeffi-

-cient matrix on the lefthand side and the column vector on
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the righthand side should be recalculated. The above local
matrix is inverted to_eliminate Ao, ATV and AT& in favor of
LP. Thenvthe global matrix egquation over the entire
spatial mesh is set up and solwved by the inner iteration
scheme.

The Newton and inner iteration convergence criteria
are both such that :AP between two successive iterates at any
spatial mesh point should be less than some preset values.

In case of a one dimensional problem, the inner iteration
is not necessary because the global matrix can be inverted
directly with little computation time.

Now the spatial pressure distribution at time step (n+l)
is completely calculated by the Newton.and inner iterations.
From the ﬁressure distribution, the void fraction, vapor
temperature and liguid temperature can also be calculated
immediately and the calculation goes on to the next time step

(n+2).

3.2 Physical models

. . paBrenl *
23.2.1 Phvsical models in TEERMIT

W

.2.1.1 Wwall friction

For single phase, the THERMIT wall friction correlation
is a2 mixture of Markley's laminar correlation[Ref. 4 ] with

Necverndstern's turbulent correlation[ReZ. 4 ] with some

* sodium version THEIRMIT revised by Ancdrei L. Schor as of

Jznuery, 1581.
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appropriate transition formula. The single-phase correlation

is extended to the two-phase case using the format of Autruffe's
correlation. None of the Mark}ey's, Novendstern's and
Autruffe's correlations is satisfactory by itself due to their
limited range of applicability. Therefore these three corre-
-lations are combined to produce a new wall friction correla-
-tion which has a proper applicable range. The present wall

friction correlation in THERMIT is given in the following.

6.94Re0.086

]0.885
2.239

1.034 29.7(p/D)

M= + (3.48)
(H/D)

(P/D)0'124

P/D : pitch-to-diameter ratio
H/D : wire-wrap-lead-to-diameter ratio

Re : Reynold's number

M is a geometry factor and appropriate Reynold's number should
be used for the calculation of M for each phase. The Reynold's

number for each phase is defined as follows.

*

(1-avp,v, De
Re = L (3.49)
L Mo
aovvae
Re. = ————— (3.50
v i, )

Since the wall friction is composed of two parts, i.e.

the liguid and vapor that contact the wall, the contact
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fraction is defined for each phase. Before the dryout point,
only the liquid contacts the wall and the contact fraction for

vapor 1is zero.

1.0 a <o
cEL = [ | dry (3.51)
1.0 - o a <a <1.0
1.0-0a dry
: dry
cfv = 1.0 - cf? ’ (3.52)
where adry = 0.957

With the above definitions the wall friction factor is expressed

in the foilowing way.

For liguid
. 0.316M 559
fturb, 2 = .25 oM 2600 < Re, < 200,000

32, P ,1.5 cfl <
= ==(—5x— 4 (3.54)
flam,R, ‘/-I:I-( D ) Rel Reg‘ <400
= v - (3.55
firans,? fturb,z/V + flam,k/l ¥ 400 <Re, <2600 )
. Re9v - 400
7} LU/ S
where Y = e—
2200
FTor vapor
= 0 336 2600 <Re_ < 200,000 35
fturb,v B Re0.25 civ = 25y (3.56)
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_32,P, 1.5 cfv

fiam,v = 7:(5) Re Re . £400 (3.57)
H v

ftrans,v = fturb,v/w + flam,v/l_w 400 <Re, - <2600 (3,58)

Re - 400
-

2200

Note that H is the wire-wrap-lead in [meter].

w

.2.1.2 Interfacial mementum transfer

THERMIT has a Wallis-type correlation for the interfacial

momentum transfer which is given in the following.

Kk = 223 o |y v, | {(1-a) [1+75 (1-a) 11023 (3.59)
2De vov
P, = K(v, - V) C(3.60)

where .De is the eguivalent hydraulic diameter.

2.2.1.3 WwWall heat transfer

The wall heat transfer is assumed to be composed of three
parts, i.e. liguid convection, nucleate boiling and vapor

convection.

g = hvfc(twf-tv) + hlnb(twf-tsat) + hlfc(twf-t2) (3.61)
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where tv, t&, tsat :vapor, liquid and saturation temperatures

hvfc :heat transfer coefficient through vapor convection
hlnb :heat transfer coefficient through nucleate boiling

hlfc :heat transfer coefficient through liquid convection

Three flow regimes are defined and the condition of existence

for each flow regime is as follows.

a)

b)

c)

The

single-phase liquid
0.01> o or twf < tsat
two-phase annular flow
0.01 <a <0.99
single-phase vapor

0.99 <o

correlations used for each of these flow regimes are,

1) Schad's correlation for single-phase liquid

g = hlfc (twf - t2) (3.62)
Pe. > 150 hlfc = 2 Ly (pe )03 (3.63)
€ C = e [ :
ky
Pez < 150 hlfc = T 4.5 rr (3.64)

where rr is defined in Eq 3.66.

2) Modified Chen's correlation for two-phase annular flow

g= hlnb (twf - tsat) + hlfc (twf - tf) (3.65)

Lefine the following parameters.
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rr = -16.15 + (P/D)[24.96 - (P/D)8.55]
‘ x .0.9,P2.0.5 Mv.0.1
Xtt1 = (i—-—f) (B—)_ (;—)
v LQ
t2 » tsat
xtti > 0.1 £ = 2.35(xtti + 0.213)0-736
xtti <0.1 £ = 1.0
gx = (l-a)oz|v£|
tf < tsat
£=1.0

gx = apv]vvl + (l—a)p£]v£]

Definitions for the parameters sig, relx and retp.

sig = 9.8066 Oy
relx = ME
My
retp = 1.0x107% reix (£)t-25
retp < 32.5 s = 1/(140.12 retpt*1%)
- _ 0.78
32.5 <retp <70.0 s = 1/(1+0.42 retp )
retp > 70.0 s = 0.1
k,c C_,P
_ 27 pl,0.5 -0.29 0.25,"p2742,0.24
hs = 0.0012 s (—ETE_) (Prﬁ) (DQ) (p H )

vi'fg

(3

(3.

(3

(3.

(3.
(3.

(3.

(3.

(3.

.66)

67)

.68)

69)

.70)

71)

72)

73)

74)

.77)

.78)

79)
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Now with these definitions the heat transfer cocefficients

are calculated in the fbllowing way.

k .
% 0.375 0.3
hlfc = pg *¥ (£) (Pey) (3.80)
0.99, D 0.75
hinb = h_ (twf - tsat) '~ ° (—=3 ) "" (3.81)
. S . tsat Vfg

3) Dittus-Boelter correlation for single-phase vapor

g = hvfc (twf - tv) (3.82) "
hvfc = Sy 0.023 (e )% % (re )04 (3.83)
- De v v’ . )

3.2.1.4 Interfacial heat transfer

The interfacial heat transfer occurs by conduction and
convection at the interface of the liguid and vapor phases.
Presently a very large constant is input for the heat transfer
coefficient ‘'hinter’.

q; = hinter (tv - t%) (3.84)

3.2.1.5 1Interfacial mass transfer

The interfacial mass transfer model in THERMIT is a

modified form of the Nigmatulin model.



True interfacial area;

-6 8-

——[2/3(P/D-M)

a < 0.6 B = %/3ﬂd
0.6 <o <0.957 A, 4/ﬂ
@2 0.957 A =‘4/“[2/§ (p/D M) 2
where M = — .
2/3(p/D) “-

D : rod diameter

Note that

>
I

0.1

0.005

>)
]

r = { —E—Aa 1- a)/R Ao

V2

(3.85)
Zom) 0> (3.86)
l-a
(1—5—§g7) (3.87)
T2 > Ts
(3.88)
T, < Tg
T < T
% S
(3.89)
T 27T
v s
(3.90)
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3.2.2 Problems of THERMIT physical models

3.2.2.1 Forced and natural convection

THERMIT physical models are derived from high-speed
forced convection experiments whereas ORNL/TM-7018 is a
low speed natural convection experiment. It is not yet
known whét amount of error will result, when .the forced
convection correlations are used for natural convection
cases. For single-phase flow, one of the major differences
between the two cases is the velocity and temperature profiles
across the flow area. The peak velocity in forced convection
is at the center region of the flow area, whereas the peak
velocity in some natural convection cases is somewheré between
the center and the wall. This is because the coolant is heated
from the wall and the flow is driven by the buoyancy effect of
the heated coolant. When there are different velocity and
temperature profiles, different wall friction and wall heat
transfer correlations should theoretically be usec.

For the two-phase flow, the situation is much more
complicated and it is difficult to say what the difference

between the forced and natural convection would be.

3.2.2.2 TFlow regime

There are two flow regimes in the THERMIT correlations

for a sodium two-phase flow, i.e. bubbly and annular flow.
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forced convection natural convection

L3

Fig 3.1 Typical velocity profiles for forced and natural

convection
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Three points should be defined to determine the flow regimes,
inception of boiling, transition from bubbly to annular flow
and dryout.

In THERMIT physical models there are some inconsistencies
regarding the flow regimes as listed below.

1) There is an inconsistency in determining the dryout

point. For the wall friction, the dryout is assumed to occur
at a = 0.957 and the contact fraction of ligquid is defined

as Sl after the dryout point. However for the wall

l-adry
heat transfer the dryout occurs at o = 0.99 and the wall is

in contact only with vapor after the dryout point.

2) There is an inconsistency in determining the transition
point between bubbly and annular flow. The bubbly flow regime
is not defined for the wall friction and wall heat transfer,
but only for the interfacial area calculation. The value
¢ = 0.6.1is chosen for the transition from bubbly to annular
flow just to make the interfacial area a continuous function
with respect to the void fraction. There is no physical
basis for the value a = 0.6.

3) The droplets in the vapor core for an annular flow
should be considered. The fraction of the ligquid droplets
should be determined because the droplets significantly
zffect the interfacial momentum transfer. Since the

croplets may be assumed to flow at the same velocity as
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the vapor, the interfacial momentum transfer is increased
in comparison with the flow without droplets.

4) 2 physical model for the interfacial heat transfer is
required. Presently a very large value is input for the
interfacizl heat transfer coefficient, but it must be a
function of the ;ntérfacial area and flow regimes.

5) There seems to be a problem in determining the interfa-
-cial momentum transfer. 1In the present correlation, the
interfacial momentum transfer is proportional to the square
of the difference between the liguid and vapor average
velocities. Actually the interfacial momentum transfer is a
local phenomenon at the interface and Qas nothing to do with
the bulk average guantities. The difference of bulk average
velocities is sometimes a good measure of the velocity
gradient at the interface. However if the liquid film
Reynold's number is above 3000[Ref. 6 ], the wavy motion of
liguid film is independent of the liquid film flow rate and
determined from the vapor velocity. Hence the interfacizal
momentum transfer may depend not only on the difference of the
licuié and vapor velocities but also on their absolute

magnitudes.

w

.2.2.3 Concéensation modeling

In THERMIT, the liguid and vapor temperatures are
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artificially made almost equal by using a large interfacial
heat transfer coefficient. According to the Nigmatulin model,
the interfacial mass transfer is proportional to the difference
between the liquid or vapor temperature and the saturation
temperature. Consequently the interfacial mass transfer is
not reliable, because the liguid and vapor temperatures are
not reliable.

The advantage of the 4-Eg model is that physical models
for the interfacial mass and energy transfer are not necessary,
but the 4-Eg model cannot describe a state of thermal diseguili-
-brium between phases. Since a thermal diseguilibrium state is
expected to occur in case of the condensation of superheated
vepor in subcooled ligquid, the interfacial mass aﬁd ehergy
transfer is of primary concern for condensation modeling of the

6-Eq model.

3.2.3 Translation of physical models to different geometry

3.2.3.1 Eguivalent hydraulic diameter

The wall friction and wall heat transfer are the transport
phenomena of momentum and energy from the wall. The transport
phenomena from the wall are determined by the flow condition,
properties of coolant, wall surface condition and the geometry
of the wall. It has been shown by experiments that in some
cases .the traﬁsport from the wall is relatively independent of

the geometry of the wall, e.g. circular or rectangular,
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provided the equivalent hydraulic diameters are the same.

If the transport phenomenon from one portion of the -
perimeter affects the transport from another portion of the
perimeter, the equivalent hydraulic diameter cannot be used.
In other words, the eguivalent hydraulic diameter cannot be
used when the flow area is too far from being circular or
the flow is laminar so that the wall effect is not uniform
over the flow area, but is a function of the distance from
the wall.

Conseguently in translating the rod-bundle correlations
"to the circular geometry, two conditions should be satisfied.
One is that the rod-bundle in LMFBR should not be too.closely-
-packed so that the subchannel geometry is not too far from
being circular and the other is that the flow should be
turbulent.

Two egquivalent hydraulic diameters are used in THERMIT,
the wetted egquivalent diameter for the wall friction and the
heated equivalent diameter fer the wall heat transfer. They

are defined as follows.

1]

De (wetted) 42/ (wetted perimeter) (3.91)

De (heated) 42/ (heated perimeter) : (3.92)

]

The eguivalent hydraulic diameter may be a good approxi-

-mation if the previously mentioned two conditions are
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satisfied, but the best way is to use the correlations that

are developed in the same geometry.

3.2.3.2 Interfacial area

The interfacial area in a rod-bundle geometry is given
in Section 3.2.1.5 'Interfacial mass transfer', and the bésic
idea of the deri&ation is given in Ref. 4 . If the same idga
is used for the circular tube geometry, the following
expressions for the interfacial area between liguid and vapor

phases are derived.

AL = Y6 g—“- in bubbly flow A (3.93)

At = ﬂg& in annular flow (3.94)
_ 4o, 1-a ,0.5 -

AL = 5 (g=—) after dryout (3.95)

dry

where D is the diameter of the tube

In order to get a continuous interfacial area with

respect to the void fraction o, an approximation to the above

ecuations is made as follows.

yI.5 - 1 1.5

R S
At = T(/ . - —(—————)—1—5- o] ) in bU.bbly and (396)
OLc’iry annular flow
4/ o, e | vy1.5 - 1 1. - 0.
Ay = HEUTE - L2 o) (380 (3.97)
(adry) ary

after dryout
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Fig 3.2 shows the difference between the interfacial
areas calculated by Eg 3.85, 3.86 and 2.87 with the eguivalent
hvdraulic diameter of the rodibundle and by Eq 3.26 and 3.97
with the diameter of the tube. Fig 3.2 shows that the inter-
-facial area between phases is dependent not only on the
eguivalent hydraulic¢ diameter but also on the actual shape of
coolant channel.

Although the eguivalent hydraulic diameter may be a good
ezpproximation for calculating the wall friction and wall heat
transfer, it is not so good for calculating the interfacial
area which determines all the transfer terms between liquid

and vapor phases.

3.2.4 Summary of physical models for circular tube geometry

Wall friction

Autruffe's wall friction correlation[Ref. 5 ]

_0.18 -0.2
va = 'iB—e——(RP.Q) Q,Q,VQ’V,Q,I (3.98)
0.2 -0.2
Fy = 2be ¢(Rey) 1T eVl (3.99)
(l—a)DQVQDe apvaDe
Re = ————

where Re =
9 Vo v Wy
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Fig 3.2 Interfacial area for rod-bundle and circular tube

void
fraction

[a] -

geometry with the same equivalent hydraulic diameter
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FT = E‘FQ + (l—e)Fv
where [6 =1 - o S0gry
l-¢
6 = 195 @ 7 %ar
1 adry Y

Interfacial area between liguid and vapor

4o j—— 1.5 -
g = _'L/&(‘/l.s - /.._l_'.é.____.]Z_ al's) in bubbly and
t D (o )1.5
dry annular flow
4o, 0~ V1.5 -1 1.5 l-a
Ag = 5 1.5 - TEE—yTp o7 (g4g ) after dryous

(adry) dry
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Table 2.1 Summary of the constitutive relations used
for the natural and forced convection simulations
Natural convection Forced convec-
constitutive (ORNL/TM-7018) -tion (French)
relaﬁions circular tube circular tube
4-Eq 6-Eg 4-Eqg
Interfacial Modified Nig-
mass transf- none -matulin model none
-er Fg 3.85 - 3.90
Interfacial Wallis correlation
momentum Eq 3.59 - 3.60
transfer
Interfacial large heat
enerqgy none transfer coeff. none
transfer Eq 3.84
Axial wall Markley's, Novendstern's and Autruffe's
friction correlation
Eq 3.48 - 3.58
Wall heat Schad's, Modified Chen's and Dittus-Boelter's
transfer correlation

Eq 3.61 - 3.83
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Chapter 4. Results

4,1 Natural convection

The calculational results for the simulation of ORNL/TM-
-7018 are presented here. There are two parts in the
simulation, the ;eSt section and the loop simulation. For
the test section simulation, first the quasi-steady-state is
assumed and calculation is done for all test runs using the
average values of the oscillatory inlet velocity. After the
guasi-steady-state (steady-state boiling) has been reached,
the inlet velocity is oscillated with the period of one
second and a transient calculation fo;_the test run 129R1 is
performed. For the loop simulation, the simulated and actual
1-D loop analysis results are presented. 1In the simulated
1-D loop analysis, a hypothetical vapor density is used to

avoid the code failure.

4.1.1 Test section simulation

4,1.1.1 Steady-state

The steady-state here means the time average of the
oscillatory behavior as discussed in Chapter 2.

The pressure-velocity boundary condition is used for all
runs of the test section simulation. The inlet velocity is

given from the inlet flow meter measurement.
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In Table 4.1 the pressure drops in experiment and
calculation are given for all test runs. The 4-Eg and 6-Eq
models gave almost identical .results and those results are
plotted in Fig 4.1.

Note that the experiment and calculation pressure drops
cannot be compa:ed'directly. The calculated pressure drop
is between the center points of the fictitious cells,
whereas the experiment pressure drop is between the upper
and lower plena. The condensation effect in the upper plenum
and the gravitational head between the center points of the
fictitious cells and the actual manometer locations are not
taken into consideration. These effects are bounded and
‘discussed in Chapter 5. .

In Table 4.2 the maximum number of Newton iterations,
the convergence criteria for Newton iterations and the
convergence criteria for steady-state are given. The nega-
-tive number of maximum Newton iterations means that the
time step size is automatically reduced after the maximum
number of Newton iterations, if the Newton iteration conver-
-gence criterion is not satisfied. 1If a positive number of
maximum Newton iterations is used, the calculation will
continue to the next time step, although the Newton itera-
-tion convergence criterion is not satisfied. It may be

safer to use a negative number of maximum Newton iterations.
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Table 4.1 Steady-state test section pressure drop for
4-Eq/6-Eg models
Test Power> inlet APcalc bP i1c Apexp't
No. [w) velocity (4-Eq) (6-Eq) [BAR]
[em/s] [BAR] [BAR]
107R2 210 8.438 0.2013 .20
Single { 108R2 350 10.849 0.1974 .18
chase 100R3 490 12.054 0.1930 .08
100R4 560 12.260 0.1901 .16
129R1 910 12.054 0.75149 0.75140 .08
121R1 980 9.644 0.86342  0.86334 .08
TWO 125R1 980 10.849 0.87640 0.87622 .06
phase 125R2 980 8.438 0.82815 0.82829 .08
127R1 1050 9.644 0.92575 0.92577 .07
120r1P 1050  28.930  0.21965 .06
119R1 1120 13.260 1.02340 1.02280 .08
126R2 1120 10.849 1.02326 1.02315 .08
128R1 1190 10.849 1.08605 .07
Xote 70% of the power given in the report ORNL/TM-7018

In experiment it was a two-phase run, but in calcula-

-tion it was a single-phase run with the given inlet

velocity.
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Table 4.2 Steady-state test section calculation convergence
criteria for 4-Fg model
Test No. Power nitmaxa epsnb delprc
107R2 210 -5 L0x107°  1.0x1077
Single | 108R2 350 -5 .0x107° 1.0x107°
phase 100R3 490 -5 L0x107> 1.0x107°
100R4 560 -5 0x107°  1.0x107°
129R1 910 5 L0x1073 1.0x1077
121R1 980 3 cox10”% 1.0x107
Two 125R1 980 3 .0x10™°> 1.0%107°
phase 125R2 980 3 Jox1073 1.0x107°
127R1 1050 3 .0x10™% 1.0x107°
120R1 1050 3 .0x107° 1.0x107°
119R1 1120 3 cox10™% 1.0x107°
126R2 1120 3 Lox107° 1.o0x107°
128R1 1190 3 ox10”% 1.0x107°

ote a maximum number of Newton iterations

b convergence criterion for Mewton iteration

c convergence criterion for steady-state

(delpr = delro

delem)
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lower plenum upper plenum

Pressure distribution for the test run 129P1
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However it was impossible to satisfy any meaningful Newton
iteration convergence criterion at the inception of boiling
and condensation, whatever number of maximum Newton itera-
-tions might be used.

Although the Newton iteration convergence criterion is
not satisfied at the inception boiling, the calculation goes
on to the next time step and finally reachés the steady-
-state. Hence the intermediate results are not reliable,
but the final steady-state does not depend on the interme-
-diate results, but only on the boundary conditions.

If the maximum fractional change in pressure, mixture
density and mixture internal enérgy between successive time
steps are less than delpr, delro and éelem, it is concluded
that the steady-state has been reached.

In Iable 4.3 it is shown how the heat input is trans-
-formed and partitioned among the enthalpy, kinetic energy
and potential energy rises of the coolant. About 1Vv2% of
the total heat input is lost according to THERMIT calcula-
-tions for two-phase cases. The reason has been given in
Chapter 3.

In Table 4.4 and 4.5, the liguid and vapor velocities

of the HEM and 4-Eg/6-Eg models are given.
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Table 4.3 Steady-state test section energy conservation for

4-Eg model
.Test Power enthalpy K.E. rise P.E. rise % energy
No. (Wl rise[W] (W] (W] loss
107R2 210 210 0.0 0.0 0.0
Single|108R2 350 350 0.0 0.0 0.0
ohase |100R3 490 490 0.0 0.0 0.0
100R4 560 560 0.0 0.0 0.0
12981 910 900 4.29%107% 2.06x107° 1.10
121R1 980 963  11.66x107° 1.65x107°  1.74
Two |125R1 980 965 8.79x107% 1.85x10 2 1.53
chase |125R2 980 962  15.11x107% 1.44x1072 1.84
127R1 1050 1030  15.85x10°2 1.65x107 2 1.91
120R1L 1050 1050 0.0 0.0 0.0
119R1 1120 1104 9.98x10"2 2.26x107 2 1.43
126R2 1120 1098  * 16.56x10"2 1.85x1072 1.96
128R1 1100 1165  21.67x10°2 1.85x1072 2.10
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Table 4.4 Steady-state HEM Table 4.5 Steady-state 4-Eg/
model for test run 129R1 ) 6-Eq model for test run 129R1
Inter-|  velocitylm/s] | slip Inter- velocity[m/s] | slip
-face ratio -face ratio
No. liguid wvapor No. liguid vapor
1 0.121 0.121 1.0 1 0.121 0.121 1.0
2 0.126 C.126 1.0 2 0.126 0.126 1.0
3 0.133 0.133 1.0 -3 0.133 0.133 1.0
4 0.140 0.140 1.0 4 | 0.140 0.140 1.0
5 0.975 0.975 1.0 5 1.318 9.748 7.40
6 5.932 5.932 1.0 6 2.208 20.232 9.16
7 6.006 6.006 1.0 7 2.268 21.535| 9.50
8 -6.977 6.877 1.0 8 2.327 23.372| 10.04
9 8.402 8.402 1.0 9 2.400 25.621 | 10.68
10 10.738 10.738 1.0 10 2.464 28.483 ] 11.56
11 15.394 15.394 1.0 11 2.605 32.163 | 12.35
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Table 4.6 Dependence of the pressure

drop on interfacial friction

for test run 129R1

Pi/Fi(THERMIT) AP [BAR)

no slip (HEM) 2.95734
1.0 0.7514¢9
0.1 0.33761
0.05 0.2695¢
0.01 0.17535
0.005 0.15408
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4,1.1.2 Transient

After the steady-state has been reached, the inlet
velocity was oscillated with the period of one second. Then
all the other parameters such as the pressure drop over the
test section and the void fraction, mixture enthalpy and
mixture 'density at the end of the heated zone oscillate
according to thé inlet velocity oscillation with some phase
shifts.

Fig 4.2 and 4.3 show the oscillations of those parame-
~-ters. It should be noted that the Newton iteration conver-
-gence criterion of ZLO-4 is satisfied at every time step in
this calculation. Hence all the intermediate results are
reliable within the limit of the convérgence criterion.

In Fig 4.4 the variation of the outlet liguid and vapor
velocities is shown during the transient.

4.1. Whole loop simulation

2
1.1.2.1 Simulated 1-D loop analysis

In order to avoid the failure of the code at the incep-
-tion of boiling and condensation, the vapor density has
been artificially increased by one hundred and two hundred
times as explained in Chapter 2. The transient with a real
vapor density can be inferred from these two results.

Fig 4.5 and 4.6 are the simulated 1-D loop results of the
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inlet pressure and velocity with the vapor density 200 times
increased. Fig 4.7 and 4.8 are the results of the case
which has exactly the same geometry, boundary conditions and
inputs as Fig 4.5 and 4.6 except that the vapor density is
increased by 100 times.

In.Fig 4.5.thére is a peak of the pressure drop at the
inception boiling and the pressure drop decreases as boiling
goes on, because the hydrostatiC pressure drop decreases
due to the lower density of vapor. A minimum value of the
pressure drop is indicated when the vapor packet reaches the
upper plenum and condensation begins. From that point on,
the pressure drop oscillates with the period of about 10
seconds. Initially there is a damping of the oscillation
amplitude. However after about 70 seconds, no damping is
indicated up to the point of 130 seconds. '

The inlet velocity varies in the opposite way from the
pressure drop. When the inlet velocity is minimum, the
pressure drop is maximum. Consequently there is a phase
shift of 180° between the pressure drop and inlet velocity.
Note also that the inlet velocity is minimum at thé incep-
-tion of boiling.

Fig 4.7 and 4.8 show the same general tendency as
¥ig 4.5 and 4.6, but much more severe transient at the

inception of boiling. A reverse flow is indicated in
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rig 4.8 and the code failed at the time of 2C seconds.

In Fig 4.9 the steady-state boiling oscillation with
the vapor density 200 times increased is shown on a magni-
-fied scale. The period is about 9 seconds.

Fig 4.10 through 4.19 show the spatial distributions cf
the void fraction at discrete time intervals. Fig 4.10
through 4.15 sh&w the inception of boiling at the end of the
heated zone and propagation of the vapor packet and conden-
-sation in the upper plenum. Meanwhile another vapor packet
is formed at the end of the heated zone and these two vapor
packets are connected and undergoes a similar vapor packet
propagation in the test section: Fig 4.16 through Fig 4.19
show the void distribution in the ste;dy-state boiling
region. It can be observed that the shape of the void distr-

-ibution oscillates with the same period of 9 seconds as in

Fig 4.9.

4.1.2.2 Actual 1-D loop analysis

Fig 4.20 shows the steady-state pressure distributions
in the test section for the simulated 1-D loop and actual
1-D loop analysis. It is the result of the single-phase run
107R2 the heat input of which is 210 W.

The steady-state inlet velocity is 0.070 m/s in the
simulated 1-D loop and 0.063 m/s in the actual 1-D loop

because the slope of the pressure distribution in the
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simulated 1-D loop is a little steeper as shown in Fig 4.20.
Since the simulated and actual 1-D loop have the same
geometry and heat input, they should give exactly the same
result. The deviation in the steady-state pressure distri-
-bution and inlet velocity of the two analyses is due to the
different treatment of the transverse wall friction. 1In the
simulated 1-D loop, all the wall friction is treated axially,
whereas in the actual 1-D loop a separate correlation is
used for the transverse wall friction.

Another source of the deviation in the velocity is the
thermal expansion of sodium. In the simulated 1-D loop it
adéds to the axial velocity, whereasviq the actual 1-D loop
it adds to the vertical velocity component at the top face
of the rectangular pool. However the thermal expansion

effect has no relevance for the steady-state results.

4.2 Forced convection

The calculation results for the simulation of the
French forced-convection experiment are presented here.
Simulation is done for the hypothetical geometry of uniform
flow area in axial direction.

-Table 4.7 and 4.8 show the calculation results for two

ferent radii tubes, r = 0.002 m and r = 0.003 m.

()'
Fh

i

-l
13

ig 4.21 is the plot of the results on coordinates of inlet

Q

mass flow rate and total pressure drop over the test section.



Table 4.7 Torced-convection calculations for r = 0.002 m
Run Vinlet m AP [BAR] enthalpy max. slip void % loss
[m/s] (kg/s] rise (kW] ratio fraction in energy
1-2 10.0 0.106 2.12251 9.962 1.0 0.0 0.38
2-2 5.0 0.053 1.02615 9.9914 1.0 0.0 0.06
3-2 4.0 0.042 0.73875 9.996 1.0 0.0 0.04
4-2 3.0 0.032 0.49989 9.998 1.0 0.0 0.02
5-2 2.0 - 0.021 0.31207 9.999 1.0 0.0 0.01
6-2 1.75 0.019 0.27329 9.999 1.0 0.0 0.01
7-2 1.5 0.016 0.67066 9.996 3.01 .8192 0.04
8-2 1.4 0.015 1.13522 9.985 3.64 .8690 0.15
9-2 1.3 0.014 1.72212 9.969 4.18 .8916 0.31
10-2 1.2 FAITL
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Tahle 4.8 Forced-convection calculations for r = 0.003 m

Run Vinlet m AP [BAR] enthalpy max. slip max. void % loss
[m/s] [kg/s] rise [kV!] ratio fraction in energy

1-3 4.44 0.106 0.57404 9.993 1.0 0.0 0.07
2-3 2.22 0.053 0.26603 9.998 1.0 0.0 0.02
3-3 1.78 0.042 ° 0.22303 +9.999 1.0 0.0 0.01
4-3 1.33 0.032 0.18641 9.999 | 1.0 0.0 0.01
5-3 0.89 0.021 0.15550 10.000 1.0 0.0 0.0
6-3 0.78 0.019 0.14835 10,.000 1.0 0.0 » 0.0
7-3 0.67 0.016 0.39279 9.992 3.83 0.8603 0.08
8-3 0.62 0.015 0.60586 9.978 4.76 0.8971 0.22
9-3 0.58 0.014 0.81121 9.957 5.60 0.9173 0.43
10-3 0.53 0.013 1.00211 9.930 6.42 0.9308 0.70
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Note that the minimum point in the so-called S-curve is the
boiling inception point.

The code failed at some point in the two-phase region
and the inlet mass flow rate could not be reduced any more.
As the physical models and the numerical scheme are improved
to the state that the S-curve can be completed to the zero
mass flow rate, the suggested form of the energy conservation
eguations in Chapter 3 would have to be used.

A higher velocity will result in a higher frictional
pressure drop and more dissipation of the mechanical energy
into thermal energy. Hence the fraction of the dissipation
thermal energy will increase. _ |

At high inlet velocities the flow is single-phase. As
the inlet velocity is decreased and the flow remains single-
-phase, the energy loss decreases. However upon further
flow decrease, boiling begins andé the vaﬁor slip increase

cffsets the flow decrease effect and the net energy loss increases.

The results in Table 4:7 and 4.8 are an indication that
the energy‘loss problem of the present energy conservation

eguations will become more severe as the calculation goes to

a higher void fraction region.
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Chapter 5. Discussion of the results

5.1 Natural convection

5.1.1 Test section simulation

5.1.1.1 Steady-state

5.1.1.1.1 Pressure-drOp

The only parameter that can be checked against experiment
in the steady-state is the pressure drop over the test section.
Fig 4.1 shows that there is a considerable deviation between
the 4-Eg/6-Eg model results and experimental data. The HEM
model is even much worse than the-4-Eg/6-Eg model.

The calculated pressure drop is determined by thé physical
models in the code and the specific way that the experiment is
simulated. The physical models directly related with the
pressure drop are the wall friction, interfacial mass transfer
ané interfacial momentum transfer

There may be two sources of error in the pressure drop
calculation. One is the error in the physical models related
with the pressure drop and the other is the error in simulation
of the experiment.

In simulating the test section, some features of the
experiment are not taken into account. Since the sodium vapor
condenses completely in the upper plenum, there is a pressure

rise due to deceleration of sodium. The upper plenum in the
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experiment is a single-phase liquid region, whereas the top
end in the calculation is a two-phase region. Thus the
pressure rise due to deceleration should be considered as an
additional term.

Another source of error in simulation is whether the
exact positions of manometers coincide with the mesh centers
where the pressure is calculated. If the manometer position
does not coincide with the center point of a mesh, the
pressure difference due to gravity should be taken into
consideration.

These two errors are bounded for the test run 129R1.

(pesition deviation) < 0.5 m

pressure drop due
Tto position deviation’ < 4000 Pa

(pressure rise due)

‘" to deceleration ' ~ mlxv, + (l-X)VQ]/A

540 Pa < 1000 Pa

Therefore

Total deviation in pressure )

drop due to simulation error < 5000 Pa

(0.05 BAR)

(

The simulation error estimated as 0.05 BAR does not
accocunt for the deviation in Fig 4.1. Hence it may be

concluded that there is a problem in applying the physical
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models in THERMIT to the case of ORNL/TM-7018.

First it is questionable whether the high-speed forced
convection correlations in THERMIT give a good result for the
low-speed natural convection experiment of ORNL/TM-7018. It is
also gquestionable whether the rod-bundle geometry correlations
will be applicable to the circular tube geometry.

One or more.of the physical models may Be inappropriate
due to the different flow condition or geometry, but it is
impossible to know which physical model is responsible for the
deviation in Fig 4.1. For validation of the physical models,
more experimental data are necessary to check with calculation.’

The sensitivity of the pressure drop to the wall friction
and interfacial momentum transfer will be discussed here.
Some intuition for the two-phase wall friction pressure drop

can be derived from considering the single-phase case. The

single-phase expression for the wall friction pressure drop is,

L v2
AP = £ Se "3 (5.1)

The wall friction factor £ is vital for accurate pressure drop
prediction, but the calculetion in Appendix D shows that f is
rather insensitive to the flow condition according to THERMIT
wall friction correlations. The error in the wall friction

factor is linearly propagated to the pressure drop, i.e. 1%

error in f results in 1% error in the pressure drop.
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As for the interfacial momentum transfer, it does not
affect the pressure drop directly before dryout, but does
affect it through the liguid velocity. 1If there is more inter-
-facial momentum transfer, a higher liguid velocity will result
due to the increased friction force on liguid. A higher liquid
velocity will ag;in'give rise to a higher pressure drop as
Eq 5.1 shows. The interfacial momentum transfer is an import-
-ant parameter in determining the two-phase condition. It
establishes the flow guality and the void fraction, and all the
other physical models are strongly dependent on that void
fraction.

Moreover the transferred mass car{ies its own momentum so
that the interfacial momentum transfer is composed of two parts,
friction forces and momentum carried by the transferred mass.

Sensitivity of the pressure drop to the interfacial
momentum transfer is given in Table 4.6. Very large interfa-
-cial momentum transfer will result in egual velocities of
liguid and vapor, therefore the HEM model. The code tends to

fail as the interfacial momentum transfer decreases.

5.1.1.1.2 Energy conservation

Table 4.3, 4.7 and 4.8 show that a certain portion of the
total energy is lost in THERMIT calculations. The reason for

the loss has been given in detail in Chapter 3.
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The fraction of the lost energy increases as the total
heat input increases. This occurs because at a higher power
there is a more interfacial mass transfer and more frictional
dissipation due to increased velocities.

The importance of the energy conservation can be
illustraéed in the following way. A 1% error in the energy
corresponds to 1% error in the flow guality. That 1% error
in the flow guality may cause a considerable change in the
flow condition due to high density ratio between the liguid
and vapor phases of sodium at atmospheric pressure. Especially
for the dryout point determination, a small amount of error in.

energy may significantly affect the prediction.

5.1.1.1.3 Comparison of HEM, 4-Eg and 6-Eg models

Table ‘4.4 and 4.5 show the velocities of the liguid and
vapor phases for each model. The HEM model is too far from
experimental data, therefore completely erroneous.

As can be seen all through the results, the 4-Eg and
6-Zc models are almost identical. The 6-Eg model can be
reduced to the 4-Eg model with the assumption that the liquid
ané vapor temperatures are equal to the saturation temperature
in two-phase region as explained in Chapter 3. Presently
THERMIT uses a very large constant for the interfacial heat

transfer coefficient so that the liguid and vapor temperatures
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are macde almost egual to a saturation temperature. Under such
a condition, there cannot be much ¢difference between the 4-Eg

and@ 6-Eg model results.

5.1.1.2 Transient

Fig 4.2, 4.3 and 4.4 show that all the parameters
oscillate with the same period as the inlet velocity, although
with some phase shifts. The phase shift is a characteristic
of each parameter and is the final result of all the interac-
-tions between phases and between the coolant and the wall.
Conseguently there is no reason that the phase shift of one
parameter should be equal to the phase shift of anothér.

Fig 4.2 shows that the maximum point of the pressure
drop corresponds to the minimum point of the inlet velocity,
which means a 180° phase shift. Loop analysis results in

Chapter 4 show the same behavior between the P and Vinlet®

In Tig 4.21, the slope of the S-curve is negative in the
two-phase region. If the inlet mass flow rate increases, the
pressure érop should decrease and vice versa. Hence the
pressure drop should be maximum when the inlet velocity is

minimum as Fig 4.2 shows.
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5.1.2 Whole loop simulation

5.1.2.1 Oscillation

The simulated 1-D loop analysis has shown that the
outputs of the system are oséillatory although all the inputs
to the system are constant with respect to time. The experi-
-mental-data also show that the measured parameters oscillate
with a certain éeriod, although the inputs ére constant.

For the test section simulation in section 5.1.1, the
output is constant with constant boundary conditions.

For the simulated 1-D loop analysis, however, a small

perturbation from eguilibrium state does not damp exponentia- -’

-1lly, but continues oscillating with constant amplitude. The
oscillatory behavior of the two—phase—flow in a loop experi-
-ment is an inherent characteristic of the system.
In early 1960's many people [Ref. 11 - 14] tried to make
a general explanation of the two-phase flow oscillations, but
were not successful due to lack of knowledge about two-phase
flow phenomena and too many parameters that make the analyti-
-cal analysis impossible.
The calculation of THERMIT with the vapor density 200
times increased has shown that the system keeps on oscilla-

-ting with a certain period and amplitude after the 'steady-

-state boiling has been reached.
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5.1.2.2 Mathematical model of oscillation

A mathematical model of the two-phase flow oscillation
in a loop is suggested in this section. The idea of the
approach is to divide the loop into two regions, the test
section and the return loop, and set up mass, momentum and
energy conservation egquations for both regions. The test
section and the return loop conservation eguations are
coupled through an empirical relation which is obtained from

the calculation results and shown in Fig 5.3.

Conservation equations integrated over the test section

Mass 3
5EVoPy tVePy TVapPapd * 0pPylyeR + (1mog)ppquy A
= 2
pﬁiuQiA 0 (5.2)
Energy 3
TElVyPyey FVgPou +V_ oo e b+ 0p0 00 G0RyoR
+ L-ag)pogqupghggh = P Uy hpsB = Q (5.4)
Momentum .
3 2
5TV O U, +VpP Uy +V 0P U ]+ a0, 0u R
+ (l-a.)p u2 A -0 u2 A+ (P.-P.)A = =-F
07720 20 21717 0 "1 w
—[vav +V202 +Vsﬁps£}g (5.5)

where Qw is the total heat input and Fw is the total

wall friction force in upward direction.
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Notations

oy hgo'ovo' Pog” Uig uQO : enthalpy, density, and velocity

of each phase at the outlet

Dpgr Posr Yo

at the inlet

u,. : enthalpy, density and velocity of liguid

g void fraction at the outlet

A : cross-sectional flow area

VV, VQ, vsl : volumes of vapor and liguid in the two-phase

region and the liguid in the single-phase region

u, : spatial averages of internal energy,

e el' er pgl uvl I3

density and velocity of each phase in the two-phase region

sp’ Pspt Ygyg ¢ spatial averages of internal energy, density

and velocity of liguid in the single-phase region

Pé : pressure at the bottom face of the upper plenum
PO : pressure at the top face of the upper plenum
Pi : pressure at the bottom face of the lower plenum

P. : pressure at the top face of the lower plenum
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Conservation equations at equilibrium state

2

5¢ =0

Mass aoovouvoA + (1'a0)p20u£0A - DziugiA =0 (5.6)

Energy = @pP U ohyeR * (1-0p)ppaUpghgoP - PpiUgyhgsh

= Q (5.7)
Moemntum o.p 32 A+ (l-a.)p 32 a - 0 32.a 4 (P!'-P.)A
0"v0 " v0 0""20 20 21721 0 "1
= _Fw - [Vvov +Vzpz +vs£psllg (5.8)

In the above equilibrium state equations, it is assumed

that u U,., Vv, Vz, Pi and Fw are time-dependent

vo’ o’ Ygi
variables and all the other parameters are constant.
When the equilibrium conservation equations are subtracted

from the time-dependent conservation eguations, the perturba-

~tion equations are obtained.

Perturbation equations

e 3 . 3 - -
Mass pvgz(vv-vv) + pggg(vz—vﬁ) + aODvO(qu qu)A
+ (1-Qo)p£0(u20—u20)A - Dﬁi(uli uﬁl)A =0 (5.9)
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|m

Energy P eusz(VyVy) * o e yre (Vo=Ty) + agpyq (uyg=8 0)h oA
+ (Lmag) ey (uya-upgdhggh = 0g, (ug -uy;)h, A =0
) (5.10)
N 3 - 0
Momentum pvuvgg(vv~vv) + Uy (V -V ) + pvvvat(u -u )
+ o,V —i(u -a.) + 0 .V —i(u -u_,)
2780t L 2 sf st sf sl
, =2 _ 2 =2
+agpy g (ugg-ugo)a + (1mag)ogo (upa=uyy)a
0,. (u _3%.)a - (p.-P.)A = =(F._-F )
gieiT el iThd woow
- [(VV-VV)Dv + (VE-VR)DQ)g (5.11)
Since Vsz is assumed to be constant, Vv + VQ = (constant).
Thus
V£ - V£ = =-(V.. - Vv) (5.12)
By, - T,) = etV - T)
stV T Yy 5ty T Vv (5.13)
The perturbation eguations may be written as follows.
Mass (p. -0,)= a(V V ) + a.p._~(u ~=u_ YA
o v Lot 0"v0 Y0 w0
+ (l~a0)020(u20—u20)A - in(uii- gi)B =0 (5.14)
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Energy (Dvev 3 l)at(v V ) + ayP, 0( o Y Yh, A

v0o’' w0

(5.15)
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