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REPRESENTATION THEORY
An Electronic Journal of the American Mathematical Society
Volume 13, Pages 82–140 (April 8, 2009)
S 1088-4165(09)00348-3

CHARACTER SHEAVES ON DISCONNECTED GROUPS, X

G. LUSZTIG

Abstract. We classify the unipotent character sheaves on a fixed connected
component of a reductive algebraic group under a mild condition on the char-
acteristic of the ground field.

Introduction

Throughout this paper, G denotes a fixed, not necessarily connected, reductive
algebraic group over an algebraically closed field k with a fixed connected compo-
nent D which generates G. This paper is part of a series [L9] which attempts to
develop a theory of character sheaves on D.

Our main result here is the classification of “unipotent” character sheaves on D
(under a mild assumption on the characteristic of k). This extends the results of
[L3, IV, V], which applied to the case where G = G0. While in the case of G =
G0 the classification of unipotent character sheaves is essentially the same as the
classification of unipotent representations of a split connected reductive group over
Fq, the classification in the general case is essentially the same as the classification
of unipotent representations of a not necessarily split connected reductive group
over Fq given in [L14].

We now describe the content of the various sections in more detail. §43 contains
some preparatory material concerning (extended) Hecke algebra and two-sided cells
which are used later in the study of unipotent character sheaves. In §44 we study
the unipotent character sheaves in connection with Weyl group representations and
two-sided cells. (But it turns out that the method of associating a two-sided cell
to a unipotent character sheaf along the lines of [L3, III] is better for our purposes
than the one in §41.) A number of results in this section are conditional (they
depend on a cleanness property and/or on a parity property); they will become
unconditional in §46. In §45 we show that the problem of classifying the unipotent
character sheaves on D can be reduced to the analogous problem in the case where
G0 is simple and G has trivial centre. In §46 we extend the results of [L3, IV, V],
on the classification of unipotent character sheaves on D from the case G = G0 to
the general case.

Erratum to [L9, V]; in line 4 of 25.1 replace “syatem” by “system”.
Erratum to [L9, VI]: on p. 383 lines -25, -24 replace Z by ′Z̄s and ∆0

j by ∆j .
Erratum to [L9, VII]: on p. 248, line 4 of 35.5 replace G0F by G0F .
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Erratum to [L9, VIII]: on p. 346, line 14 replace the first k by k′; on p. 350, lines
3 and 4 of 39.6 delete “The restriction of”, “to”; on p. 350, line 6 of 39.6 replace
first σ by x; the 5 lines preceding 39.8 (“If n = 3 then ... is proved”) should be
replaced by the following text:

“If n = 3, then W must be of type D4, Γ is the alternating group in the four
letters a, b, c, d, W (K) is either {1} or Z/2 (with trivial Γ-action) or the Z/2-vector
space spanned by a, b, c, d with the obvious Γ-action. It is enough to show that
E = E′⊗E′′ where E′ is a Ū[W (K)Γ]-module defined over Q and E′′ is a Ū[W (K)Γ]-
module of dimension 1 over Ū. If W (K)Γ has order ≤ 2, this follows from the fact
that:

(a) Any simple Ū[Γ]-module is either defined over Q or has dimension 1.
(Indeed, if it has dimension > 1, then it is the restriction to Γ of the 3-dimensional
reflection representation of the symmetric group in the four letters, which is defined
over Q.)

Now assume that W (K) has order > 2. We can find a homomorphism ε : W (K) →
Ū∗ (with image in {1,−1}) whose stabilizer in Γ is denoted by Γε and a simple Ū[Γε]-
module E0 such that E = IndW (K)Γ

W (K)Γε
(Eε � E0); here Eε is the one-dimensional

Ū[W (K)]-module defined by ε (necessarily defined over Q). If Γε = Γ, then E =
Eε �E0 where E0 is as in (a) and the desired result follows. If Γε has order 2, then
E0 is defined over Q, hence E is defined over Q. If Γε �= Γ and Γε is not of order 2,
then Γε is of order 3, E0 is the restriction to Γε of a one-dimensional Ū[Γ]-module
E′′ and we have E = E′ ⊗ E′′ where E′ = IndW (K)Γ

W (K)Γε
(Eε � Ū) is defined over Q.

Hence the proposition holds in this case. The proposition is proved.”
Erratum to [L9, IX]: on p. 354, line -8 replace Vλ,V D

λ by Ωλ, ΩD
λ ; on p. 354, line

-7 replace 34.4 by 34.2; on p. 355, lines -8, -13 replace Vλ by Ωλ; on p. 359, first line
of 40.8 replace cy.λ by cy,ν ; on the preceding line replace in by ∈; on p. 361, line 9
insert“,” before L; on p. 363, line 6 before “Let” insert: “Let L̇�

w = IC(Z̄w
∅,D, L̇w).”;

on p. 365, second line of 41.4, two ) are missing; on p. 366, last displayed line of
41.4 replace � A by � e(A); on p. 368, line 2 remove “the condition that”; on
p. 369, line7 a ) is missing; on p. 371, line 1 replace Hn by H; on p. 372, line 4
of 42.5 replace ⊗A by ⊗A; on p. 376, line -22 replace WW by W; on p. 376, line
-10 replace HD,Ã

n D by HD,Ã
n ; on p. 377, line -10 replace vt by ϑ; on p. 378, line 6

replace ∆ by D.
Notation. Let ε := εD be as in 26.2. If X is an algebraic variety over k and

K ∈ D(X), we write Hi(K) instead of pHi(K). If K ∈ D(X), we set gr1K =∑
i∈Z(−1)iHi(K), an element of the Grothendieck group of the category of perverse

sheaves on X. The cardinal of a finite set X is denoted by |X|.

Contents

43. Preparatory results on Hecke algebras.
44. Unipotent character sheaves and two-sided cells.
45. Reductions.
46. Classification of unipotent character sheaves.
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43. Preparatory results on Hecke algebras

43.1. This section contains some preparatory material concerning (extended) Hecke
algebras and two-sided cells which will be used later in the study of unipotent char-
acter sheaves.

We fix an even integer c ≥ 2 which is divisible by |G/G0|. Let Γ be a cyclic
group of order c with generator �. Let W̃ be the semidirect product of W with
Γ (with W normal) where �x�−1 = ε(x) for x ∈ W. Note that the group WD

in 34.2 is naturally a quotient of W̃, via x�i �→ xDi with x ∈ W, i ∈ Z. Let
Irr(W) be the category whose objects are the simple (or equivalently, absolutely
simple) Q[W]-modules. Let Irrε(W) be the category whose objects are the simple
Q[W]-modules E0 such that tr(x, E0) = tr(ε(x), E0) for all x ∈ W. Let Mod(W̃)
be the category whose objects are the Q[W̃]-modules of finite dimension over Q.
Let Irr(W̃) be the subcategory of Mod(W̃) consisting of those objects that remain
simple on restriction to Q[W]. Let Irr(W̃) be a set of representatives for the
isomorphism classes in Irr(W̃). Let ι be the object of Irr(W̃) whose underlying
Q-vector space is Q with W acting trivially and � acting as multiplication by −1.
Note that if E ∈ Irr(W̃), then E|Q[W] ∈ Irrε(W). Conversely, we show:

(a) for any E0 ∈ Irrε(W), the set {E ∈ Irr(W̃); E|Q[W]
∼= E0} has exactly two

elements; one is isomorphic to the other tensored with ι.

From [L14, 3.2] we see that there exists a linear map of finite order γ : E0 → E0

such that γ(x(e)) = ε(x)(γ(x)) for any e ∈ E0, x ∈ W. (We use the following
property of ε: if s, s′ ∈ I are such that ss′ has order ≥ 4, then s, s′ are in distinct
orbits of ε on I.) Moreover, from the proof in [L14, 3.2] we see that γ can be chosen
so that γc′ = 1 where c′ is the order of the permutation ε : W → W. In particular,
we have γc = 1. This proves that the set in (a) is nonempty. The remainder of (a)
is immediate.

Let E be a subset of Irr(W̃) such that {E|Q[W]; E ∈ E} represents each isomor-
phism class in Irrε(W) exactly once.

43.2. Recall the notation A = Z[v, v−1]. Define l : W̃ → N by l(x�i) = l(x) for
x ∈ W, i ∈ Z; here l : W → N is the standard length function. Let w0 be the
longest element of W. Let H̃ be the A-algebra with 1 with generators T̃w(w ∈ W̃)
and relations

T̃wT̃w′ = T̃ww′ for w, w′ ∈ W̃ with l(ww′) = l(w) + l(w′),

T̃ 2
s = T̃1 + (v − v−1)T̃s for s ∈ I.

We have a surjective A-algebra homomorphism ζ : H̃ → HD
1 , T̃x�i �→ T̃xDi for

x ∈ W, i ∈ Z where HD
1 is the algebra HD

n in 34.4 (with n = 1); thus, a number of
properties of H̃ can be deduced from the corresponding properties of HD

1 in §34.
Let ξ �→ ξ† be the A-algebra isomorphism H̃ → H̃ such that T̃ †

w = (−1)l(w)T̃−1
w−1

for all w ∈ W̃. Let¯: A → A be the ring isomorphism such that vi = v−i for i ∈ Z.
Let¯: H̃ → H̃, ξ �→ ξ̄ be the ring isomorphism such that aT̃w = aT̃−1

w−1 for w ∈ W̃,
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a ∈ A; this isomorphism commutes with ξ �→ ξ†. For w ∈ W̃ we set

cw =
∑

y∈W;y≤x

vl(y)−l(x)Py,x(v2)T̃y�i ∈ H̃,

c̃w =
∑

z∈W;x≤z

(−1)l(z)−l(x)vl(x)−l(z)Pw0z,w0x(v2)T̃z�i ∈ H̃,

where w = x�i (x ∈ W, i ∈ Z) and

Py,x(q) =
∑
j∈Z

ny,x,jqj/2, ny,x,j ∈ Z

are the polynomials defined in [KL1] for the Coxeter group W. Note that ny,x,j = 0
unless j ∈ 2Z and nx,x,j = δj,0. We have cw = cxT̃�i and cw = cw. It follows that

c†w =
∑

y∈W;y≤x

(−1)l(y)v−l(y)+l(x)Py,x(v−2)T̃y�i ∈ H̃

and c†w = c†w.
Let H̃v = Q(v) ⊗A H̃ , a Q(v)-algebra. Let H̃1 = Q ⊗A H̃ where Q is regarded

as an A-algebra under v �→ 1. We have H̃1 = Q[W̃] (with T̃w ∈ H̃1 identified with
w ∈ Q[W̃] for w ∈ W̃). Let ξ �→ ξ|v=1 be the ring homomorphism H̃ → H̃1 given
by v �→ 1, T̃w �→ w for w ∈ W̃.

Let H, Hv, H1 be the algebras defined like H̃, H̃v, H̃1 by replacing W̃ by W.
We identify H, Hv, H1 with subalgebras with 1 of H̃, H̃v, H̃1 in an obvious way.
We have H1 = Q[W]. Note that H is the same as the algebra Hn in 31.2 (with
n = 1).

For x, y ∈ W we have cxcy =
∑

z∈W rz
x,ycz with rz

x,y ∈ A. There is a well-defined
function a : W → N such that for any x, y, z ∈ W we have rz

x,y ∈ va(z)Z[v−1] and
for any z ∈ W we have rz

x,y /∈ va(z)−1Z[v−1] for some x, y ∈ W. For any x, y, z ∈ W
we define γx,y,z−1 ∈ Z by rz

x,y = γx,y,z−1va(z) mod va(z)−1Z[v−1].
We define a preorder 
 on W as follows: we say that x′ 
 x if there exists x1, x2

in W such that in the expansion (in H) cx1cxcx2 =
∑

y′∈W ry′cy′ with ry′ ∈ A,
then we have rx′ �= 0. Let ∼ be the equivalence relation on W attached to 
. The
equivalence classes for ∼ are called the two-sided cells of W. (See also [KL1].) We
write x ≺ y instead of x 
 y, x �∼ y. It is known that a : W → N is constant on
each two-sided cell. If c, c′ are two-sided cells, we write c 
 c′ instead of x 
 x′ for
some/any x ∈ c, x′ ∈ c′. This is a partial order on the set of two-sided cells; we
also write c ≺ c′ instead of c 
 c′, c �= c′.

The free abelian group H∞ with basis {tx; x ∈ W} is regarded as a ring with
multiplication given by txty =

∑
z∈W γx,y,z−1 tz for x, y ∈ W. This ring has a

unit element of the form
∑

δ∈D tδ where D is a well-defined subset of W. We have
H∞ =

⊕
c H∞

c (as rings) where c runs over the two-sided cells and H∞
c is the

subgroup of H∞ generated by {tx; x ∈ c}. Let H̃∞ be the free abelian group with
basis {tx�i; x ∈ W, i ∈ [0, c− 1]}. We have naturally H∞ ⊂ H̃∞ (tx = txv0). The
group ring Z[Γ] is also naturally contained in H̃∞ by �i �→

∑
d∈D tdv

i. We regard
H̃∞ as a ring with 1 so that H∞ and Z[Γ] are subrings with 1 and �tx�−1 = t�(x)

for x ∈ W. We have a surjective ring homomorphism ζ∞ : H̃∞ → HD,∞
1 , tx�i �→

txDi for x ∈ W, i ∈ Z where HD,∞
1 is the ring HD,∞

n (with n = 1) in 34.12.
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Define A-linear maps Φ : H → A ⊗ H∞, Φ̃ : H̃ → A ⊗ H̃∞ by Φ(c†x) =∑
z∈W,d∈D,a(d)=a(z) rz

x,dtz for x ∈ W, Φ̃(c†x�i) = Φ(c†x)�i for x ∈ W, i ∈ Z. Now
Φ, Φ̃ are homomorphisms of rings with 1. We have the commutative diagram

H̃ −−−−→ A⊗ H̃∞

ζ

⏐⏐� ζ∞
⏐⏐�

HD
1 −−−−→ A⊗ HD,∞

1

where the upper horizontal map is the composition of † : H̃ → H̃ with Φ̃ and the
lower horizontal map is the map denoted by Φ in 34.1, 34.12 (which is not the same
as the present Φ).

For any field k let H∞
k = k ⊗ H∞, H̃∞

k = k ⊗ H̃∞. Let Φv : Hv → H∞
Q(v),

Φ̃v : H̃v → H̃∞
Q(v) be the Q(v)-algebra homomorphisms obtained from Φ, Φ̃ by

extension of scalars. Let Φ1 : H1 → H∞
Q , Φ̃1 : H̃1 → H̃∞

Q be the Q-algebra
homomorphisms obtained from Φ, Φ̃ by extension of scalars. Now Φv, Φ̃, Φ1, Φ̃1 are
algebra isomorphisms. Since the Q-algebra Q[W] = H1 is split semisimple, the
same holds for the Q-algebra H∞

Q .
Now ξ �→ ξ† induces by extension of scalars a Q(v)-algebra isomorphism H̃v →

H̃v and a Q-algebra isomorphism H̃1 → H̃1; these leave Hv, H1 stable and are
denoted again by ξ �→ ξ†.

43.3. Let E0 ∈ Irr(W). We can view E0 as a simple H∞
Q -module E∞

0 via Φ1. Now
Q(v)⊗QE∞

0 is naturally a simple H∞
Q(v)-module and this can be viewed as a simple

Hv-module Ev
0 via Φv.

Let E ∈ Irr(W̃). We can view E as a simple H̃∞
Q -module E∞ via Φ̃1. Now

Q(v)⊗Q E∞ is naturally a H̃∞
Q(v)-module and this can be viewed as an H̃v-module

Ev via Φ̃v. By restriction, E can be viewed as a simple Q[W] = H1-module E0.
From the definitions we see that Ev

0 is the restriction of the H̃v-module Ev to Hv.
Let E′ be the Q[W̃]-module with the same underlying Q[W]-module structure

as E but with the action of � equal to −1 times the action of � on E. Then E′v

is defined. Clearly, E′v, Ev have the same underlying Hv-module and the action of
T̃� on E′v is equal to −1 times the action of T̃� on Ev.

Let sgn be the object of Irr(W̃) with underlying vector space Q on which w ∈ W̃
acts as multiplication by (−1)l(w). We set E† = E ⊗ sgn ∈ Irr(W̃).

43.4. Let E ∈ Irr(W̃). From the definitions, for any ξ ∈ H̃ , ζ ∈ H̃∞ we have:

(a) tr(ξ, Ev) ∈ A, tr(ξ, Ev)|v=1 = tr(ξ|v=1, E), tr(ζ, E∞) ∈ Z.

Hence it makes sense to write

tr(ξ, Ev) =
∑
i∈Z

tr(ξ, Ev; i)vi where tr(ξ, Ev; i) ∈ Z.

More generally, for ξ ∈ H̃v we write tr(ξ, Ev) =
∑

i∈Z tr(ξ, Ev; i)vi (possibly infinite
sum) where tr(ξ, Ev; i) ∈ Q (here tr(ξ, Ev) ∈ Q(v) is viewed as a power series in
Q((v))).

For any ξ ∈ H̃ we show:

(b) tr(ξ, (E†)v) = tr(ξ†, Ev).
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Let Ev† be the H̃v-module whose underlying Q(v)-module is Ev but with ξ ∈ H̃v

acting as ξ† in the H̃v-module Ev. Note that the H̃v-module Ev† is simple and its
restriction to an Hv-module is simple. Also, the assignment E′ �→ E′v defines a
bijection between the set of isomorphism classes of objects of Irr(W̃) and the set of
isomorphism classes of simple H̃v-modules whose restriction to Hv is simple. Thus
we have Ev† ∼= Ev

1 for some E1 ∈ Irr(W̃). It is enough to show that (E†)v ∼= Ev†

or that (E†)v ∼= Ev
1 as H̃v-modules. Using (a) for ξ ∈ H̃ we have:

tr(ξv=1, E1) = tr(ξ, Ev
1 )v=1 = tr(ξ, Ev†

)v=1 = tr(ξ†, Ev)v=1

= tr(ξ†|v=1, E) = tr(ξ|v=1, E ⊗ sgn).

Thus, tr(w, E1) = tr(w, E†) for any w ∈ W̃ so that E1
∼= E† in Irr(W̃) and

(E†)v ∼= Ev
1 , as required.

For any w ∈ W̃ we have:

(c) tr(T̃−1
w , Ev) = tr(T̃w, Ev).

The proof is the same as that of 34.17 (we use also (a)).
For any ξ ∈ H̃ we show:

(d) tr(ξ, Ev) = tr(ξ, Ev).

We may assume that ξ = c†x�j with x ∈ W, j ∈ Z. Since ξ = ξ, it is enough to
verify: ∑

z∈W,d∈D,a(d)=a(z)

rz
x,dtr(tz�

j , E∞) =
∑

z∈W,d∈D,a(d)=a(z)

rz
x,dtr(tz�

j , E∞).

This follows from the obvious identity rz
x,y = rz

x,y for any x, y, z ∈ W.
For any w ∈ W̃ we show:

(e) tr(T̃w, (E†)v) = (−1)l(w)tr(T̃w, Ev).

Using (b),(d), we see that the left-hand side of (e) equals

(−1)l(w)tr(T̃−1
w−1), Ev) = (−1)l(w)tr(T̃w, Ev) = (−1)l(w)tr(T̃w, Ev).

This proves (e).

43.5. For E ∈ Irr(W̃) we define fv
E ∈ Q[v, v−1], f∞

E ∈ Q by

(a)
∑

x∈W

tr(T̃x, Ev)2 = fv
E dimE,

∑
x∈W

tr(tx, E∞)2 = f∞
E dimE.

Note that fv
E , f∞

E depend only on E|Q[W]. Now fv
E is �= 0; it specializes to

|W|/ dim E for v = 1. Since E∞
0 is a simple H∞

Q -module, the integer tr(tx, E∞
0 ) is

�= 0 for some x ∈ W. Hence f∞
E �= 0. For E, E′ in Irr(W̃), the following holds:

(b)
∑

x∈W tr(T̃x�, Ev)tr(T̃x�, E′v) equals fv
E dimE if E, E′ are isomorphic and

equals 0 if E|Q[W] �∼= E′|Q[W ].
This can be deduced from 34.15(c) using the commutative diagram in 43.2 (we use
also 43.4(a)). Similarly,

(c)
∑

x∈W tr(x�, E)tr(x�, E′) equals |W| if E, E′ are isomorphic and equals
0 if E|Q[W] �∼= E′|Q[W ].
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43.6. Let E0 ∈ Irr(W). Let E∞
0 be the irreducible H∞

Q -module corresponding to
E0 as in 43.3. Since H∞

Q =
⊕

c Q⊗H∞
c as Q-algebras, there is a unique two-sided

cell c = cE0 such that E∞
0 restricts to a simple module of the summand Q ⊗ H∞

c

(and all other summands act as 0 on E∞
0 ). Let aE0 be the value of a on cE0 .

Let E ∈ Irr(W̃). We set cE = cE0 , aE = aE0 where E0 = E|Q[W] ∈ Irr(W).
We show:

(a) If x ∈ W, then tr(c†x�, Ev) = tr(tx�, E∞)v−aE mod v−aE+1Z[v]; equiv-
alently, tr(c†x�, Ev;−aE) = tr(tx�, E∞) and tr(c†x�, Ev; ã) = 0 for all
ã < −aE.

(b) If x ∈ W and the action of c†x� on Ev is �= 0, then z 
 x for some z ∈ cE.
From the definition,

tr(c†x�, Ev) =
∑

z∈W,d∈D,a(d)=a(z)

rz
x,dtr(tz�, E∞).

In the last sum we have tr(tz�, E∞) = 0 unless z ∈ cE in which case a(z) = aE .
For such z we have rz

x,d = γx,d,z−1vaE mod vaE−1Z[v−1], hence rz
x,d = rz

x,d =
γx,d,z−1v−aE mod v−aE+1Z[v] and

tr(c†x�, Ev) =
∑
z∈W

δx,ztr(tz�, E∞)v−aE mod v−aE+1Z[v]

and (a) follows.
In the setup of (b), the action of

∑
z∈W,d∈D,a(d)=a(z) rz

x,dtz� on E∞ is �= 0.
Hence there exist z ∈ cE , d ∈ D such that rz

x,d �= 0 (so that z 
 x). This proves
(b).

We show:
(c) If x ∈ W, then tr(T̃x�, Ev;−aE) = sgn(x)tr(tx�, E∞) and tr(T̃x�, Ev; ã)

= 0 for all ã < −aE.

We argue by induction on l(x). If l(x) = 0, we have x = 1 and T̃x� = c†x� and
the result follows from (a). Assume now that l(x) > 0. From the definition we
have c†x� = sgn(x)T̃ (x�)+ ξ where ξ ∈

∑
x′;l(x′)<l(x) vZ[v]T̃x′�. The induction hy-

pothesis shows that tr(ξ, Ev; ã) = 0 for all ã ≤ −aE . Hence sgn(x)tr(T̃x�, Ev; ã) =
tr(c†x�, Ev; ã) for all ã ≤ −aE ; now (c) for x follows from (a).

Using (c) and 43.5(b) we see that

fv
E dimE =

∑
x∈W

tr(tx�, E∞)2v−2aE + strictly higher powers of v.

Now using 43.5(a) we obtain:

(d) fv
E = f∞

E v−2aE + strictly higher powers of v.

Now let E′ be another object of Irr(W̃). We show:
(e)

∑
x∈W tr(tx�, E∞)tr(tx�, E′∞) is equal to f∞

E dimE (if E, E′ are isomor-
phic) and is equal to 0 if E′|Q[W] �∼= E0.

We can assume that cE′ = cE (otherwise, the sum in (e) is 0). Combining 43.5(b)
with (c) for E and E′ and with (d) we see that v−2aE

∑
x∈W tr(tx�, E∞)tr(tx�,

E′∞), plus a Z-linear combination of strictly higher powers of v is equal
to f∞

E dimEv−2aE plus a Z-linear combination of strictly higher powers of v (if
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E, E′ are isomorphic) and is equal to 0 if E′|Q[W] �∼= E0. Taking coefficients of
v−2aE we obtain (e).

We show:

(f) ε(cE) = cE .

For any x ∈ W we have tr(ε(x), E0) = tr(x, E0). It follows that for any x ∈ W
we have tr(tε(x), E

∞
0 ) = tr(tx, E∞

0 ). We can find x ∈ cE such that tr(tx, E∞
0 ) �= 0.

Then tr(tε(x), E
∞
0 ) �= 0, hence ε(x) ∈ cE and (f) follows.

43.7. Let (W, S) be a Weyl group (S is the set of simple reflections). Let σ : W →
W be an automorphism of W such that σ(S) = S and such that whenever s �= s′

in S are in the same orbit of σ, the product ss′ has order 2 or 3. Let b ∈ Z>0 be
such that σb = 1. Let W̃ be the semidirect product of W with the cyclic group C
of order b with generator σ so that in W̃ we have the identity σxσ−1 = σ(x) for
any x ∈ W . Let I be a σ-stable subset of S and let WI be the subgroup of W
generated by I. Let E be a simple Q[W̃ ]-module such that E|Q[W ] is simple. Let
W̃I = WIC, a subgroup of W̃ . Let EQ̄l

= Q̄l ⊗ E. We show:

(a) The Q̄l[W̃I ]-module EQ̄l
|W̃I

is isomorphic to ⊕jE
′
j where each E′

j is a
Q̄l[W̃I ]-module and either E′

j is induced from a Q̄l[WIC
′]-module where

C ′ is a proper subgroup of C, or E′
j |WI

is simple and E′
j is defined over Q.

The general case reduces immediately to the case where σ permutes transitively
the irreducible components of W . In this case we may identify W with W1 ×
W1 × · · · × W1 and S = S1 × S1 × · · · × S1 (t factors) where (W1, S1) is an irre-
ducible Weyl group; the automorphism σ may be written as σ(w1, w2, . . . , wt) =
(σ′(wt), w1, w2, . . . , wt−1), wi ∈ W1 where σ′ is an automorphism of (W1, S1). We
have I = I1 × I1 × · · · × I1 where I1 ⊂ I is σ′-stable. Hence WI = WI1 × WI1 ×
· · · × WI1 . Note that b/t ∈ Z>0. Let W̃1 be the semidirect product of W1 with
the cyclic group C1 of order b/t with generator σ′ so that in W̃1 we have the iden-
tity σ′x1σ

′−1 = σ′(x1) for any x1 ∈ W1. We can find a simple Q[W̃1]-module E1

such that E1|W1 is simple and such that E = E1 � E1 � · · · � E1 (t factors) as a
Q[W1]-module and σ acts on E as e1 � e2 � · · ·� et �→ σ′(et) � e1 � e2 � · · ·� et−1,
(ei ∈ Ei). Let W̃I1 = WI1C1, a subgroup of W̃1.

Assume that (a) holds when W, S, σ, b, I, E are replaced by W1, S1, σ
′, b/t, I1, E1.

Let E1,Q̄l
= Q̄l ⊗ E1. Then we can identify E1,Q̄l

|W̃I1
=

⊕
j∈J E′

1,j where each

E′
1,j is a Q̄l[W̃I1 ]-module with properties like those of E′

j in (a). We have EQ̄l
=⊕

j1,j2,...,jt in J E′
1,j1

�E′
1,j2

� · · ·�E′
1,jt

as a WI -module. If we take the sum of all
summands where (j1, j2, . . . , jt) is fixed up to a cyclic permutation, then we obtain
a W̃I -submodule E of EQ̄l

. If j1, j2, . . . , jt are not all equal, then E|WI
is induced

from a Q̄l[WIC
′]-module where C ′ is a proper subgroup of C. If j1 = j2 = · · · = jt,

then E = E′
1,j1

� E′
1,j1

� · · · � E′
1,j1

. If, in addition, E′
1,j1

is induced from a
Q̄l[WI1C

′
1]-module where C ′

1 is a proper subgroup of C1, then E is a direct sum of
Q̄l[WI ]-modules induced from Q̄l[WIC

′]-modules where C ′ are proper subgroups
of C. If, on the other hand, E′

1,j1
|WI1

is simple and E′
1,j1

is defined over Q, then
E|WI

is simple and E is defined over Q. Thus (a) holds for W, S, σ, b, I, E. We can
therefore assume that (W, S) is an irreducible Weyl group. Let b′ be the order of
σ : W → W . We have b/b′ ∈ Z>0. By the proof of [L14, 3.2] we can find a Q-linear
isomorphism σ′ : E → E such that σ′b′ = 1 and σ′xσ′−1 = σ(x) : E → E for any
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x ∈ W . Since E|W is absolutely simple, we must have σ′ = ±σ : E → E. Hence
if (a) holds when E is modified so that the action of σ is replaced by that of σ′

(and b is replaced by b′), then (a) also holds for the original E and b. Thus we
may assume that b = b′. In this case we have b ≤ 3. Assume first that b ≤ 2.
We write EQ̄l

|W̃I
=

⊕
j E′

j where each E′
j is a simple Q̄l[W̃I ]-module. If j is

such that E′
j |WI

is not simple, then E′
j is induced by a Q̄l[WIC

′]-module where C ′

is a proper subgroup of C. If j is such that E′
j |WI

is simple, then there exists a
Q[WI ]-module E0 of finite dimension over Q such that E′

j |WI
= Q̄l⊗E0 as Q̄l[WI ]-

modules; moreover, by the proof of [L14, 3.2], there exists a Q-linear isomorphism
σ̃ : E0 → E0 such that σ̃2 = 1 and σ̃xσ̃−1 = σ(x) for any x ∈ WI . We extend σ̃ to
a Q̄l-linear isomorphism Q̄l ⊗ E0 → Q̄l ⊗ E0 denoted again by σ̃. Since E0 is an
absolutely simple WI -module we have σ = aσ̃ : Q̄l ⊗ E0 → Q̄l ⊗E0 where a ∈ Q̄∗

l .
Since σ2 = σ̃2 = 1 on Q̄l ⊗ E0, we have a = ±1. Hence σ : Q̄l ⊗ E0 → Q̄l ⊗ E0 is
defined over Q. We see that (a) holds for E. Next we assume that b = 3 so that W
is of type D4. In this case (a) is verified by examining the known explicit W -graph
realization of E. This completes the proof of (a).

43.8. We now return to the setup in 43.1, 43.2. Let I be a subset of I such that
ε(I) = I. Let P ∈ PI (see 26.1). Then NDP �= ∅ so that D′ := NDP/UP is
a connected component of the reductive group G′ := NGP/UP ; note that G′0 =
P/UP . Let W̃I be the subgroup of W̃ generated by WI (see 26.1) and Γ; now
WI , I,W̃I play the same role for G′, D′ as W, I,W̃ for G, D. Let H̃v

I be the
algebra defined like H̃v (with W, I replaced by WI , I). We have naturally H̃v

I ⊂ H̃v

as algebras with 1. For any subgroup Γ′ of Γ let H̃v,Γ′

I be the subspace of H̃v
I

spanned by the elements Tx�i with x ∈ WI and i ∈ Z such that �i ∈ Γ′; this
is a subalgebra of H̃v

I . Let H̃v
I,Q̄l

, H̃v
Q̄l

, H̃v,Γ′

I,Q̄l
be the Q̄l(v)-algebras obtained by

applying Q̄l(v) ⊗Q(v) () to H̃v
I , H̃v, H̃v,Γ′

I .
Let E ∈ Irr(W̃). Let Ev be the H̃v-module corresponding to E; see 43.3. We

have the following result:

(a) The restriction to H̃v
I,Q̄l

of the H̃v
Q̄l

-module Q̄l⊗Ev is isomorphic to
⊕

j E′
j

where each E′
j is a H̃v

I,Q̄l
-module and either

(i) E′
j is of the form H̃v

I,Q̄l
⊗

H̃v,Γ′
I,Q̄l

E′′
j for some proper subgroup Γ′ of Γ

and some H̃v,Γ′

I,Q̄l
-module E′′

j , or

(ii) E′
j is of the form Q̄l ⊗ Mj

v where Mj ∈ Irr(W̃I).

Here Mv
j is defined like Ev in terms of W̃I instead of W̃.

Note that (a) is a v-analogue of 43.7(a). It can be proved by the same method
as 43.7(a) or it can be reduced to 43.7(a) with W = W, b = c.

43.9. In the setup of 43.8 let x ∈ WI . We show:

(a)

tr(T̃x�, Ev) =
∑

E′∈Irr(W̃I)

〈E′, E〉tr(T̃x�, E′v),

tr(x�, E) =
∑

E′∈Irr(W̃I)

〈E′, E〉tr(x�, E′);
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here for any E′ in the sum,

〈E′, E〉 = dimQ(v) HomH̃v
I
(E′v, Ev) = dimQ HomW̃I

(E′, E).

Using 43.8(a) we can write the left-hand side of the first equality in (a) as
∑

j

trQ̄l(v)(T̃x�,E′
j).

Here E′
j is as in 43.8(a); if it is as in 43.8(i), then trQ̄l(v)(T̃x�,E′

j) = 0 since Γ′ �= Γ.
The contribution of the j as in 43.8(ii) yields the right-hand side of the first equality
in (a). The proof of the second equality in (a) is entirely similar.

We show:

(b) If E′ in (a) satisfies 〈E′, E〉 �= 0, then aE′ ≤ aE;

(here aE is as in 43.6 and aE′ is defined similarly in terms of E′,W̃I). Indeed, the
simple WI -module E′|WI

appears in the WI -module E|WI
, hence (b) follows from

[L12, 20.14(a)].
Let H̃∞

I be defined like H̃∞ but for W̃I instead of W̃. For x ∈ WI we show:

(c) tr(tx�, E∞) =
∑

E′∈Irr(W̃I);aE′=aE

〈E′, E〉tr(tx�, E′∞).

(The simple Q ⊗ H∞
I -module E′∞ is defined like E∞ but for W̃I instead of W̃.)

We take the coefficient of v−aE in both sides of the first equality in (a) (they are
in A; using 43.6(c) we obtain

sgn(x)tr(tx�, E∞) =
∑
E′

〈E′, E〉tr(T̃x�, E′v;−aE)

where the sum over E′ is as in (a). By (b) the previous sum can be restricted to
the E′ such that aE′ ≤ aE . The contribution of E′ with aE′ < aE is 0 by 43.6(c)
(for W̃I). Thus the sum can be restricted to the E′ such that aE′ = aE . For such
E′ we have, using again 43.6 (for W̃I):

tr(T̃x�, E′v;−aE) = tr(T̃x�, E′v;−aE′) = sgn(x)tr(tx�, E′∞)

and (c) follows.

43.10. For any E ∈ Irr(W̃) we define φE : W� → Z by φE(x�) = tr(x�, E).
Note that φE⊗ι = −φE (ι as in 43.1). The functions φE with E ∈ Irr(W̃) generate
a subgroup R(W̃) of the group of all functions W� → Z which are constant on the
orbits of the conjugation W-action on W�. From 43.5(c) we see that {φE ; E ∈ E}
is a Z-basis of R(W̃). For any x ∈ W we set:

(a) ℵx� =
∑

E∈Irr(W̃)

1
2
tr(tx�, E∞)φE =

∑
E∈E

tr(tx�, E∞)φE ∈ R(W̃).

From 43.6(e) we see that for any E ∈ E we have:

(b)
∑

x∈W

tr(tx�, E∞)ℵx� = f∞
E dim(E)φE ∈ R(W̃).
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Now let I be a subset of I such that ε(I) = I. We define a homomorphism JW̃
W̃I

:

R(W̃I) → R(W̃) by

JW̃
W̃I

(φE′) =
∑

E∈Irr(W̃);aE′=aE

〈E′, E〉φE

for any E′ ∈ Irr(W̃I). This is clearly well defined. For x ∈ WI we define ℵI
x� ∈

R(W̃I) in the same way as ℵx� ∈ R(W̃) but in terms of W̃I instead of W̃. From
43.9(c) we see that

(c) JW̃
W̃I

(ℵI
x�) = ℵI

x�.

43.11. Let I be a subset of I such that ε(I) = I. We fix a two-sided cell c′ of WI

such that ε(c′) = c′. There is a unique two-sided cell c of W such that c′ ⊂ c; we
must have ε(c) = c. We show:

(a) if E′ ∈ Irr(W̃I), E ∈ Irr(W̃) satisfy c′ = cE′ (see 43.6 with W̃ replaced by
W̃I) and 〈E′, E〉 �= 0, then cE 
 c.

To prove this we may replace E, E′ by their restrictions to W,WI . Thus we may
assume that W̃ = W,W̃I = WI , � = 1. Since c′ = cE′ , there exists x ∈ c′ such
that the action of tx in the Q ⊗ H̃∞

I -module E′∞ is �= 0. Using 43.6(a) we see
that the action of c†x in the Hv

I -module E′v is �= 0. Since 〈E′, E〉 �= 0, E′
v may be

regarded as a Hv
I -submodule of Ev. Hence the action of c†x in the Hv-module Ev

is �= 0. Using 43.6(b) we see that z 
 x for some z ∈ cE . By definition we have
x ∈ c. This proves (a).

We show:

(b) if E′ ∈ Irr(W̃I), E ∈ Irr(W̃) satisfy c′ = cE′ (see 43.6 with W̃ replaced by
W̃I) and ae′ = aE, 〈E′, E〉 �= 0, then c = cE.

Since the a-function of WI is known to be the restriction of the a-function of W,
we see that the value of the a-function on c and cE coincide. Since cE 
 c (see
(a)) it follows that c = cE .

43.12. Let x ∈ W. Let c be the two-sided cell containing x. According to [L14,
(5.3.1)] there exists uniquely defined elements ay,x ∈ Q(v) (for y ∈ W, y ≺ x) such
that (−1)l(x)c†x −

∑
y;y≺x(−1)l(y)ay,xc†y acts as zero on Ev

0 for any E0 ∈ Irr(W)
with cE0 �= c.

Moreover, for y ≺ x we have

ay,x =
∑

j∈Z>0

ay,x;jv
j

where ay,x;j ∈ Z for all j and ay,x;j = 0 unless j = l(x) + l(y) mod 2; see [L14,
(5.3.6)]. It follows that the sum

(a)
∑

E∈Irr(W̃)

1
2
tr(c†x� −

∑
y;y≺x

(−1)−l(x)+l(y)ay,xc†y�, Ev)φE ∈ R(W̃)

is equal to the same sum restricted to those E such that cE = c. For such E we have
aE = a(x) and for any y such that y ≺ x, ay,xtr(c†y�, Ev) is of the form v−a(x)+1
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times a rational function in v which is regular at v = 0; moreover, tr(c†x�, Ev) is of
the form v−a(x)tr(tx�, E∞) plus higher powers of v. Thus (a) is of the form

∑
E∈Irr(W̃);cE=c

1
2
v−a(x)tr(tx�, E∞)φE + σ

where σ is a linear combination of elements φE with coefficients of the form v−a(x)+1

times a rational function in v which is regular at v = 0. In the previous sum the
condition cE = c can be dropped and the sum is unchanged. We see that (a) is
equal to v−a(x)ℵx� + σ with σ as above. Taking in this identity coefficients of
v−a(x) in the expansions at v = 0 we obtain:

(b)

ℵx� =
∑

E∈Irr(W̃)

1
2
(tr(c†x�, Ev;−a(x))

−
∑

y,j;y≺x,j>0

(−1)−l(x)+l(y)ay,x;jtr(c†y�, Ev;−a(x) − j))φE.

44. Unipotent character sheaves and two-sided cells

44.1. In this section we study the unipotent character sheaves in connection with
Weyl group representations and two-sided cells. A number of results in this section
are conditional (they depend on a cleanness property and/or on a parity property);
they will become unconditional in §46.

The following convention will be used in this section. In parts of 44.3–44.7,
marked as ♠...♠, we assume that the ground field k is an algebraic closure of Fq

and we fix an Fq-structure on G with Frobenius map F : G → G which leaves
B∗, T (see 28.5) stable and induces the identity map on W and on G/G0; we will
view the various varieties which appear with the natural Fq-structure induced by
that of G. The results in other parts of this section are valid for a general k (by a
standard reduction to the case k = F̄q).

If X is an algebraic variety with a given Fq-structure, we write Dm(X) for the
corresponding mixed derived category of Q̄l-sheaves. If A ∈ Dm(X) is perverse and
j ∈ Z, we denote by Aj the canonical subquotient of A which is pure of weight j.

44.2. For any w ∈ W let

Zw
∅,I,D = {(B, B′, x) ∈ B × B × D; xBx−1 = B′, pos(B, B′) = w}

(see 28.8),

Z̄w
∅,I,D = {(B, B′, x) ∈ B × B × D; xBx−1 = B′, pos(B, B′) ≤ w};

note that Z̄w
∅,I,D =

⊔
w′∈W;w′≤w Zw′

∅,I,D. Let

Bw = {(B, B′) ∈ B × B; pos(B, B′) = w},
B̄w = {(B, B′) ∈ B × B; pos(B, B′) ≤ w}.

Define µ : Z̄w
∅,I,D → B̄w by µ(B, B′, x) = (B, B′). Note that µ is a fibration with

connected smooth fibres and Zw′

∅,I,D = µ−1(Bw′
) for any w′ ≤ w. Hence Zw

∅,I,D is
an irreducible smooth open dense subvariety of Z̄w

∅,I,D. Let Q̄w
l be the local system
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Q̄l on Bw and let Q̄w�
l = IC(B̄w, Q̄w

l ) ∈ D(B̄w). Let ˙̄Qw be the local system Q̄l on
Zw
∅,I,D and let

˙̄Qw� = IC(Z̄w
∅,I,D, ˙̄Qw) = µ∗Q̄w�

l ∈ D(Z̄w
∅,I,D).

44.3. ♠ For y, w ∈ W, y ≤ w and i ∈ Z let ny,w,i be as in 43.2; by [KL2],

(a) Hi(Q̄w�
l )|By is a local system isomorphic to (Q̄y

l )⊕ny,w,i ; moreover, it admits
a filtration (over Fq) with ny,w,i steps and each subquotient isomorphic over
Fq to Q̄l(−i/2).

Using the fibration µ we deduce that

(b) Hi( ˙̄Qw�)|Zy
∅,I,D

is a local system isomorphic to ( ˙̄Qy)⊕ny,w,i ; moreover, it ad-
mits a filtration (over Fq) with ny,w,i steps and each subquotient isomorphic
over Fq to Q̄l(−i/2).

Define πw : Zw
∅,I,D → D, π̄w : Z̄w

∅,I,D → D by (B, B′, x) �→ x. Let

Kw
D = πw!

˙̄Qw ∈ D(D), K̄w
D = π̄!w

˙̄Qw� ∈ D(D).

(With the notation of 28.12 we have Kw
D = Kw,Q̄l

I,D .) We view ˙̄Qw and ˙̄Qw� as
objects of Dm(Zw

∅,I,D) and Dm(Z̄w
∅,I,D) such that Frobenius acts trivially on the

stalk at any Fq-rational point of Zw
∅,I,D. Applying to them πw! and π̄!w we obtain

objects Kw
D ∈ Dm(D), K̄w

D ∈ Dm(D).
The following equality in the Grothendieck group of mixed perverse sheaves on

D is verified (using (b)) along the lines of [L3, 12.6]:

(c)
∑
i∈Z

(−1)iHi(K̄w
D) =

∑
y∈W;y≤w

∑
i,h∈Z

(−1)iny,w,hHi(Ky
D)(−h/2).

We now take the part of weight j in (c); note that Hj(K̄w
D) is pure of weight j since

π̄w! preserve weights and ˙̄Qw� is pure of weight 0.‘ We see that for any j ∈ Z, the
following equality holds in the Grothendieck group of perverse sheaves on D:

(d) (−1)jHj(K̄w
D) =

∑
y∈W;y≤w

∑
i,h∈Z

(−1)iny,w,hHi(Ky
D)j−h.♠

44.4. We shall often write D̂un instead of D̂Q̄l (see 28.14).

Definition. We say that a character sheaf A on D is unipotent if A ∈ D̂un.
Let D̂

un
be the set of isomorphism classes of unipotent character sheaves on D.

The following two conditions on a simple perverse sheaf A on D are equivalent:

(i) A ∈ D̂un.
(ii) A � K̄w

D for some w ∈ W.

This follows from (a) below which is verified along the lines of [L3, (12.7.1)III].

(a) Let w ∈ W be such that A �� Ky
D for any y ∈ W, y < w. Then (A :

Hi(K̄w
D)) = (A : Hi(Kw

D)) for any i ∈ Z.

Let Ξ be a set of representatives for the isomorphism classes of objects in D̂un; note
that Ξ is a finite set.



CHARACTER SHEAVES ON DISCONNECTED GROUPS, X 95

44.5. Let A ∈ D̂un. We regard HT̃� as an ideal in H̃ . Let ζA
0 : HT̃� → A be

the composition of the map HT̃� → H1T̃D (restriction of the natural surjection
H̃ → HD

1 ) with the map ζA : H1T̃D → A in 31.7 (with n = 1). From the definitions,
ζ0
A is an A-linear map ♠ and for any x ∈ W we have:

(a) ζA
0 (vl(x)T̃x�) = v− dim G

∑
i,j

(−1)i(A : Hi(Kx
D)j)vj .♠

For x ∈ W we show:

(b) ζA
0 (cxT̃�) = v− dim G−l(x)

∑
j∈Z

(A : Hj(K̄x
D))(−v)j .

♠ By 44.3(d) we have for any j:

(−1)j(A : Hj(K̄x
D)) =

∑
y∈W;y≤x

∑
i,h∈Z

(−1)iny,x,h(A : Hi(Ky
D)j−h).

We deduce

(c)

v− dim G−l(x)
∑
j∈Z

(A : Hj(K̄x
D))(−v)j

= v− dim G−l(x)
∑

y∈W;y≤x

∑
i,j,h∈Z

(−1)iny,x,h(A : Hi(Ky
D)j−h)vj

= v− dim G−l(x)
∑

y∈W;y≤x

∑
i,j′,h∈Z

(−1)iny,x,h(A : Hi(Ky
D)j′)vj′+h.♠

We can rewrite this as

v−l(x)
∑

y∈W;y≤x

∑
h∈Z

ny,x,hvhζA(vl(y)T̃y�)

= v−l(x)
∑

y∈W;y≤x

Py,x(v2)ζA(vl(y)T̃y�) = ζA
0 (cxT̃�).

This proves (b).

44.6. Let Kun(D) be the subgroup of the Grothendieck group of the category of
perverse sheaves on D generated by the objects in D̂un. Let Kun

Q (D) = Q⊗Kun(D).
Let (:) be the symmetric Q-bilinear form on Kun

Q (D) with values in Q such that
(A : A) = 1 if A ∈ D̂un and (A : A′) = 0 if A, A′ ∈ D̂un are not isomorphic. Note
that if P is a perverse sheaf on D all of whose simple subquotients are in D̂un, then
the present meaning of (A : P ) agrees with the earlier meaning; see 31.6.

For any x ∈ W we show:

(a) gr1(K̄x
D) =

∑
y∈W;y≤x

Py,x(1)gr1(K
y
D) ∈ Kun(D).

♠ Specializing 44.5(c) for v = 1 ♠ we deduce

gr1(K̄x
D) =

∑
y∈W;y≤x

∑
j′,h∈Z

ny,x,hgr1((K
y
D)j′) ∈ Kun(D)

and (a) follows.
For any E ∈ Mod(W̃) we set

(b) RE = |W|−1
∑

x∈W

(−1)dim Gtr(x�, E)gr1(Kx
D)



96 G. LUSZTIG

(an element of Kun
Q (D)). We show:

(c) RE = |W|−1
∑

x∈W

(−1)dim Gtr(c̃x�|v=1, E)gr1(K̄x
D)

where c̃x� is as in 43.2. We shall use the known inversion formula

(d)
∑

z∈W;y≤z≤x

(−1)l(y)−l(z)Py,z(q)Pw0x,w0z(q) = δy,x

for any y ≤ x in W. Using (a),(d) and the definition of c̃x�, we see that the
right-hand side of (c) is

|W|−1
∑

x,y,z∈W;y≤x≤z

(−1)dim G(−1)l(z)−l(x)Py,x(1)Pw0z,w0x(1)tr(z�, E)gr1(K
y
D)

= |W|−1
∑

y∈W

(−1)dim Gtr(y�, E)gr1(K
y
D) = RE ,

as required.
Let ModQ̄l

(W̃) be the category of Q̄l[W̃]-modules of finite dimension over Q̄l.
For E ∈ ModQ̄l

(W̃) we define RE ∈ Q̄l ⊗Kun(D) by the same formula as (b).
For any φ ∈ R(W̃) (see 43.10) we define Rφ ∈ Kun

Q (D) by Rφ =
∑

E∈E
pERE

where φ =
∑

E∈E
pEφE (pE ∈ Z). This is independent of the choice of E since

RE⊗ι = −RE for E ∈ Irr(W̃). Note that for E ∈ Irr(W̃) we have RφE
= RE .

44.7. Let A ∈ D̂un. For any E ∈ Irr(W̃) we set:

(a) bv
A,E =

1
fv

E dimE

∑
x∈W

ζA
0 (T̃x�)tr(T̃x�, Ev) ∈ Q(v).

Note that this definition is compatible with that in 34.19(b). Using 34.19(a) we see
that for any ξ ∈ H we have

(b) ζA
0 (ξT̃�) =

∑
E∈E

bv
A,Etr(ξT̃�, Ev).

Taking here ξ = cx, x ∈ W and using 44.5(b), we deduce:

(c)
∑
j∈Z

(A : Hj(K̄x
D))(−v)j = vdim G+l(x)

∑
E∈E

bv
A,Etr(cxT̃�, Ev).

Let D̂unc be the subcategory of D̂un whose objects are the unipotent character
sheaves on D which are cuspidal.

An object A ∈ D̂unc is said to be clean if the following condition is satisfied:
A|S̄−S = 0 where S is the isolated stratum of D such that supp(A) is the closure
S̄ of S.

We say that D has property A0 if any A ∈ D̂unc is clean. We say that D has
property A if for any parabolic subgroup P of G0 such that NDP �= ∅, the connected
component NDP/UP of NGP/UP has property A0. (Compare 33.4(b).)

We say that D has property Ã if for any A ∈ D̂un and any w ∈ W, i ∈ Z such
that (A : Hi(K̄w

D)) �= 0 we have i = dim supp(A) mod 2.
In the remainder of this section we assume that D has property A.
Using 35.18(g) we see that for any E, E′ in E we have

(d)
∑

A′∈Ξ

bv
A′,Ebv

A′,E′ = δE,E′ .
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Let A ∈ D̂un. Using 35.22 we see that for any E ∈ Irr(W̃) we have

(e) bv
A,E ∈ Q.

(The quasi-rationality assumption in 35.22 is automatically satisfied in our case;
see 43.4(a).) In view of (e) we shall write bA,E instead of bv

A,E . We show:

(f) bA,E = (−1)dim G(A : RE).

Let x ∈ W. ♠ Setting v = 1 in 44.5(a) we obtain

(g) ζA
0 (T̃x�)|v=1 =

∑
i,j

(−1)i(A : Hi(Kx
D)j) = (A : gr1(Kx

D)).♠

Setting v = 1 in (b) with ξ = T̃x and using (e) we obtain

ζA
0 (T̃x�)|v=1 =

∑
E∈E

bA,Etr(x�, E).

Combining with (g) we obtain

(h) (A : gr1(Kx
D)) =

∑
E∈E

bA,Etr(x�, E).

Using the orthogonality relations 43.5(b) specialized for v = 1 we obtain

bA,E = |W|−1
∑

x∈W

tr(x�, E)(A : gr1(Kx
D))

for any E ∈ E. This proves (f) in the case where E ∈ E. This clearly implies (f) in
the general case.

We can now rewrite (h) as

(i) gr1(Kx
D) = (−1)dim G

∑
E∈E

tr(x�, E)RE

in Kun
Q (D) and (c) as

(j)
∑
j∈Z

(A : Hj(K̄x
D))(−v)j = (−1)dim Gvdim G+l(x)

∑
E∈E

(A : RE)tr(cxT̃�, Ev).

We show:
(k) there exists E ∈ E such that (A : RE) �= 0.

We can find x ∈ W and j ∈ Z such that (A : Hj(K̄x
D)) �= 0. Then the left-hand

side of (j) is �= 0, hence so is the right side. Thus (k) holds.
We show:

(l) For E, E′ ∈ ModQ̄l
(W̃) we have

(RE : RE′) = |W|−1
∑

x∈W

tr(x�, E)tr(x�, E′).

Moreover, if E, E′ ∈ E, then we have (RE : RE′) = δE,E′ .
Here (:) is the bilinear form Q̄l ⊗ Kun(D) × Q̄l ⊗ Kun(D) → Q̄l extending (:) in
44.6.

Assume first that E, E′ ∈ E. Clearly, RE =
∑

A′∈Ξ(A′ : RE)A′, RE′ =∑
A′∈Ξ(A′ : RE′)A′. It follows that

(RE : RE′) =
∑

A′∈Ξ

(A′ : RE)(A′ : RE′) =
∑

A′∈Ξ

bA′,EbA′,E′ = δE,E′
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where the last two equalities come from (f),(d). This proves the second equality in
(l). To prove the first equality in (l) we may assume that E, E′ are simple objects of
ModQ̄l

(W̃). If the restriction of E to Q̄l[W] is not simple, then tr(x�, E) = 0 for
any x ∈ W, hence both sides of the first equality in (l) are 0. Thus we may assume
in addition that E|Q̄l[W] is simple; similarly we may assume that E′|Q̄l[W] is simple.
Replacing E, E′ by their tensor products with one-dimensional representations of
W̃ which are trivial on W reduces us to the case where E, E′ come from objects of E

by extension of scalars. Using then the second identity in (l) we see that it is enough
to show that for E, E′ ∈ E we have |W|−1

∑
x∈W tr(x�, E)tr(x�, E′) = δE,E′ ; but

this is known from 43.5(c). This completes the proof of (l).
For any x ∈ W, i ∈ Z we take the coefficient of vi+l(x)+dim G in the two sides of

(j); we obtain:

(m) (−1)i+l(x)(A : Hi+l(x)+dim G(K̄x
D)) =

∑
E∈Irr(W̃)

1
2
tr(cxT̃�, Ev; i)(A : RE).

For any y, z in W we show:

(n) gr1(K
y−1z�y�−1

D ) = gr1(Kz
D).

Using (i) this is the same as
∑
E∈E

tr(y−1z�y, E)RE =
∑
E∈E

tr(z�, E)RE

which is clear since tr(y−1z�y, E) = tr(z�, E) for any E ∈ E.
We show:
(o) If E ∈ Mod(W̃), then RE is a Z-linear combination of elements RE1 with

E1 ∈ Irr(W̃).

We can write Q̄l ⊗ E =
⊕

h Eh where Eh are simple Q̄l[W̃]-modules. Hence
RE = RQ̄l⊗E =

∑
h REh

. If h is such that Eh|W is not a simple Q̄l[W]-module,
then tr(x�,Eh) = 0 for any x ∈ W, hence REh

= 0. If h is such that Eh|W
is a simple Q̄l[W]-module, then by taking the tensor products of Eh with a one-
dimensional representation of W̃ which is trivial on W we obtain a module which
comes from an object of Irr(W̃). It follows that RE =

∑
E1∈E

cE1RE1 where cE1

are integer combination of roots of 1. Using (l) we have cE1 = (RE : RE1) =
|W|−1

∑
x∈W tr(x�, E)tr(x�, E1). This is a rational number; being also an alge-

braic integer it is an integer. This proves (o).
We show:
(p) For E ∈ E, x ∈ W we have (RE : gr1(Kx

D)) = (−1)dim Gtr(x�, E).

Using (i) we have (RE : gr1(Kx
D)) = (RE : (−1)dim G

∑
E′∈E

tr(x�, E′)RE′) so that
(p) follows from (l).

44.8. The A-linear involution d : K(D) → K(D) in 42.2 induces (by the specializa-
tion v = 1) a Z-linear involution d : K(D) → K(D) (K(D) as in 38.9). By extension
of scalars, d gives rise to a Q-linear involution Q ⊗ K(D) → Q ⊗ K(D) denoted
again by d.

Let A ∈ D̂. We show that:

(a) d(A) = (−1)codim(supp(A))A◦
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where A◦ ∈ D̂. We can find a parabolic P0 of G0 such that NDP0 �= ∅ and a
cuspidal character sheaf A0 on D0 := NDP0/UP0 such that A is a direct summand
of indD

D0
(A0). We have P0 ∈ PJ where J ⊂ I, ε(J) = J . By 38.11(a) we have d(A) =

(−1)|Jε|A◦ where A◦ ∈ D̂ and Jε is the set of orbits of ε : J → J . It remains to show
that codim(supp(A)) = |Jε| mod 2. From the theory of admissible complexes (6.7)
and from 3.13(b) we see that dim supp(A) = dim G0−dim(P0/UP0)+dim supp(A0);
that is, codim(supp(A)) = codim(supp(A0)). Also, the analogue of Jε for A0 is Jε

itself. Thus we are reduced to the case where A = A0; that is, we may assume
that A is cuspidal. Let G′ = DZ0

G0\G, D′ = DZ0
G0\D. Then the support of A is

the closure of a subset of D which is the inverse image of a single G′0-conjugacy
class C in D′ under the obvious map D → D′. Moreover, D′Z0

G′0 = {1}. The set I
for G′ can be identified with that for G. Since codim(supp(A)) = codimD′C, it is
enough to show that codimD′C = |Iε| mod 2 for any G′0-conjugacy class C in D′.
According to Spaltenstein [S] we have codimD′C = 2β +r where β is the dimension
of the variety of Borel subgroups of G′0 that are normalized by some fixed element
of C and r is the rank of the connected centralizer in G′ of any quasisemisimple
element of D′. Thus, codimD′C = r mod 2. It remains to note that r = |Iε|.

By 42.9 (specialized with v = 1) we see that for any x ∈ W we have:

(b) d(
∑
i∈Z

Hi(Kx
D)) = (−1)l(x)

∑
i∈Z

Hi(Kx
D)

in K(D). Here Hi(Kx
D) is identified with the element

∑
A′∈Ξ(A′ : Hi(Kx

D))A′ of
K(D). We show that for any E ∈ Irr(W̃) we have:

(c) d(RE) = RE⊗sgn.

Indeed, by (b), this is the same as the obvious equality

|W|−1
∑
i∈Z

∑
x∈W

(−1)i+dim G+l(x)tr(x�, E)Hi(Kx
D)

= |W|−1
∑
i∈Z

∑
x∈W

(−1)i+dim Gtr(x�, E ⊗ sgn)Hi(Kx
D).

If A ∈ D̂un, then, by 44.7(k), there exists E ∈ Irr(W̃) such that the coefficient of
A in RE is �= 0. Applying d to RE we see that the coefficient of A◦ in d(RE) is
�= 0; that is, the coefficient of A◦ in RE⊗sgn is �= 0. In particular, A◦ ∈ D̂un. In
the same way we see that for any E ∈ Irr(W̃) we have

(d) (A : RE) = ±(A◦ : RE⊗sgn).

Using (a) and the equality dd = 1 we obtain

A = (−1)codim(supp(A))d(A◦) = (−1)codim(supp(A))(−1)codim(supp(A◦))(A◦)◦.

It follows that (A◦)◦ ∼= A and

(e) codim(supp(A)) = codim(supp(A◦)) mod 2.

44.9. For any sequence s = (s1, s2, . . . , sr) in I we write Ks
D, K̄s

D instead of Ks,Q̄l

I,D ,

K̄s,Q̄l

I,D ; see 28.12.
Let A ∈ D̂un. Then (A : Hi(K̄w

D)) �= 0 for some w ∈ W, i ∈ Z. We set

(a) eA = (−1)i+dim G.
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We show that eA is well defined. Assume that we have also (A : Hi′(K̄w′

D )) �= 0
with w′ ∈ W, i′ ∈ Z. We must show that i = i′ mod 2. Let s = (s1, s2, . . . , sr),
s′ = (s′1, s

′
2, . . . , s

′
r′) be sequences in I such that s1s2 . . . sr = w, s′1s

′
2 . . . s′r′ = w′,

r = l(w), r′ = l(w′). We will show that

(b) K̄w
D is a direct summand of K̄s

D.

Assuming this and a similar statement for w′, s′ instead of w, s we see that (A :
Hi(K̄s

D)) �= 0 and (A : Hi′(K̄s′

D)) �= 0 and the congruence i = i′ mod 2 follows
from 35.17(a). (Although in 35.17 it is assumed that D is clean, in the present
application it is enough to use the weaker hypothesis that A holds for D.)

Recall that K̄s
D = π̄s!Q̄l where

Z̄s
∅,I,D = {(B0, B1, . . . , Br, g) ∈ Br+1 × D;

gB0g
−1 = Br, pos(Bi−1, Bi) ∈ {1, si} for i ∈ [1, r]}

and π̄s : Z̄s
∅,I,D → D is given by (B0, B1, . . . , Br, g) �→ g. Recall from 44.2

that K̄w
D = π̄w!

˙̄Qw�. We have π̄s = π̄wρ where ρ : Z̄s
∅,I,D → Z̄w

∅,I,D is given by
(B0, B1, . . . , Br, g) �→ (B0, Br, g). Hence K̄s

D = p̄w!(ρ!Q̄l) so that to prove (b) it is
enough to show that ˙̄Qw� is a direct summand of ρ!Q̄l. This follows from the fact
that ρ is proper and is an isomorphism over an open dense subset of Z̄w

∅,I,D. This
proves (b).

44.10. We now fix a subset I ⊂ I such that ε(I) = I. Let P ∈ PI (see 26.1).
Then NDP �= ∅ so that D′ := NDP/UP is a connected component of the reductive
group G′ := NGP/UP ; note that G′0 = P/UP . Let π′ : NDP → D′ be the

obvious map. As in 27.1 we consider the diagram D′ a←− V1
a′
−→ V2

a′′
−−→ D where

V1 = {(g, x) ∈ D×G0; x−1gx ∈ NDP}, V2 = {(g, xP ) ∈ D×G0/P ; x−1gx ∈ NDP},
a(g, x) = π′(x−1gx), a′(g, x) = (g, xP ), a′′(g, xP ) = g. As in 27.1 for any G′0-
equivariant perverse sheaf A′ we define a complex of sheaves A = indD

D′(A′) ∈ D(D)
by A = a′′

! A′
1[2 dim UP ] where A′

1 ∈ D(V2) is such that a∗A′ = a′∗A′
1. We show:

(a) If A′ ∈ D̂′un, then indD
D′(A′) is isomorphic to a direct sum of objects of

D̂un.

The proof is similar to that of [L3, 4.8(I)]. Before giving it we need some prelimi-
naries. Let B′ be the flag manifold of G′0 = P/UP . For β ∈ B′ let β̃ ∈ B be the
inverse image of β under the obvious map P → G′0. Let w ∈ WI (see 26.1). Recall
that

Z̄w
∅,I,D = {(B, B′, x) ∈ B × B × D; xBx−1 = B′, pos(B, B′) ≤ w}.

Replacing here D, I by D′, I we have

Z̄w
∅,I,D′ = {(β, β′, y) ∈ B′ × B′ × D′; yβy−1 = β′, pos(β, β′) ≤ w}.

We have a commutative diagram with cartesian squares

Z̄w
∅,I,D′

ã←−−−− Ṽ1
ã′

−−−−→ Z̄w
∅,I,D

δ

⏐⏐� δ′
⏐⏐� δ′′

⏐⏐�
D′ a←−−−− V1

a′
−−−−→ V2

a′′
−−−−→ D
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where

Ṽ1 = {(β, b′, y, g, x) ∈ B′ × B′ × D′; yβy−1 = β′, x−1gx ∈ NDP,

y = π′(x−1gx), pos(β, β′) ≤ w},
ã(β, β′, y, g, x) = (β, β′, y), ã′(β, β′, y, g, x) = (xβ̃x−1, xβ̃′x−1, g),

δ(β, β′, y) = y, δ′(β, β′, y, g, x) = (g, x), δ′′(B, B′, x) = (x, zP )

with z ∈ G0 such that z−1Bz ⊂ P .
Note that a, ã are smooth with connected fibres and ã′, a′ are principal P -

bundles. It follows that

IC(Ṽ1, Q̄l) = ã∗IC(Z̄w
∅,I,D′ , Q̄l) = ã′∗IC(Z̄w

∅,I,D, Q̄l)

where the first Q̄l lives on

{(β, b′, y, g, x) ∈ Ṽ1; pos(β, β′) = w} = ã−1(Zw
∅,I,D′) = ã′−1(Zw

∅,I,D),

the second Q̄l lives on Zw
∅,I,D′ and the third Q̄l lives on Zw

∅,I,D. Hence

δ′!IC(Ṽ1, Q̄l) = a∗δ!IC(Z̄w
∅,I,D′ , Q̄l) = α′∗δ′′! IC(Z̄w

∅,I,D, Q̄l);

that is, δ′!IC(Ṽ1, Q̄l) = a∗K̄w
D′ = α′∗K ′ where K ′ = δ′′! IC(Z̄w

∅,I,D, Q̄l) ∈ D(V2).
Since a, a′ are smooth with connected fibres of dimension dim D+dim UP , dimD−
dim UP , respectively, we see that for any i we have

a∗(Hi−dim D−dim UP K̄w
D′)[dimD + dimUP ] = Hi(a∗K̄w

D′)

= Hi(a′∗K̄w
D) = a′∗(Hi−dim D+dim UP K ′)[dimD − dim UP ],

hence (setting j = i − dimD − dimUP ):

a∗(HjK̄w
D′) = a′∗(Hj+2dim UP K ′)[−2 dimUP ].

We see that
indD

D′(HjK̄w
D′) = a′′

! (Hj+2dim UP K ′).
We have

(b)
⊕

j

indD
D′(HjK̄w

D′)[−j] =
⊕

j

(Hj+2dim UP K̄w
D)[−j] in D(D).

Indeed the left-hand side is⊕
j

a′′
! (Hj+2 dim UP K ′) = a′′

! K ′[2 dimUP ]

= a′′
! δ′′! IC(Z̄w

∅,I,D, Q̄l)[2 dim UP ] = K̄w
D[2 dimUP ];

(we have used that K ′ ∼=
⊕

j HjK ′[−j] which follows from the decomposition
theorem [BBD] applied to the proper map δ′′). This is equal to the right-hand side
of (b) since K̄w

D
∼=

⊕
j Hj(K̄w

d )[−j], by the decomposition theorem applied to the
proper map a′′δ′′. Now HjK̄w

D′ is a direct sum of character sheaves on D′; hence,
by 30.6(a), indD

D′(HjK̄w
D′) is a perverse sheaf on D for any j. Taking Hi for both

sides of (b) we obtain for any i ∈ Z:

(c) indD
D′(HiK̄w

D′) = Hi+2 dim UP K̄w
D.

Now let A′ ∈ D̂′un. We can find w ∈ WI and i ∈ Z such that A′ appears in HiK̄w
D′ .

Since HiK̄w
D′ is semisimple, A′ is a direct summand of HiK̄w

D′ . Using (c) we see
that indD

D′(A′) is a direct summand of Hi+2 dim UP K̄w
D. Hence (a) holds.
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From (a) we see that A′ �→ indD
D′(A′) (with A′ ∈ D̂′un) defines a group homo-

morphism Kun(D′) → Kun(D) and a Q-linear map Kun
Q (D′) → Kun

Q (D) denoted
again by indD

D′ .
Applying this homomorphism to both sides of 44.6(a) for D′ instead of D and

for x ∈ WI and using (c) we obtain

gr1(K̄x
D) =

∑
y∈WI ;y≤x

Py,x(1)indD
D′(gr1(K

y
D′)).

Here, Py,x are as in 43.2 for WI or equivalently for W. The left-hand side can be
evaluated using 44.3(d) for D; we obtain:∑

y∈WI ;y≤x

Py,x(1)gr1(K
y
D) =

∑
y∈WI ;y≤x

Py,x(1)indD
D′(gr1(K

y
D′)).

Since the matrix (Py,x)x,y∈WI
is invertible, we deduce for any y ∈ WI :

(d) indD
D′(gr1(K

y
D′)) = gr1(K

y
D).

44.11. We preserve the setup of 44.10. Let Γ,W̃ be as in 43.1 and let W̃I be the
subgroup of W̃ generated by WI and Γ; now W̃I plays the same role for WI as
W̃ for W. For any E′ ∈ Mod(W̃I), the element RE′ ∈ Kun

Q (D′) is defined as in

44.6(b). Let indW̃
W̃I

E′ ∈ Mod(W̃) be the induced module. We show:

(a) indD
D′(RE′) = R

indW̃
W̃I

E′ ∈ Kun
Q (D).

Applying indD
D′ to 44.6(b) with E, D replaced by E′, D′ and using 44.10(d) we

obtain

indD
D′(RE′) = |WI |−1

∑
i∈Z

∑
x∈WI

(−1)i+dim G′
tr(x�, E′)Hi(Kx

D).

Using the definitions and 44.7(n) we have

R
indW̃

W̃I
E′ = |W|−1

∑
i∈Z

∑
x∈W

(−1)i+dim Gtr(x�, indE′)Hi(Kx
D)

= |W|−1|WI |−1
∑
i∈Z

∑
x∈W,y∈W;yx�y−1∈WI�

(−1)i+dim Gtr(yx�y−1, E′)Hi(Kx
D)

= |W|−1|WI |−1
∑
i∈Z

∑
z∈WI ,y∈W

(−1)i+dim Gtr(z�, E′)Hi(Ky−1z�y�−1

D )

= |W|−1|WI |−1
∑
i∈Z

∑
z∈WI ,y∈W

(−1)i+dim Gtr(z�, E′)Hi(Kz
D)

= |WI |−1
∑
i∈Z

∑
z∈WI

(−1)i+dim Gtr(z�, E′)Hi(Kz
D).

Now (a) follows since dimG = dim G′ mod 2.

44.12. We preserve the setup of 44.10. Let s be a sequence in I. From 29.14 we see
that resD′

D (K̄s
D) ∼=

⊕
t∈T K̄t

D′ [−dt] where T is a certain finite collection of sequences
in I and dt are integers. Since K̄s

D
∼=

⊕
i Hi(K̄s

D)[−i], K̄t
D′ ∼=

⊕
i Hi(K̄t

D′)[−i], we
have

(a)
⊕

i

resD′

D (Hi(K̄s
D))[−i] ∼=

⊕
t∈T ,i

Hi(K̄t
D′)[−i − dt].
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By 31.14, resD′

D (Hi(K̄s
D)) is a perverse sheaf on D′. Hence taking Hi for both sides

of (a) we obtain

(b) resD′

D (Hi(K̄s
D)) ∼=

⊕
t∈T

Hi−dt(K̄t
D′).

In particular, if A ∈ D̂un, then resD′

D (A) is a direct sum of objects in D̂′un. Hence
A �→ resD′

D (A) (with A ∈ D̂un) defines a group homomorphism Kun(D) → Kun(D′)
and a Q-linear map Kun(D)Q → Kun

Q (D′) denoted again by resD′

D . Taking the
alternating sum over i in (b) we obtain:

(c) resD′

D (gr1(K̄s
D)) =

∑
t∈T

(−1)dtgr1(K̄t
D′).

For any ξ ∈ Kun
Q (D), ξ′ ∈ Kun

Q (D′) we have

(d) (resD′

D (ξ) : ξ′) = (ξ : indD
D′(ξ′))

where the first (:) refers to D′ and the second (:) refers to D. Indeed, we can assume
that ξ = A ∈ D̂un, ξ′ = A′ ∈ D̂′un; in this case (d) follows from the equalities in
30.9 and the semisimplicity of the perverse sheaves resD′

D (A), indD
D′(A′).

The following subspaces of Kun
Q (D) coincide:

-the subspace (1) spanned by the RE (with E ∈ Mod(W̃));
-the subspace (2) spanned by the RE (with E ∈ Irr(W̃));
-the subspace (3) spanned by the elements gr1(Kx

D) (with x ∈ W);
-the subspace (4) spanned by the elements gr1(Ks

D) for various sequences s in I.
Indeed, (1) ⊂ (3) by 44.6(b); (3) ⊂ (2) by 44.7(i); (2) ⊂ (1) obviously; moreover,
(3) = (4) by the arguments in 31.7. We denote any of the four subspaces above by
VD. We define similarly a subspace VD′ of Kun

Q (D′). We show

(e) resD′

D (RE) = RE|W̃I

where E|W̃I
∈ Mod(W̃I) is the restriction of E. From (c) we see that resD′

D maps
VD into VD′ . Thus both sides of (e) are in VD′ . Now the restriction of (:) (for D′)
to VD′ is nondegenerate (we use the analogue of 44.7(l) for D′). Hence to prove (e)
it is enough to show that

(f) (resD′

D (RE) : RE′) = (RE|W̃I
: RE′)

for any E′ ∈ Mod(W̃I). By (d) and 44.11(a), the left-hand side of (f) is equal to

(RE : indD
D′(RE′) = (RE : R

indW̃
W̃I

E′).

Using 44.7(l) for D and for D′ we see that it is enough to use the equality

|W|−1
∑

x∈W

tr(x�, E)tr(x�, indW̃
W̃I

E′) = |WI |−1
∑

x∈WI

tr(x�, E)tr(x�, E′)

which follows from the standard character formula for an induced representation.
This proves (f) and hence (e).
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44.13. Let x ∈ W be such that for any y ∈ W we have yx�y−1�−1 /∈ WI . We
show:

(a) resD′

D (gr1(Kx
D)) = 0.

Using 44.7(i), we see that it is enough to show:

(−1)dim G
∑
E∈E

tr(x�, E)resD′

D (RE) = 0.

Using 44.12(e) and 44.6(b) for D′, we see that left-hand side is∑
E∈E

tr(x�, E)RE|W̃I
= |WI |−1

∑
E∈E

∑
z∈WI

(−1)dim G′
tr(z�, E)tr(x�, E)gr1(Kz

D′).

To show that this is zero it is enough to show that for any z ∈ WI we have∑
E∈E

tr(z�, E)tr(x�, E) = 0.

The left-hand side is equal to |W̃|−1|W| times
∑

E tr(z�, E)tr((x�)−1, E) where
E runs over the simple Q̄l[W̃]-modules up to isomorphism. (A module E whose
restriction to W is not simple contributes 0 to the last sum.) It is enough to show
that the last sum is 0. It is also enough to show that z� and x� are not conjugate
in W̃. But this follows from our assumption on x. This proves (a).

44.14. An element w ∈ W is said to be D-anisotropic if the following condition
holds: for any x ∈ W, I � I such that ε(I) = I we have xwε(x)−1 /∈ WI . Let
A ∈ D̂un.

We show:
(a) A is cuspidal if and only if any w ∈ W such that (A : gr1(Kw

D)) �= 0 is
D-anisotropic.

Assume first that A is not cuspidal. By 31.15 there exists I � I, ε(I) = I and P ∈
PI (so that NDP �= ∅) such that setting D′ = NDP/UP , G′ = NGP/UP we have
resD′

D (A) �= 0. By 31.14 and 44.12, resD′

D (A) is an N-linear combination of objects
in D̂′un. Hence there exists x ∈ WI and i ∈ Z such that (resD′

D (A) : Hi(K̄x
D)) �= 0.

Using 44.7(m) for D′ we see that there exists E′ ∈ Irr(W̃I) such that (resD′

D (A) :
RE′) �= 0. Hence there exists y ∈ WI such that (resD′

D (A) : gr1(K
y
D′)) �= 0.

Using 44.12(d) we deduce (A : indD
D′(gr1(K

y
D′)) �= 0 and using 44.10(d) we see that

(A : gr1(K
y
D)) �= 0. Since y ∈ WI , y is not D-anisotropic.

Conversely, assume that there exist w ∈ W, x ∈ W, I � I such that (A :
gr1(Kw

D)) �= 0, ε(I) = I and xwε(x)−1 ∈ WI . Using 44.7(n) we see that we can
assume that x = 1, w ∈ WI . Choose P ∈ PI (so that NDP �= ∅) and set D′ =
NDP/UP , G′ = NGP/UP . Using 44.10(d) we see that (A : indD

D′(gr1(Kw
D))) �= 0.

Using 44.12(d) we see that (resD′

D (A) : gr1(Kw
D′)) �= 0 so that resD′

D (A) �= 0. Thus
A is not cuspidal. This proves (a).

We show:
(b) Let w ∈ W be such that w is D-anisotropic. Then l(w) = |Iε| mod 2 where

Iε is the set of orbits of ε : I → I.
We use the notation in 42.7. We consider the equality

(−1)|I|H |I|
c (VR) =

∑
η

(−1)rηHrη(Vη
R)
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(see 42.7) in the Grothendieck group of WD-modules. Taking the trace of wD ∈
WD we obtain

(−1)|I| det(wD,VR) =
∑

η

tη

where
tη = (−1)rηtr(wD,

⊕
J∈η

⊕
F∈FJ

Λrη(|F |).

Since wD permutes the summands in the last direct sum, we have tη = 0 unless
there exist J ∈ η and F ∈ FJ such that D(J) = J and wD(F ) = F . For such J, F
we can find FJ ∈ FJ such that D(FJ) = FJ and {y ∈ W; y(FJ) = FJ} = WJ ;
moreover, F = x−1(FJ) for some x ∈ W and wε(x)−1(FJ) = x−1(FJ) so that
xwε(x)−1(FJ) = FJ and xwε(x)−1 ∈ WJ . Since w is D-anisotropic, we see that
J = I. Thus tη = 0 unless η = {I}. On the other hand, if η = {I}, then
FJ = {0}, rη = 0 and tη = 1. Thus we have (−1)|I| det(wD,VR) = 1. Note that
det(w,VR) = (−1)l(w). Since D permutes a basis of VR indexed by I (according
to ε) we have det(D,VR) = (−1)|I|−|Iε|. We see that (−1)l(w)(−1)|Iε| = 1. This
proves (b).

44.15. Let P be a parabolic subgroup of G0 such that NDP �= ∅. Let D′ =
NDP/UP (a connected component of NGP/UP ). We show:

(a) If A′ ∈ D̂′un, A ∈ D̂un, are such that A appears with nonzero coefficient in
indD

D′(A′) (or equivalently A′ appears with nonzero coefficient in resD′

D (A)),
then eA = eA′

. Moreover, codim(supp(A)) = codim(supp(A′)) mod 2.

We can find I ⊂ I, ε(I) = I such that P ∈ PI and w ∈ WI , i ∈ Z such
that A′ is a direct summand of Hi(K̄w

D′). Then indD
D′(A′) is a direct summand

of indD
D′(HiK̄w

D′), hence a direct summand of Hi+2 dim UP K̄w
D (see 44.10(c)). It

follows that A is a direct summand of Hi+2 dim UP K̄w
D. By definition we have

eA′
= (−1)i+dim(P/UP ), eA = (−1)i+2dim UP +dim G0

. Thus, eA = eA′
. This proves

the first statement of (a). We can find a parabolic subgroup P1 of G0 such that
NDP1 �= ∅, P1 ⊂ P and A1 ∈ D̂unc

1 (where D1 = NDP1/UP1) such that A′ is a com-
ponent of indD′

D1
(A1), hence A is a component of indD

D1
(A1). To prove the second

statement of (a) it is enough to show that (−1)codim(supp(A)) = (−1)codim(supp(A1)),
(−1)codim(supp(A′)) = (−1)codim(supp(A1)). Thus we are reduced to the case where A′

is cuspidal. In this case, by 3.13(b) we have dim supp(A) = dim(G0)−dim(P/UP )+
dim supp(A′). Thus, codim(supp(A)) = codim(supp(A′)) and (a) is proved.

We show:

(b) If A ∈ D̂un and A◦ ∈ D̂un is defined by d(A) = (−1)codim(supp(A))A◦ (see
44.8(a)), then eA◦

= eA.

If P, D′ are as in (a), then, by (a), indD
D′resD′

D (A) is a linear combination of objects
A1 ∈ D̂un with eA1 = eA. Since d(A) is an alternating sum of elements of the form
indD

D′resD′

D (A), we see that d(A) is a linear combination of objects A1 ∈ D̂un with
eA1 = eA. Now (b) follows.

Let x ∈ W. We show:

(c) The element Rℵx�
∈ Kun

Q (D) is a Z-linear combination of objects A ∈ D̂un

such that eA = (−1)l(x)−a(x).
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Let c be the two-sided cell containing x. Using 43.12(b), for any A ∈ D̂un we have
(with notation in 43.12):

(d)

(A : Rℵx�
) =

∑
E∈Irr(W̃)

1
2
(tr(c†x�, Ev;−a(x))

−
∑

y,j;y≺x,j>0

(−1)−l(x)+l(y)ay,x;jtr(c†y�, Ev;−a(x) − j)(A : RE).

From 44.7(j) we have for any A ∈ D̂un and z ∈ W:
∑
j∈Z

(d(A) : Hj(K̄z
D))(−v)j

= (−1)dim Gvdim G+l(z)
∑

E∈Irr(W̃)

1
2
(d(A) : RE)tr(cz�, Ev)

= (−1)dim Gvdim G+l(z)
∑

E∈Irr(W̃)

1
2
(A : RE⊗sgn)tr(cz�, Ev)

= (−1)dim Gvdim G+l(z)
∑

E∈Irr(W̃)

1
2
(A : RE)tr(cz�, (E ⊗ sgn)v)

= (−1)dim Gvdim G+l(z)
∑

E∈Irr(W̃)

1
2
(A : RE)tr(c†z�, Ev).

(We have used 44.8(c), 43.4(c).) Hence for any N ∈ Z we have

∑
E∈Irr(W̃)

1
2
(A : RE)tr(c†z�, Ev; N) = (d(A) : HN+dim G+l(z)(K̄z

D))(−1)N+l(z).

Introducing this in (c) we obtain

(e)
(A : Rℵx�

) = (−1)l(x)−a(x)(d(A) : Hdim G+l(x)−a(x)(K̄x
D))

−
∑

y,j;y≺x,j>0

ay,x;j(−1)l(x)−a(x)−j(d(A) : Hdim G+l(y)−a(x)−j(K̄y
D)).

Since ay,x;j are integers (see 43.12) we see that (A : Rℵx�
) ∈ Z. Assume now that

(A : Rℵx�
) �= 0. Using (e) and 43.12 we see that either

(A◦ : Hdim G+l(x)−a(x)(K̄x
D)) �= 0

or there exist y, j such that j = l(x) + l(y) mod 2,

(A◦ : Hdim G+l(y)−a(x)−j(K̄y
D)) �= 0

(here A◦ is as in 44.8(a)). In the first case we have eA◦
= (−1)l(x)−a(x). In the

second case we have eA◦
= (−1)l(y)−a(x)−j = (−1)l(x)−a(x) since j = l(x) + l(y)

mod 2. This implies (c) in view of (b).
Note that D has property Ã (see 44.7) if and only if for any A ∈ D̂un we have

eA = (−1)codim(supp(A)).
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44.16. We show that if D has property Ã, then for any A ∈ D̂un, w ∈ W, i ∈ Z
we have

(a) (−1)i+dim G(A : d(Hi(K̄w
D))) ∈ N.

Indeed, the expression (a) is equal to (−1)i+dim G(d(A) : Hi(K̄w
D)) (see 38.10(e)).

If this is �= 0, then it is equal to (−1)codim(supp(A))eA◦
(A◦ : Hi(K̄w

D)). By property
Ã for A◦ and 44.8(e), this is equal to

(−1)codim(supp(A))(−1)codim(supp(A◦))(A◦ : Hi(K̄w
D)) = (A◦ : Hi(K̄w

D)) ∈ N.

This proves (a).

44.17. Let x ∈ W and let c be the two-sided cell of W that contains x. Let a be
the value of a : W → N on c. We show that in Kun

Q (D) we have:

(−1)−a+l(x)H−a+l(x)+dim G(K̄x
D)(a)

= Rℵx�⊗sgn + Q-linear combination of elements Rℵx′�⊗sgn with x′ ≺ x,

(−1)−a+l(x)d(H−a+l(x)+dim G(K̄x
D))(b)

= Rℵx�
+ Q-linear combination of elements Rℵx′�

with x′ ≺ x.

By 44.7(m), the left-hand side of (b) is equal to
∑

E
1
2 tr(cxT̃�, Ev;−a)d(RE). By

44.8(c) and 43.4(b), 43.6(b), this equals
∑
E

1
2
tr(cxT̃�, Ev;−a)RE⊗sgn =

∑
E

1
2
tr(cxT̃�, (E ⊗ sgn)v;−a)RE

=
∑
E

1
2
tr(c†x�, Ev;−a)RE =

∑
E;cE�c

1
2
tr(c†x�, Ev;−a)RE = b′ + b′′

where

b′ =
∑

E;cE=c

1
2
tr(c†x�, Ev;−a)RE =

∑
E;cE=c

1
2
tr(tx�, E∞)RE

=
∑
E

1
2
tr(tx�, E∞)RE = Rℵx�

,

b′′ =
∑

E;cE≺c

1
2
tr(c†x�, Ev;−a)RE.

Now b′′ is a Z-linear combination of elements of the form RE where E is such that
cE ≺ c and these elements are Q-linear combinations of elements of the form Rℵx′�

for various x′ ∈ W such that x′ ≺ x, by 43.10(b). This proves (b). Now (a) is
obtained by applying d to both sides of (b) and using the equality d(Rφ) = Rφ⊗sgn

for any φ ∈ R(W̃) (see 44.8(c)).
Now let a′ be the value of a : W → N on the two-sided cell w0c = cw0. We

show:

(c)
(−1)−a′+l(w0x)H−a′+l(w0x)+dim G(K̄w0x

D ) = Rℵw0x�⊗sgn

+ Q-linear combination of elements Rℵw0x′�⊗sgn with x ≺ x′.

This is obtained by replacing x by w0x in (a) and noting that for y ∈ W we have
w0y ≺ w0x if and only if x ≺ y.
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In the remainder of this section we assume that D satisfies property Ã (in addi-
tion to property A).

For any x ∈ W we set rx = Rℵx�
, r̃x = (−1)−a(w0x)+l(w0x)Rℵw0x�⊗sgn. We note

the following properties of the elements rx, r̃x:

(i) (rx : rx′) = 0 whenever x �∼ x′;
(ii) for any two-sided cell c, the Q-vector space spanned by {rx; x ∈ c} coincides

with the Q-vector space spanned by {r̃x; x ∈ c};
(iii) for any x ∈ W there exist dx,x′ ∈ Q defined for x′ ≺ x such that

(A : rx +
∑

x′;x′≺x dx,x′rx′) ∈ N for any A ∈ D̂un;
(iv) for any x ∈ W there exist d̃x,x′ ∈ Q defined for x ≺ x′ such that

(A : r̃x +
∑

x′;x≺x′ d̃x,x′ r̃x′) ∈ N for any A ∈ D̂un.

In the setup of (ii), let Vc be the Q-vector space spanned by RE with E ∈ Irr(W̃)
such that cE = c. From the definitions, for any x ∈ c, rx belongs to Vc. Conversely,
for any E ∈ Irr(W̃) such that cE = c, RE belongs to the first vector space in (ii),
by 43.10(b). Thus the first vector space in (ii) is equal to Vc. Let V ′

c be the Q-
vector space spanned by RE′⊗sgn with E′ ∈ Irr(W̃) such that cE′ = w0c. From the
definitions, for any x ∈ c, r̃x belongs to V ′

c . Conversely, for any E′ ∈ Irr(W̃) such
that cE′ = w0c, RE′⊗sgn belongs to the second vector space in (ii), by 43.10(b).
Thus the second vector space in (ii) is equal to V ′

c . If E′ ∈ Irr(W̃), then we have
cE′ = w0c if and only cE′⊗sgn = c (a known property of two-sided cells). It follows
that Vc = V ′

c and (ii) is proved.
We prove (i). Let c, c′ be the two-sided cells that contain x, x′ respectively.

Assume that c �= c′. It is enough to show that (h : h′) = 0 for any h ∈ Vc, h
′ ∈ Vc′ .

Hence it is enough to show that if E, E′ ∈ Irr(W̃) are such that cE = c, cE′ = c′,
then (RE : RE′) = 0. This follows from 44.7(l) since E, E′ have nonisomorphic
restrictions to Q[W].

Now (iv) follows from (c) and (iii) follows from (b) in view of 44.16(a).
From (i)–(iv) we deduce, by a general result in [L3, 16.8(III)], that:

(d) (A : rx) ∈ N, (A : r̃x) ∈ N for any A ∈ D̂un, x ∈ W.

We show:

(e) Let A ∈ D̂un and let E, E′ ∈ Irr(W̃) be such that (A : RE) �= 0, (A :
RE′) �= 0. Then cE = cE′ .

By the proof of (ii) we see that there exists x ∈ cE such that (A : rx) �= 0; similarly,
there exists x′ ∈ cE′ such that (A : rx′) �= 0. Using this and (d) we deduce
(A : rx) > 0, (A : rx′) > 0. It follows that (rx : rx′) > 0. (By (d), (rx : rx′) is a
sum of terms in N, at least one of which is > 0.) Again by the proof of (ii) we have

rx =
∑

E1;cE1=cE

sE1RE1 , rx′ =
∑

E2;cE2=cE′

s′E2
RE2 ,

where sE1 ∈ Q, s′E2
∈ Q. From (rx : rx′) �= 0 it follows that there exist E1, E2 such

that cE1 = cE , cE2 = cE′ , (RE1 : RE2) �= 0. From 44.7(l) we deduce that E1, E2

have isomorphic restrictions to Q[W], hence cE1 = cE2 . It follows that cE = cE′ .
This proves (e).
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Proposition 44.18. Recall that D is assumed to have property A and property Ã.
Let A ∈ D̂un.

(a) There exists a well-defined two-sided cell c′A in W such that whenever E ∈
Irr(W̃) and (A : RE) �= 0, we have cE = c′A. Moreover, we have ε(c′A) =
c′A.

(b) We have w0c′A = cA where cA is as in 41.4.

(a) follows from 44.17(e) and 43.6(f). We prove (b). Recall (41.8) that

(c) A � K̄x
D for some x ∈ cA; if x′ ∈ W and A � K̄x′

D , then x 
 x′.
We show:

(d) if E ∈ Irr(W̃) is such that (A : RE) �= 0, then cA 
 w0cE.
Using 44.6(c) we see that

|W|−1
∑
i∈Z

∑
x∈W

(−1)i+dim Gtr(c̃x�|v=1, E)(A : Hi(K̄x
D)) �= 0.

Hence there exist x ∈ W, i ∈ Z such that tr(c̃x�|v=1, E) �= 0 and (A : Hi(K̄x
D)) �= 0.

Using (c) we deduce that y 
 x for some y ∈ cA. From the definitions we have

c̃x� = (−1)l(w0x)T̃w0c
†
w0x�.

It follows that tr(w0c
†
w0x�|v=1, E) �= 0. Thus the action of c†w0x�|v=1 on E is �= 0.

Using 43.6(b) we see that z 
 w0x for some z ∈ cE . Hence x 
 w0z. Since y 
 x,
we have y 
 w0z. Since y ∈ cA we have cA 
 w0cE . This proves (d).

We show:
(e) There exists E ∈ Irr(W̃) such that (A : RE) �= 0 and w0cE = cA.

Let x be as in (c). We have
∑

j∈Z(A : Hj(K̄x
D))(−v)j �= 0. Using 6.7(c) we deduce

that
vdim G+l(x)

∑
E∈E

bA,Etr(cx�, Ev) �= 0.

Hence there exists E ∈ Irr(W̃) such that (A : RE) �= 0 and tr(cx�, Ev) �= 0 that
is, tr(c†x�, (E†)v) �= 0. The last condition implies, in view of 43.6(b) that z 
 x for
some z ∈ cE† = w0cE . Thus, w0cE 
 cA. Since cA 
 w0cE by (d), it follows that
cA = w0cE . This proves (e).

From (e) we see that w0c′A = cA. The proposition is proved.

44.19. For any ε-stable two-sided cell c of W let D̂un
c be the category whose

objects are those A ∈ D̂un such that c′A = c (see 44.18) and let Kc(D) be the
subgroup of Kun(D) generated by the various A ∈ D̂un

c up to isomorphism. We
have Kun(D) =

⊕
c Kc(D) where c runs over the ε-stable two-sided cells of W. We

show:
(a) A �→ A◦ (see 44.8(a)) induces a bijection between the set of isomorphism

classes in D̂un
c and the set of isomorphism classes in D̂un

w0c; it also induces
an isomorphism Kc(D) ∼−→ Kw0c(D).

Let A ∈ D̂un
c . Then (A : RE) �= 0 for some E ∈ Irr(W̃) such that cE = c. We have

(d(A) : d(RE)) �= 0 and (A◦ : RE⊗sgn) �= 0 (see 44.8(d)). Thus A◦ ∈ D̂un
cE⊗sgn

=
D̂un

w0c. The remaining statements of (a) are immediate.
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44.20. Let I be a subset of I such that ε(I) = I. We fix a two-sided cell c′ of WI

(see 26.1) such that ε(c′) = c′. There is a unique two-sided cell c of W such that
c′ ⊂ c; we must have ε(c) = c.

Let Irrc(W̃) = {E ∈ Irr(W̃); cE = c}, Irrc′(W̃I) = {E′ ∈ Irr(W̃I); cE′ = c′}.
Let Rc(W̃) be the subgroup of R(W̃) generated by the elements φE with E ∈

Irrc(W̃). Let Rc′(W̃I) be the subgroup of R(W̃I) generated by the elements φE′

with E′ ∈ Irrc′(W̃I). From 43.11(b) we see that

(a) JW̃
W̃I

: R(W̃I) → R(W̃) satisfies JW̃
W̃I

(Rc′(W̃I)) ⊂ Rc(W̃).

Let Kc(D) be as in 44.19. Similarly, we define Kc′
(D′). Define a Q-linear map

pc : Q⊗Kun(D) → Q⊗Kc(D) by A �→ A if A ∈ D̂un
c and A �→ 0 if A ∈ D̂un, c′A �= c;

this restricts to a homomorphism Kun(D) → Kc(D). Note that for E1 ∈ Irr(W̃)
we have RE1 ∈ Q⊗KcE1 (D), hence

(b) pc(RE1) = RE1 if cE1 = c and pc(RE1) = 0 if cE1 �= c.

Let E′ ∈ Irrc′(W̃I). We show:

(c) R
JW̃
W̃I

(φE′ )
= pc(RindW̃

W̃I
E′).

By 44.7(o) and (b), both sides of (c) are integer combinations of elements of the
form RE1 with E1 ∈ E. Hence (using 44.7(l)) it is enough to show that for any
E1 ∈ E, we have

(d) (R
JW̃
W̃I

(φE′ )
: RE1) = (pc(RindW̃

W̃I
E′) : RE1).

If cE1 �= c, then from (b) we see that the right-hand side of (d) is zero; moreover,
since φE′ ∈ Rc′(W̃I) we have JW̃

W̃I
(φE′) ⊂ Rc(W̃) (see (a)), hence R

JW̃
W̃I

(φE′ )
∈

Kc(D) so that the left-hand side of (d) is also zero. Thus, we may assume that
cE1 = c. In this case (d) can be rewritten in the form

(R
JW̃
W̃I

(φE′ )
: RE1) = (R

indW̃
W̃I

E′ : RE1)

or equivalently (using 44.7(l)) in the form

(e)

∑
E∈Irr(W̃);aE′=aE

〈E′, E〉|W|−1
∑

u∈W

tr(u�, E)tr(u�, E1)

= |W|−1
∑

x∈W

tr(x�, indW̃
W̃I

E′)tr(x�, E1).

The right-hand side of (e) can be rewritten as |WI |−1
∑

z∈WI
tr(z�, E′)tr(z�, E1);

substituting tr(z�, E1) =
∑

E′
1∈Irr(W̃I)〈E′

1, E1〉tr(z�, E′) (see 43.9(a)) this be-
comes

|WI |−1
∑

z∈WI

tr(z�, E′)
∑

E′
1∈Irr(W̃I)

〈E′
1, E1〉tr(z�, E′

1)

=
∑

E′
1∈Irr(W̃I)

〈E′
1, E1〉α(E′, E′

1) = 〈E′, E1〉 − 〈E′ ⊗ ι, E1〉

where α(E′, E′
1) is 1 if E′ ∼= E′

1, is −1 if E′ ∼= E′
1 ⊗ ι and is 0 otherwise. Now in

the left-hand side of (e) the second sum is zero unless E is isomorphic to E1 or to
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E1 ⊗ ι in which case we have automatically aE′ = aE (since aE = aE1). Thus the
left-hand side of (e) is equal to∑

E∈Irr(W̃)

〈E′, E〉|W|−1
∑

u∈W

tr(u�, E)tr(u�, E1)

=
∑

E∈Irr(W̃)

〈E′, E〉α(E, E1) = 〈E′, E1〉 − 〈E′, E1 ⊗ E〉.

This proves (e) and hence (c).
For any A′ ∈ D̂′un

c′ we set tindD
D′(A′) = pc(indD

D′(A)), (see 44.13). Now A′ �→
tindD

D′(A′) defines a group homomorphism Kc′
(D′) → Kc(D) and a Q-linear map

Q ⊗Kc′
(D′) → Q⊗Kc(D); these are denoted again by tindD

D′ .
Let φ′ ∈ Rc′(W̃I). We show:

(f) tindD
D′(Rφ′) = R

JW̃
W̃I

(φ′)
.

We may assume that φ′ = φE′ where E′ ∈ Irrc′(W̃I). From the definitions we have
RφE′ ∈ Q ⊗Kc′

(D′) and tindD
D′(RφE′ ) ∈ Q⊗Kc(D). Applying pc to the identity

indD
D′(RφE′ ) = R

indW̃
W̃I

E′ ∈ Kun
Q (D)

(see 44.14(a)) we obtain

tindD
D′(RφE′ ) = pc(RindW̃

W̃I
E′).

Now (f) follows from (c).
For any x ∈ c we have ℵx� ∈ Rc(W̃). Similarly, for any x ∈ c′ we have

ℵI
x� ∈ Rc′(W̃I). Combining (f) (with φ′ = ℵI

x�, x ∈ c′) with 43.10(c) we see that

(g) tindD
D′(RℵI

x�
) = RℵI

x�
.

We define a homomorphism ′JW̃I

W̃
: R(W̃) → R(W̃I) by

′JW̃I

W̃
(φE) =

∑
E′∈Irr(W̃I);aE′=aE

〈E′, E〉φE′

for any E ∈ Irr(W̃).
Let φ ∈ Rc(W̃) and let A′ ∈ D̂′un

c′ . We show:

(h) (tindD
D′(A′) : Rφ) = (A′ : R′J

W̃I
W̃

(φ)
).

We may assume that φ = φE where E ∈ Irrc(W̃). By the definition of tindD
D′(A′),

the left-hand side of (h) is equal to (indD
D′(A′) : RE). From the second equality in

43.9(a) we see that
RE|W̃I

=
∑

E′∈Irr(W̃I)

〈E′, E〉RE′ .

By 43.9(b) we may restrict the previous sum to those E′ such that aE′ ≤ aE ;
moreover, for E′ such that aE′ < aE we have cE′ �= c′. Thus we have RE|W̃I

=

R′J
W̃I
W̃

(φ)
plus a linear combination of A′′ ∈ D̂′un with c′A′′ �= c′. We see that

the right-hand side of (h) is equal to (A′ : RE|W̃I
), hence to (A′ : resD′

D (RE)) (see
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44.12(e)) and (h) is equivalent to (indD
D′(A′) : RE) = (A′ : resD′

D (RE)); but this
follows from 44.12(d). This proves (h).

44.21. We preserve the setup of 44.20. We assume that

(i) for any E′ ∈ Irrc′(W̃I) there exists a unique E ∈ Irrc(W̃) (up to isomor-
phism) such that 〈E′, E〉 �= 0; moreover, we then have 〈E′, E〉 = 1;

(ii) for any E ∈ Irrc(W̃) there exists a unique E′ ∈ Irrc′(W̃I) (up to isomor-
phism) such that 〈E′, E〉 �= 0; moreover, we then have 〈E′, E〉 = 1.

Note that the E′ �→ E in (i) and E �→ E′ in (ii) defined inverse bijections E′ ↔ E

between the sets of isomorphism classes of objects in Irrc′(W̃I) and Irrc(W̃). If
E′ ↔ E, then

(a)

JW̃
W̃I

(φE′) = φE ,

′JW̃I

W̃
(φE) = φE′ + linear combination of elements φE′′ with

E′′ ∈ Irr(W̃I) − Irrc′(W̃I).

The second equality in (a) is obvious. To prove the first equality in (a) we consider
Ẽ ∈ Irr(W) such that aE′ = aẼ and 〈E′, Ẽ〉 �= 0. It is enough to show that Ẽ = E.
By 43.11(b) we have cẼ = c. Using (i) we see that Ẽ = E, as required.

We show:

(b) if A′ ∈ D̂′un
c′ , then tindW̃

W̃I
(A′) �= 0.

Assume that tindW̃
W̃I

(A′) = 0. From 44.20(h) we deduce (A′ : R′J
W̃I
W̃

(φE)
) = 0 for

any E ∈ Irrc(W̃). Thus, for any E′ ∈ Irrc′(W̃I) we have (A′ : RφE′ ) = 0 (see (a)).
This contradicts 44.7(k) for D′. This proves (b).

We show:

(c) if A′ ∈ D̂′un
c′ , then A := tindW̃

W̃I
(A′) is a single object of D̂un

c .

By 44.7(k) we can find E′ ∈ Irr(W̃I) such that (A′ : RE′) �= 0. We have necessarily
E′ ∈ Irrc′(W̃I). By 43.10(b), RE′ is a Q-linear combination of elements RℵI

x�
such

that tr(tx�, E∞) �= 0 (and in particular x ∈ c′). Hence there exists x ∈ c′ such
that (A′ : RℵI

x�
) �= 0. By 44.20(d) we have

(d) RℵI
x�

= n1A1 + n2A2 + · · · + nrAr

where Ai ∈ D̂′un are nonisomorphic to each other and ni ∈ Z>0; we can assume
that A1 = A′. We have:

(e)
′JW̃I

W̃
(ℵx�) = ℵI

x� + linear combination of elements φE′′ with

E′′ ∈ Irr(W̃I) − Irrc′(W̃I).

Using (a) we see that this is equivalent to the identity tr(tx�, E∞) = tr(tx�, E′∞)
(for any E′ ↔ E as above) which follows from 43.10(c). For i, j in [1, r] we set
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xi,j = (tindW̃
W̃I

(Ai) : tindW̃
W̃I

(Aj)). We have:

∑
i,j∈[1,r]

ninjxi,j = (tindW̃
W̃I

(RℵI
x�

) : tindW̃
W̃I

(RℵI
x�

)) = (tindW̃
W̃I

(RℵI
x�

) : Rℵx�
)

= (RℵI
x�

: R′J
W̃I
W̃

(ℵx�)
) = (RℵI

x�
: RℵI

x�
) =

∑
i∈[1,r]

n2
i .

(The first equality comes from (d); the second equality comes from 44.20(g); the
third equality comes from 44.20(h); the fourth equality comes from (e); the fifth
equality comes from (d).) Since tindW̃

W̃I
(Ai) is an N-linear combination of objects

in D̂un and is �= 0 by (b), we see that (tindW̃
W̃I

(Ai) : tindW̃
W̃I

(Aj)) is ≥ 1 if i = j and
is ≥ 0 if i �= j. Hence from the equality

∑
i,j∈[1,r] ninjxi,j =

∑
i∈[1,r] n

2
i it follows

that xi,j = 1 if i = j and xi,j = 0 if i �= j. Since A′ = A1 we see that (c) holds.
We show:

(f) If A1, A2 are objects of D̂′un
c′ and A := tindW̃

W̃I
(A1) = tindW̃

W̃I
(A2), then

A1
∼= A2.

Assume that A1 �∼= A2. Let E′ ∈ Irrc′(W̃I). We can find E ∈ Irrc(W̃) such that
〈E′, E〉 = 1. For i = 1, 2 we have:

(A : RE) = (tindW̃
W̃I

(Ai) : RE) = (Ai : R′J
W̃I
W̃

(φE)
) = (Ai : RE′).

(The second equality holds by 44.20(h); the third equality holds by (a).) Thus
we have (A1 : RE′) = (A2 : RE′) for any E′ ∈ Irrc′(W̃I). This implies that
(A1 : RℵI

x�
) = (A2 : RℵI

x�
) for any x ∈ WI . We can choose x ∈ c′ such that

(A1 : RℵI
x�

) �= 0. Then we have also (A2 : RℵI
x�

) �= 0. We can assume that A1, A2

are the first two terms in the right-hand side of (d). But in the proof of (c) we have
seen that (tindW̃

W̃I
(A1) : tindW̃

W̃I
(A2)) = 0. This contradicts the assumption that

tindW̃
W̃I

(A1) = tindW̃
W̃I

(A2) which is �= 0 by (b). This proves (f).
We show:

(g) If A ∈ D̂un
c , then there exists A′ ∈ D̂′un

c′ such that A = tindW̃
W̃I

(A′).

By 44.7(k) we can find E ∈ Irr(W̃) such that (A : RE) �= 0. We have necessarily
E ∈ Irrc(W̃). Let E′ ∈ Irrc′(W̃I) be such that E′ ↔ E. By 44.20(f) we have
0 �= (A : RE) = (A : R

JW̃
W̃I

(E′)
) = (A : tindW̃

W̃I
(RE′)). Hence there exists A′ ∈

D̂′un
c′ such that (A′ : RE′) �= 0 and (A : tindW̃

W̃I
(A′)) �= 0. This implies that

A = tindW̃
W̃I

(A′). This proves (g).
Combining (c), (f), (g), and using 44.20(h) and (a), we obtain the following

result:

(h) A′ �→ tindW̃
W̃I

(A′) defines a bijection between the set of isomorphism classes
in D̂′

c′
un and the set of isomorphism classes in D̂un

c ; this bijection has
the following property: for any E ∈ Irr(W̃) and any A′ ∈ D̂′

c′
un we have

(tindW̃
W̃I

(A′) : RE) = 0 if E /∈ Irrc(W̃) and (tindW̃
W̃I

(A′) : RE) = (A′ : RE′)
where E′ ∈ Irrc′(W̃I) is defined uniquely by 〈E′, E〉 = 1.
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45. Reductions

45.1. In this section we show that the problem of classifying the unipotent char-
acter sheaves on D can be reduced to the analogous problem in the case where G0

is simple and ZG = {1}.
Let τ : G0

sc → G0 be a simply connected covering of the derived group of G0.
Let G̃0 = Z0

G0 ×G0
sc. The homomorphism ψ : G̃0 → G0, (z, g) �→ zτ (g) is surjective

with finite kernel which may be identified with {z ∈ ZG0
sc

; τ (z) ∈ Z0
G0}. Let s(G0)

be the category whose objects are the local systems E of rank 1 on G0 such that for
some E0 ∈ s(Z0

G0) we have ψ∗E ∼= E0 � Q̄l or equivalently E is a direct summand of
the local system ψ!(E0 � Q̄l). (When G0 is a torus this definition of s(G0) agrees
with that in 28.1.) Let E ∈ s(G0). We show:

(a) E is G0-equivariant for the conjugation action of G0 on G0.
(b) E is G0

sc×G0
sc-equivariant for the G0

sc×G0
sc-action on G0 given by (x1, x2) :

g �→ τ (x1)gτ (x−1
2 ).

(c) For any x ∈ G0 we have L∗
xE ∼= E where Lx : G0 → G0 is given by g �→ xg.

Let E0 ∈ sn(Z0
G0) be such that E is a direct summand of ψ!(E0 � Q̄l). The G0-

action on G̃0 given by y : (z, x) �→ ỹ(z, x)ỹ−1 (where ỹ ∈ ψ−1(y)) is well defined
and is compatible under ψ with the conjugation action of G0 on G0; moreover,
E0 � Q̄l is G0-equivariant. Hence ψ!(E0 � Q̄l) is G0-equivariant and (a) holds. The
G0

sc×G0
sc-action on G̃0 given by (x1, x2) : (z, x) �→ (z, x1xx−1

2 ) is compatible under
ψ with the G0

sc ×G0
sc-action on G0 (as in (b)) and E0 � Q̄l is G0

sc ×G0
sc-equivariant.

Hence ψ!(E0 � Q̄l) is G0
sc × G0

sc-equivariant and (b) holds. We prove (c). The
G̃0-action on G̃0 given by (z, x) : (z′, x′) �→ (znz′, xx′) is compatible under ψ with
the G̃0-action on G0 given by (z, x) : g �→ znτ (x)g and E0 � Q̄l is G̃0-equivariant.
Hence ψ!(E0 � Q̄l) is G̃0-equivariant. Since the map G̃0 → G0, (z, x) �→ znτ (x) is
surjective, we see that (c) holds.

Let B∗, T be as in 28.5. Let h : T → G0 be the inclusion; let T̃ = τ−1(T ) (a
maximal torus of G0

sc). Let τT : T̃ → T, ψT : Z0
G0 × T̃ → T be the restrictions

of τ, ψ. Let s(T )1 be the category whose objects are the local systems E ′ in s(T )
which satisfy one of the following four equivalent conditions:

(i) for some E0 ∈ s(Z0
G0) we have ψ∗

T E ′ ∼= E0 ⊗ Q̄l;
(ii) E ′ is a direct summand of the local system ψT !(E0 ⊗ Q̄l);
(iii) τ∗

T E ′ ∼= Q̄l;
(iv) for any coroot f : k∗ → T we have f∗E ′ ∼= Q̄l.

From the definitions we see that:
(d) E �→ ET := h∗E is an equivalence of categories s(G0) → s(T )1.

Let s(T)1 be the category whose objects are the local systems E ′ in s(T) such that
α̌∗E ′ ∼= Q̄l for any α ∈ R (see 28.3). We identify T = T as in 28.5. Then s(T )1

becomes s(T)1.

45.2. Let d ∈ ND(B∗) ∩ ND(T ). There is a unique automorphism δ0 : G0
sc → G0

sc

such that τ (δ0(g)) = d−1τ (g)d for all g ∈ G0
sc. Define an automorphism δ : G̃0 →

G̃0 by δ(z, g) = (d−1zd, δ0(g)). Then ψ(δ(y)) = d−1ψ(y)d for all y ∈ G̃0.
Let E ∈ s(G0). Note that Ad(d−1)∗E ∈ s(G0). Define Ld−1 : D → G0 by

g �→ d−1g. We set ED = L∗
d−1E , a local system of rank 1 on D. We show that the

following three conditions are equivalent:
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(i) Ad(d−1)∗E ∼= E ;
(ii) Ad(d−1)∗ET

∼= ET ;
(iii) the local system ED on D is G0-equivariant for the conjugation action of

G0 on D.
Now (i), (ii) are equivalent by 45.1(d); moreover, if (i) or (iii) holds for some
d ∈ ND(B∗) ∩ ND(T ), then it holds for any d ∈ ND(B∗) ∩ ND(T ) (by the G0-
equivariance of E , see 45.1(a)).

Assume first that (i) holds. Let D̃ = {(y, x′) ∈ D × G̃0; d−1y = ψ(x′)}. Let
L′ : D̃ → G̃0, ψ′ : D̃ → D be the obvious projections. Let E0 ∈ s(Z0

G0) be such
that ψ∗E ∼= E0 � Q̄l. Then

Ad(d−1)∗E0 � Q̄l = δ∗(E0 � Q̄l) ∼= δ∗ψ∗E ∼= ψ∗Ad(d−1)∗E ∼= ψ∗E ∼= E0 � Q̄l,

hence Ad(d−1)∗E0
∼= E0. By 28.2, E0 is Z0

G0 -equivariant for the Z0
G0 -action on Z0

G0

given by z0 : z �→ d−1z0dzz−1
0 . Hence E0 � Q̄l is G̃0-equivariant for the G̃0-action

on G̃0 given by x : x′ �→ δ(x)x′x−1. Define a G̃0-action on D̃ by x : (y, x′) �→
(ψ(x)yψ(x)−1, δ(x)x′x−1). This action is compatible under ψ′ with the G̃0-action
on D given by x : y �→ ψ(x)yψ(x)−1 and is compatible under L′ with the G̃0-action
on G̃0 given by x : x′ �→ δ(x)x′x−1. It follows that L′∗(E0 � Q̄l) is G̃0-equivariant
and ψ′

!L
′∗(E0 � Q̄l) = L∗

d−1ψ!(E0 � Q̄l) is G̃0-equivariant. Since L∗
d−1E is a direct

summand of L∗
d−1ψ!(E0 � Q̄l), we see that L∗

d−1E is G̃0-equivariant. Since G̃0 acts
on D through its quotient G0, we see that kerψ acts naturally on the stalk of L∗

d−1E
at y ∈ D through a character χ which is independent of y. To show that L∗

d−1E
is G0-equivariant it is enough to show that χ = 1. Let T̃ = ψ−1(T ), a maximal
torus of G̃0. Then L∗

δ−1E|dT is T̃ -equivariant (for the restriction of the G̃0-action to
T̃ ). Since kerψ ⊂ T̃ , χ is determined by the T̃ -equivariant structure of L∗

δ−1E|dT .
To show that χ = 1 it is then enough to show that L∗

δ−1E|dT is T -equivariant for
the conjugation T -action on dT . From (i) we deduce Ad(d−1)∗ET

∼= ET . By 28.2,
ET is T -equivariant for the T -action on T given by t0 : t �→ d−1t0dtt−1

0 . Also,
λ : dT → T, dt �→ t is compatible with the T -action on T (as above) and the T -
action on dT given by conjugation. Hence λ∗ET is T -equivariant. Hence L∗

δ−1E|dT

is T -equivariant. We see that (iii) holds.
Conversely, assume that (iii) holds. Then m∗L∗

d−1E ∼= m′∗L∗
d−1E where m, m′ :

G0 × D → D are given by m(g, y) = gyg−1, m′(g, y) = y. Define j : G0 → G0 × D
by j(g) = (g, dg). Then Ld−1mj = Ad(d−1), Ld−1m′j = 1, hence Ad(d−1)∗E =
j∗m∗L∗

d−1E ∼= j∗m′∗L∗
d−1E = E . We see that (i) holds.

45.3. Let E ∈ s(G0) and let L = ET ∈ s(T )1. Then D ∈ W•
L. Moreover, for any

w ∈ W we have w ∈ W•
L (see 45.1(iv) and 28.3(a)); hence wD ∈ W•

L. Hence the
local system L̃ on Zw

∅,I,D is defined as in 28.7. From the definitions we see that
L̃ = π∗

wED where πw : Zw
∅,I,D → D is the map (B, B′, g) �→ g. Hence

Kw,L
D = πw!π

∗
wED = ED ⊗ πw!π

∗
wQ̄l = ED ⊗ πw!Q̄l = ED ⊗ Kw

D ∈ D(D),

(notation of 28.19).

45.4. Now let Γ be a closed normal subgroup of G contained in ZG0 . Then G′ =
G/Γ is a reductive group and the image D′ of D under the obvious homomorphism
ω : G → G′ is a connected component D′ of G′ that generates G′. We may regard
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naturally Γ as a subgroup of the canonical torus T of G0 and we may identify
naturally T/Γ with T′, the canonical torus of G′. Let W′ be the Weyl group of
G′0 and let I′ be its set of simple reflections (see 26.1). We identify W′ = W,
I′ = I in an obvious way. Then W acts on T,T′ compatibly with the canonical
map T → T′. Let ωD : D → D′ be the restriction of ω.

Let w ∈ W. Then Kw
D, K̄w

D ∈ D(D), Kw
D′ , K̄w

D′ ∈ D(D′) are defined. We show

(a) Kw
D

∼= ω∗
DKw

D′ ∈ D(D), K̄w
D
∼= ω∗

DK̄w
D′ ∈ D(D).

Define Zw
∅,I,D′ in terms of G′ in the same way that Zw

∅,I,D is defined in terms of
G. Let πw : Zw

∅,I,D → D be as in 45.3 and let π′
w : Zw

∅,I,D′ → D′ be the anal-
ogous map defined in terms of G′. Define ω′ : Zw

∅,I,D → Zw
∅,I,D′ by (B, B′, g) �→

(ω(B), ω(B′), ω(g)). We have a cartesian diagram

Zw
∅,I,D

ω′
−−−−→ Zw

∅,I,D′

πw

⏐⏐� π′
w

⏐⏐�
D

ωD−−−−→ D′

Hence
ω∗

DKw
D′ = ω∗

Dπ′
w!Q̄l = πw!Q̄l = Kw

D,

as required. The second statement in (a) is proved similarly. We set r = dim(Γ).
From (a) we deduce for any i ∈ Z:

(b) Hi(Kw
D) ∼= ω∗

D(Hi−r(Kw
D′))[r], Hi(K̄w

D) ∼= ω∗
D(Hi−r(K̄w

D′))[r].
(c) If A′ ∈ D̂′un, then the perverse sheaf ω∗

D(A′)[r] is a direct sum of finitely
many objects of D̂un.

45.5. In the setup of 45.4 we assume that Γ = Z0
G0 . Then ωD : D → D′ is a

a fibration with smooth, connected fibres. Using this and 45.4(c) we see that if
A′ ∈ D̂′un then ω∗

D(A′)[r] ∈ D̂un and (in the setup of 45.4(b)):

(a)
(A′ : Hi−r(Kw

D′)) = (ω∗
D(A′)[r] : Hi(Kw

D)),

(A′ : Hi−r(K̄w
D′)) = (ω∗

D(A′)[r] : Hi(K̄w
D)).

Now let A ∈ D̂un. We show that A ∼= ω∗
D(A′)[r] for some A′ ∈ D̂′un. We can find

w ∈ W and i ∈ Z such that (A : Hi(Kw
D)) > 0. By 45.4(b) we then have (A :

ω∗
D(Hi−r(Kw

D′))[r]) > 0. Hence there exists A′ ∈ D̂′un such that (A : ω∗
D(A′)[r]) >

0, as required. Note that if A′, A′′ are objects of D̂′un such that ω∗
D(A′)[r] ∼=

ω∗
D(A′′)[r], then A′ ∼= A′′ (a standard property of ω∗

D). We see that A′ �→ ω∗
D(A′)[r]

defines a bijection D̂
′un ∼−→ D̂

un
.

Let E ∈ Irr(W̃). Let RE ∈ Kun
Q (D) be as in 44.6(b) and let R′

E ∈ Kun
Q (D′) be

the analogous object defined in terms of G′. From (a) we see that for A′ ∈ D̂′un

we have

(b) (A′ : R′
E) = (ω∗

D(A′)[r] : RE).

Moreover, since dim supp(ω∗
DA[r]) = dim supp(A) + r, we see from (a) that:

(c) if D′ has property Ã, then D has property Ã.
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45.6. In the setup of 45.4 we assume that Z0
G0 = {1} so that Γ is a finite abelian

group. Then Z0
G′0 = {1}. Let Γ∗ = Hom(Γ, Q̄∗

l ). For χ ∈ Γ∗ define Dχ ∈ Γ∗ by
x �→ χ(dxd−1) (with d ∈ ND(B∗) ∩ ND(T )). Let DΓ∗ = {χ ∈ Γ∗; Dχ = χ}. Let
ω0 : G0 → G′0 be the restriction of ω. Since Γ is abelian, we have

(a) ω0!Q̄l
∼=

⊕
χ∈Γ∗

Eχ

where Eχ is a local system of rank 1 on G′0, equivariant for the G0-action g : g′ �→
ω0(g)g′ of G0 on G′0, which induces an action of Γ on any stalk of Eχ through χ.

Let Eχ
T ′ be the restriction of Eχ to T ′. Let ψ′ be the composition G0

sc
ψ−→ G0 ω0−→ G′0

(ψ as in 45.1). For χ ∈ Γ∗ we have ω∗
0Eχ ∼= Q̄l, hence ψ′∗Eχ ∼= Q̄l and Eχ ∈ s(G′0).

Let d′ = ω(d) ∈ D′. Define L′
d′−1 : D′ ∼−→ G′0 by g′ �→ d′−1g′. For χ ∈ Γ∗ we set

Eχ
D′ = L′

d′−1
∗Eχ, a local system of rank 1 on D′. From (a) we deduce

(b) ωD!Q̄l
∼=

⊕
χ∈Γ∗

Eχ
D′ .

It follows that
⊕

χ∈Γ∗ Eχ
D′ is G0-equivariant for the G0-action

(c) g : g′ �→ ω0(g)g′ω0(g)−1

on D′. Hence for any χ, Eχ
D′ is G0-equivariant for the action (c). Since the restriction

of the action (c) to Γ is trivial, we see that (c) induces an action of Γ on the stalk of
Eχ

D′ at y ∈ D′ through a character χ̃ which is independent of y. Moreover, we have
χ̃ = 1 if and only if Eχ

D′ is G′0-equivariant for the conjugation action of G′0 on D′.
By 45.2 (for G′ instead of G), this last condition is equivalent to the condition that
Ad(d′−1)∗Eχ ∼= Eχ; that is, to the condition that Dχ = χ. Thus we have χ̃ = 1 if
and only if Dχ = χ. We show:

(d) If A′ ∈ D̂′ and χ ∈ Γ∗ satisfies Dχ �= χ, then the simple perverse sheaf
A′

1 := Eχ
D′ ⊗ A′ is not in D̂′.

Indeed, A′ is a G′0-equivariant simple perverse sheaf (for the conjugation action of
G′0) and A′

1 is G0-equivariant for the action (c) in such a way that the induced
action of Γ on stalks is via the nontrivial character χ̃. We see that A′

1 is not
G′0-equivariant for the conjugation action of G′0; (d) follows.

Let w ∈ W. We show:

(e) ωD!K
w
D =

⊕
χ∈Γ∗;Dχ=χ

K
w,Eχ

T ′
D′ ⊕

⊕
χ∈Γ∗;Dχ �=χ

Eχ
D′ ⊗ Kw

D′ .

Using the cartesian diagram in 45.4 we have

ωD!K
w
D = ωD!πw!Q̄l = π′

w!ω
′
!Q̄l = π′

w!π
′
w
∗ωD!Q̄l = ωD!Q̄l ⊗ (π′

w!π
′
w
∗Q̄l)

= ωD!Q̄l ⊗ π′
w!Q̄l = ωD!Q̄l ⊗ Kw

D′ =
⊕
χ∈Γ∗

Eχ
D′ ⊗ Kw

D′ .

It remains to use 45.3 (for G′, T ′ instead of G, T ).
We show:
(f) If A′ ∈ D̂′un and χ ∈ Γ∗, Dχ = χ, χ �= 1, then A′ /∈ D̂′Eχ

T ′ .

Indeed, if A′ ∈ D̂′Eχ

T ′ , then by 32.24 there exists a ∈ W such that Q̄l = a∗Q̄l
∼= Eχ

T ′

as local systems on T ′ = T′. Using 45.1(d) (for G′ instead of G) it follows that
Eχ = E1, hence χ = 1, a contradiction.



118 G. LUSZTIG

We show that for any A′ ∈ D̂′un and i ∈ Z we have

(g) (A′ : ωD!H
i(Kw

D)) = (A′ : Hi(Kw
D′)).

We use that ωD!H
i(Kw

D) = Hi(ωD!K
w
D) which holds since ωD is a finite covering.

Hence the left-hand side of (g) can be rewritten using (e) as
∑ ⊕

χ∈Γ∗;Dχ=χ

(A′ : Hi(K
w,Eχ

T ′
D′ )) +

∑
χ∈Γ∗;Dχ �=χ

(A′ : Eχ
D′ ⊗ Hi(Kw

D′)).

The term corresponding to χ such that Dχ �= χ is 0 by (d); the term corresponding
to χ such that Dχ = χ, χ �= 1 is 0 by (f) and (g) follows.

Using 45.4(b) we can reformulate (g) as follows:

(h) (A′ : ωD!ω
∗
D(Hi(Kw

D′))) = (A′ : Hi(Kw
D′)).

In Kun(D′) we have Hi(Kw
D′) =

∑s
j=1 mjA

′
j where A′

1, A
′
2, . . . , A

′
s are mutually

nonisomorphic objects in D̂′un and mj ∈ Z>0. Applying (h) with A′ = A′
h we

obtain
∑s

j=1 mj(A′
h : ωD!ω

∗
D(A′

j)) = mh, hence
∑s

j=1 mj(ω∗
D(A′

h) : ω∗
D(A′

j)) = mh

for h ∈ [1, s]. Since (ω∗
D(A′

h) : ω∗
D(A′

j)) ≥ δh,j it follows that (ω∗
D(A′

h) : ω∗
D(A′

j)) =
δh,j for h, j ∈ [1, s]. It follows that the perverse sheaf ω∗

DA′
j is simple. Since any

A′ ∈ D̂′un appears in some Hi(Kw
D′), we see that in our case we have the following

refinement of 45.4(c):

(i) if A′ ∈ D̂′un, then ω∗
D(A′) ∈ D̂un.

Now let A ∈ D̂un. Let ω0
D!A be the sum of all simple summands of the semisimple

perverse sheaf ωD!A which are in D̂′un. We show that:
(j) ω0

D!A ∈ D̂′un.
We can find w ∈ W and i ∈ Z such that A appears in Hi(Kw

D). Using 45.4(b) we
see that A appears in ω∗

D(Hi(Kw
D′)). Hence there exists C ∈ D̂′un which appears

in Hi(Kw
D′) such that (A : ω∗

DC) > 0. By (i), ω∗
DC is a simple perverse sheaf. It

follows that A ∼= ω∗
DC. Thus C appears in ωD!A. In particular, ω0

D!A �= 0. Now
assume that C, C ′ are two objects in D̂′un such that both C and C ′ appear in
ωD!A. Then A ∼= ω∗

DC; similarly, A ∼= ω∗
DC ′. Thus the simple objects ω∗

DC, ω∗
DC ′

are isomorphic. It follows that dim Hom(C ′, ωD!ω
∗
DC) = 1. We have

ωD!ω
∗
DC = C ⊗ ωD!ω

∗
DQ̄l = C ⊗ ωD!Q̄l =

⊕
χ∈Γ∗

C ⊗ Eχ
D′ .

It follows that for some χ ∈ Γ∗ we have dim Hom(C ′, C ⊗ Eχ
D) = 1, hence C ′ ∼=

C ⊗ Eχ
D′ . This forces Dχ = χ, by (d). Then Eχ

T ′ is defined and from 45.3 we
see that C ⊗ Eχ

D′ ∈ D̂′Eχ

T ′ so that C ′ ∈ D̂′Eχ

T ′ . Using (f) we deduce that χ = 1
and C ′ ∼= C. Thus, the semisimple perverse sheaf ω0

D!A is nonzero and isotypic.
If C ∈ D̂′un appears in ω0

D!A, then, as we have seen, we have A ∼= ω∗
DC, hence

dim Hom(C, ωD!A) = 1 so that dim Hom(C, ω0
D!A) = 1. Thus ω0

D!A is simple. This
proves (j).

From (i), (j), and the proof of (j) we see that:

(k) A′ �→ ω∗
D(A′) defines a bijection D̂

′un ∼−→ D̂
un

; the inverse bijection is
induced by A �→ ω0

D!A.

We define W̃′ in terms of G′, D′ in the same way as W̃ was defined in terms of
G, D. We may assume that W̃′ = W̃. Let E ∈ Irr(W̃). Let RE ∈ Kun

Q (D) be as
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in 44.6(b) and let R′
E ∈ Kun

Q (D′) be the analogous object defined in terms of G′.
From (g) we see that for A′ ∈ D̂′un we have

(l) (A′ : R′
E) = (ω∗

D(A′) : RE).

If A ∈ D̂un, w ∈ W, i ∈ Z, then

(A : Hi(K̄w
D)) = (A : ω∗

DHi(K̄w
D′)) = (ωD!A : Hi(K̄w

D′)) = (ω0
D!A : Hi(K̄w

D′)).

Since A = ω∗
D(ω0

D!A) we have dim supp(A) = dim supp(ω0
D!A). We see that

(m) if D′ has property Ã, then D has property Ã.

45.7. In the setup of 45.4 assume that Γ = ZG0 . Then A′ �→ ω∗
D(A′)[r] defines a

bijection D̂
′un ∼−→ D̂

un
. Moreover, for any w ∈ W, any A′ ∈ D̂′un and any i ∈ Z

we have:

(a) (A′ : Hi−r(Kw
D′)) = (ω∗

D(A′)[r] : Hi(Kw
D)).

Note that G/ZG0 can be obtained from G in two steps: first we form G1 = G/Z0
G0

which has Z0
G0

1
= {1} and then we have G/ZG0 = G1/ZG0

1
. We use 45.5 to compare

G to G1 and 45.6(k),(h) to compare G1 to G/ZG0 . The statements above follow.
We define W̃′ in terms of G′, D′ in the same way as W̃ was defined in terms of

G, D. We may assume that W̃′ = W̃. Let E ∈ Irr(W̃). Let RE ∈ Kun
Q (D) be as

in 44.6(b) and let R′
E ∈ Kun

Q (D′) be the analogous object defined in terms of G′.
From (a) we see that for A′ ∈ D̂′un we have

(b) (A′ : R′
E) = (ω∗

D(A′) : RE).

Combining 45.5(c), 45.6(m) we see that:

(c) If D′ has property Ã, then D has property Ã.

Now if A′ ∈ D̂′un, then A′ is cuspidal if and only if ω∗
D(A′)[r] is cuspidal. It follows

that:

(d) If D′ has property A0, then D has property A0.

45.8. Assume now that ZG0 = {1}. Let ∆ = ZG. Let G′ = G/∆.
If g ∈ G satisfies gg1 = g1g mod ZG for any g1 ∈ G, then for any g1 ∈ G we have

gg1g
−1g−1

1 ∈ G0 (since G/G0 is abelian), hence gg1g
−1g−1

1 ∈ G0∩ZG ⊂ ZG0 = {1};
thus, g ∈ ZG. We see that ZG′ = {1}.

Let π : G → G′ be the obvious map. Then π induces an isomorphism G0 ∼−→ G′0

and an isomorphism of D onto a connected component D′ of G′ which generates
G′. We identify the canonical tori and Weyl groups of G0, G′0 in the obvious way.

Let w ∈ W. From the definitions it is clear that

(a) Kw
D = π∗Kw

D′ , K̄w
D = π∗K̄w

D′ .

It follows that:

(b) A′ �→ π∗A′ induces a bijection D̂
′un ∼−→ D̂

un
.

Moreover, if w ∈ W, A′ ∈ D̂′un and i ∈ Z, then

(c) (A′ : Hi(Kw
D′)) = (π∗A′ : Hi(Kw

D)).
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Let E ∈ Irr(W̃). Let RE ∈ Kun
Q (D) be as in 44.6(b) and let R′

E ∈ Kun
Q (D′) be the

analogous object defined in terms of G′. From (c) we see that for A′ ∈ D̂′un we
have

(d) (A′ : R′
E) = (π∗A′ : RE).

From the definitions we see that:

(e) If D′ has property Ã, then D has property Ã.
(f) If D′ has property A0, then D has property A0.

45.9. Assume now that ZG = {1} with G0 adjoint. We have G0 =
∏

f∈F
Gf where

F is a finite set and Gf (f ∈ F) are the maximal connected simple closed subgroups
of G0. There is a well-defined permutation ι : F

∼−→ F such that gGfg−1 = Gι(f) for
all g ∈ D, f ∈ F. Let F̄ be the set of orbits of ι on F. For any O ∈ F̄ we set GO =∏

f∈O Gf . Then GO is a closed connected normal subgroup of G; hence we have
a well-defined homomorphism θO : G → Aut(GO) given by g : x �→ gxg−1. The
image of θO is denoted by G̃O. Since GO is adjoint, G̃O is a reductive group with
identity component GO; it is generated by its connected component DO := θO(D).

Let ḡ ∈ ZG̃O
. We have ḡ = θO(g) with g ∈ G and ygxg−1y−1 = gyxy−1g−1

(that is y−1g−1ygx = xy−1g−1yg) for any y ∈ GO. Thus y−1g−1yg (an element
of GO) is in the centre of GO so that y−1g−1yg = 1 for any y ∈ GO. We see that
θO(g−1) = 1; that is, ḡ−1 = 1. Thus, ZG̃O

= {1}.
Note that the homomorphism G →

∏
O∈F̄

G̃O given by (θO)O∈F̄ is an imbed-
ding of reductive groups by which we can identify the identity components G0 =∏

O∈F̄
GO and the component D with the component

∏
O∈F̄

DO.
We can identify W =

∏
O∈F̄

WO where WO is the Weyl group of GO. Let
w ∈ W and let wO be the WO-component of w. From the definitions we have

(a) Kw
D = �O∈F̄KwO

DO
, K̄w

D = �O∈F̄K̄wO
DO

.

Hence for i ∈ Z we have:

(b)

Hi(Kw
D) =

⊕
(iO);

∑
O iO=i

�O∈F̄HiO (KwO
DO

),

Hi(K̄w
D) =

⊕
(iO);

∑
O iO=i

�O∈F̄HiO (K̄wO
DO

).

Assume that AO ∈ D̂un
O is given for each O ∈ F̄. Let A = �O∈F̄AO, a simple

perverse sheaf on D. We can find w = (wO) ∈ W and (iO) ∈ NF̄ such that
(AO : HiO (K̄wO

DO
)) > 0 for all O, hence (A : �O∈F̄HiO (K̄wO

DO
)) > 0. Using (b) we

deduce that (A : Hi(K̄w
D)) > 0 where i =

∑
O iO. Hence A ∈ D̂un.

Conversely, let A ∈ D̂un. We can find w = (wO) ∈ W and (iO) ∈ NF̄ such that
(A : Hi(K̄w

D)) > 0. Using (b) we deduce that (A : �O∈F̄HiO (K̄wO
DO

)) > 0 for some
(iO) ∈ NF̄ such that i =

∑
O iO. Hence there exist AO ∈ D̂un

O (O ∈ F̄) such that
(AO : HiO (K̄wO

DO
)) > 0 and A ∼= �O∈F̄AO. We see that:

(c) (AO) �→ �O∈F̄AO induces a bijection
∏
O∈F̄

D̂
un

O
∼−→ D̂

un
.
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Moreover, if (AO) ↔ A under this bijection, then

(d) (A : Hi(Kw
D)) =

∑
(iO);

∑
O iO=i

∏
O∈F̄

(AO : HiO (KwO
DO

)).

For O ∈ F̄ we define W̃O, Irr(W̃O) in terms of G̃O in the same way as W̃, Irr(W̃)
were defined in terms of G (see 43.1). For each O ∈ F̄ we assume, given an object,
EO ∈ Irr(W̃O). Then the vector space E =

⊗
O EO can be naturally regarded as

an object of Irr(W̃). (Any object of Irr(W̃) can be obtained in this way.) Define
REO ∈ Kun

Q (DO) in terms of G̃O in the same way as RE was defined in terms of
G. Let (AO) ↔ A be as above. From (d) we see that for A′ ∈ D̂′un we have

(e) (A : RE) =
∏
O∈F̄

(AO : REO ).

From the definitions we see that:
(f) If DO has property Ã for any O, then D has property Ã.
(g) If DO has property A0 for any O, then D has property A0.

45.10. Let x, x′, y ∈ W be such that x′ = yxε(y)−1. We show

(a) gr1(Kx
D) = gr1(Kx′

D ) ∈ Kun(D).

The proof is similar to that in [DL, 1.6]. Arguing by induction on l(y) we see that
we may assume that y = s ∈ I.

Assume first that l(x) = l(x′) = l(sx) + 1. Define an isomorphism Zx
∅,I,D →

Zx′

∅,I,D by (B, B′, g) �→ (B1, B
′
1, g) where B1, B

′
1 ∈ B are given by pos(B, B1) = s,

pos(B1, B
′) = sx, B′

1 = gB1g
−1. (We then have pos(B1, B

′
1) = (sx)ε(s) = x′.) It

follows that Kx
D = Kx′

D .
The case where l(x) = l(x′) = l(sx′) + 1 can be reduced to the previous case by

exchanging x, x′.
Assume next that l(x′) = l(x) + 2. If (B, B′, g) ∈ Zx′

∅,I,D, then there are well-
defined B1, B

′
1 in B such that pos(B, B1) = s, pos(B1, B

′
1) = x, pos(B′

1, B
′) =

ε(s). We partition Zx′

∅,I,D into two pieces Z ′, Z ′′ (one closed, one open) defined,
respectively, by the conditions B′

1 = gB1g
−1, B′

1 �= gB1g
−1. Let K ′, K ′′ be the

direct image with compact support of Q̄l under the maps Z ′ → D, Z ′′ → D,
(B, B′, g) �→ g. Then gr1(Kx′

D ) = gr1(K ′) + gr1(K ′′). Now (B, B′, g) �→ (B1, B
′
1, g)

defines an affine line bundle Z ′ → Zx
∅,I,D. Hence gr1(K ′) = gr1(Kx

D). It remains
to show that gr1(K ′′) = 0. Let Z̃ be the set of all (B, B0, B

′
0, B

′, g) in B4 × D
such that pos(B, B0) = s, pos(B0, B

′
0) = xε(s), gBg−1 = B′, gB0g

−1 = B′
0.

If (B, B0, B
′
0, B

′, g) ∈ Z̃, there is a unique B̃ ∈ B such that pos(B0, B̃) = x,
pos(B̃, B′

0) = ε(s). We partition Z̃ into two subsets Z̃1, Z̃2 (one closed, one open)
defined, respectively, by the conditions B̃ = B′, B̃ �= B′. Let K̃, K1, K2 be the
direct image with compact support of Q̄l under the maps Z̃ → D, Z̃1 → D,
Z̃2 → D, (B, B0, B

′
0, B

′, g) �→ g. We have gr1(K̃) = gr1(K1) + gr1(K2). Now
(B, B0, B

′
0, B

′, g) �→ (B0, B
′
0, g) is an isomorphism Z̃1 → Z

xε(s)
∅,I,D and an affine line

bundle Z̃ → Z
xε(s)
∅,I,D; hence K̃ = K1 and gr1(K2) = 0. Moreover, (B, B0, B

′
0, B

′, g) �→
(B, B′, g) is an isomorphism Z̃2 → Z ′′. Hence K2 = K ′′ and gr1(K ′′) = 0, as
required.
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The case where l(x) = l(x′)+2 can be reduced to the previous case by exchanging
x, x′. It remains to consider the case where l(x) = l(x′) = l(sx) − 1 = l(sx′) − 1.
In this case we have x = x′ (see [DL, 1.6.4]) and there is nothing to prove.

45.11. Assume now that ZG = {1}, that G0 is adjoint �= {1} and that G has no
closed connected normal subgroups other than G0 and {1}. Let e be a pinning (or
épinglage, see 1.6) of G0 which projects to (B∗, T ) under the map p in 1.6. By
the adjointness of G0 there is a unique element d ∈ D such that Ad(d) : G0 → G0

stabilizes e under the action 1.6(i). We have G0 =
∏

f∈F
Gf as in 45.9. Let

ι : F → F, F̄ be as in 45.9. If O ∈ F̄, then GO (as in 45.9) is a closed connected
normal subgroup of G other than {1}, hence it is equal to G0. Thus, we have O = F

that is, ι : F → F has a single orbit. Let k = |F|. We can identify F = Z/kZ in
such a way that ι(j) = j + 1 for any j ∈ Z/kZ.

For j ∈ Z/kZ let Bj be the variety of Borel subgroups of Gj . We can identify
B =

∏
j∈Z/kZ Bj by B ↔ (B0, B1, . . . , Bk−1) where B ∈ B, Bj ∈ Bj satisfy B =∏

j∈Z/kZ Bj . In particular, we have B∗ =
∏

j∈Z/kZ B∗
j where B∗

j is a Borel subgroup
of Gj . We also have T =

∏
j∈Z/kZ Tj , where Tj is a maximal torus of B∗

j . We can
view e as a collection (ej)j∈Z/kZ where ej is a pinning of Gj which projects to
(B∗

j , Tj). Note that Ad(d) carries ej to ej+1 for any j ∈ Z/kZ.
We can identify W =

∏
j∈Z/kZ Wj , where Wj is the Weyl group of Gj and I =⊔

j∈Z/kZ Ij where Ij is the set of simple reflections in Wj . Recall that ε : W → W
is the automorphism induced by Ad(d) : G0 → G0. We have ε(Wj) = Wj+1 for
j ∈ Z/kZ.

Now dk normalizes G0 and Ad(dk) : G0 → G0 stabilizes e0. Let G′ be the
subgroup of G generated by G0 and dk. Since d has finite order, G′ is closed,
G′0 = G0 and D′ = dkG0 is a connected component of G′ that generates G′.

We show that ZG′ = {1}. If g′ ∈ ZG′ , then we have g′ = dkrx for some
r ∈ Z, x ∈ G0 and Ad(g′) : G0 → G0 is the identity map, hence Ad(g′) stabilizes
e0. Since Ad(dkr) also stabilizes e0, we see that Ad(x) stabilizes e0. Since G0 is
adjoint, we must have x = 1, hence g′ = dkr. Thus g′ commutes with d. Since g′

also centralizes G0 and d, G0 generate G, we see that g′ centralizes G, hence g′ = 1
(by our assumption that ZG = {1}). This verifies our assertion.

Define β : D → D′ by β(dg0g1 . . . gk−1) = dgk−1dgk−2 . . . dg0 where gj ∈ Gj

or equivalently by the requirement that ζk ∈ β(ζ)G1G2 . . . Gk−1 for ζ ∈ D. This
is a principal {1} × G1 × G2 × · · · × Gk−1-bundle where this group acts on D by
restriction of the conjugation action of G0. Moreover, β is compatible with the
conjugation action of G0 on D and the conjugation action of G0 on D′ via the
homomorphism G0 → G0 which takes g0 to g0 if g0 ∈ G0 and gi to 1 if i ∈ [1, k−1].
We see that (setting t = (k − 1) dimG0):

(a) A′ �→ β∗A′[t] is an equivalence between the category of G0-equivariant per-
verse sheaves on D′ and the category of G0-equivariant perverse sheaves on
D.

Let w ∈ W0 ⊂ W. The variety Zw
∅,I,D may be identified with

{((B0, B1, . . . , Bk−1), (B′
0, B

′
1, . . . , B

′
k−1), dg0g1 . . . gk−1); Bj , B

′
j ∈ Bj , gj ∈ Gj ,

B′
j = Ad(dgj−1)Bj−1(j ∈ Z/kZ), pos(B0, B

′
0) = w, Bj = B′

j(j �= 0)}



CHARACTER SHEAVES ON DISCONNECTED GROUPS, X 123

or with

{(B0, B
′
0, dg0g1 . . . gk−1);

B0, B
′
0 ∈ B0, gj ∈ Gj , B

′
0 = Ad(dgk−1dgk−2 . . . dg0)B0, pos(B0, B

′
0) = w}.

We see that we have a cartesian diagram

Zw
∅,I,D

β̃−−−−→ Zw
∅,I0,D′⏐⏐�
⏐⏐�

D
β−−−−→ D′

where

β̃ : ((B0, B1, . . . , Bk−1), (B′
0, B

′
1, . . . , B

′
k−1), dg0g1 . . . gk−1)

�→ (B0, B
′
0, dgk−1dgk−2 . . . dg0).

Using this cartesian diagram we see that Kw
D = β∗Kw

D′ . Similarly, we have K̄w
D =

β∗K̄w
D′ . Since β is smooth with connected fibres we see that for any i ∈ Z we have

Hi(Kw
D) = β∗Hi−t(Kw

D′)[t], Hi(K̄w
D) = β∗Hi−t(K̄w

D′)[t]

and

(b)
(β∗A′[t] : Hi(Kw

D)) = (A′ : Hi−t(Kw
D′)),

(β∗A′[t] : Hi(K̄w
D)) = (A′ : Hi−t(K̄w

D′))

for any simple perverse sheaf A′ on D′. From (b) we see that, if A′ ∈ D̂′un, then
β∗A′[t] ∈ D̂un.

Conversely, assume that A ∈ D̂un. Let X be the set of sequences
s = (s1, s2, . . . , sr) in I such that (A : Hi(Ks

D)) > 0 for some i. Let X0 be the
set of all s = (s1, s2, . . . , sr) ∈ X such that sh ∈ I0 for all h. Note that X �= ∅. Let
N be the minimum value of Ns :=

∑
j∈[0,k−1],h∈[1,r];sh∈Ij

j where s = (s1, s2, . . . , sr)
runs through X .

Assume that N > 0. We choose s ∈ X such that Ns = N . We can find
h ∈ [1, r] such that sh ∈ Ij for some j ∈ [1, k − 1]; moreover, we can assume that
h is maximum possible with this property. Then sh′ ∈ I0 for h′ ∈ [h + 1, r]. Let
s′ = (s1, s2, . . . , sh−1, sh+1, . . . , sr, sh). Since shsh′ = sh′sh for h′ ∈ [h + 1, r], we
see using the definitions that Ks

D = Ks′

D . Thus s′ ∈ X . Note that Ns′ = N .
Let s′′ = (ε−1(sh), s1, s2, . . . , sh−1, sh+1, . . . , sr). By 28.16 we have Ks′

D = Ks′′

D .
Thus s′′ ∈ X . Since sh ∈ Ij with j ∈ [1, k − 1] we have ε−1(sh) ∈ Ij−1. Thus
Ns′′ = Ns′ − 1 = N − 1. This contradicts the minimality of N . We have shown
that N = 0. We choose s ∈ X such that Ns = 0. We then have s ∈ X0. Thus we
have X0 �= ∅.

By the proof of the implication (iii) =⇒ (i) in 28.13 we deduce that there exists
w ∈ W0 and i ∈ Z such that (A : Hi(Kw

D)) > 0. Using (a) we can write A = β∗A′[t]
where A′ is a well-defined simple G0-equivariant perverse sheaf on D′. Using (b)
we see that (A′ : Hi−t(Kw

D′)) > 0. Hence A′ ∈ D̂′un. Thus:

(c) A′ �→ β∗A′[t] induces a bijection D̂′un ∼−→ D̂un.
We define W̃′ in terms of G′, D′ in the same way as W̃ was defined in terms of
G, D; let �′ be the element of W̃′ which plays the same role for W̃′ as � for W̃.
We can assume that the order of �′ in W̃′ is the same as the order of � in W̃.
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Let E′ ∈ Irr(W̃′). Then the vector space E = E′ ⊗E′ ⊗ · · · ⊗E′ (k factors) can be
regarded as an object of Irr(W̃) with x = (x0, x1, . . . , xk−1) (xj ∈ Wj) acting by

e′0 ⊗ e′1 ⊗ · · · ⊗ e′k−1 �→ x0(e′0) ⊗ ε−1(x1)(e′1) ⊗ · · · ⊗ ε−k+1(xk−1)(e′k−1)

and � acting by e′0 ⊗ e′1 ⊗ · · · ⊗ e′k−1 �→ �′(e′k−1)⊗ e′0 ⊗ · · · ⊗ e′k−2. (Note that any
object of Irr(W̃) can be obtained in this way.) Define RE′ ∈ Kun

Q (D′) in terms of
G′ in the same way as RE was defined in terms of G. We show that for A′ ∈ D̂′un

we have

(d) (β∗A′[t] : RE) = (A′ : RE′).

Let A = β∗A′[t]. Using (b) we see that the right-hand side of (d) equals

|W0|−1
∑

x∈W0,i∈Z

(−1)dim G′+itr(x�′, E′)(A′ : Hi(Kx
D′))

= |W0|−1
∑

x∈W0,i∈Z

(−1)dim G+itr(x�′, E′)(A : Hi(Kx
D))

= |W0|−1
∑

x∈W0,i∈Z

(−1)dim G+itr(x�, E)(A : Hi(Kx
D)).

(We have used that tr(x�, E) = tr(x�′, E′) for x ∈ W0, which follows from the
definitions.) Let W∗ =

∏
j∈Z/kZ;j �=0 Wj . We note that the map W∗ × W0 → W,

(y, x) �→ yxε(y)−1 is a bijection. Using 45.10(a) we see that the left-hand side of
(d) equals

|W|−1
∑

y∈W∗,x∈W0,i∈Z

(−1)dim G+itr(yxε(y)−1�, E)(A : Hi(Kyxε(y−1)
D ))

= |W|−1
∑

y∈W∗,x∈W0,i∈Z

(−1)dim G+itr(x�, E)(A : Hi(Kx
D)).

Thus the two sides of (d) are equal.
Using (b) and the definitions we see that:

(e) If D′ has property Ã, then D has property Ã.

Note that if O is a G0-orbit on D, then β(O) is a G′0-orbit on D′. Moreover, if O′

is a G′0-orbit on D′, then β−1(O′) is a G0-orbit on D. We see that:

(f) The map O �→ β(O) is a bijection between the set of G0-orbits on D and
the set of G′0-orbits on D′; the inverse bijection takes a G′0-orbit O′ on D′

to β−1(O′).

We show:

(g) If D′ has property A0, then D has property A0.

Let A ∈ D̂unc. Then supp(A) is the closure of a single G0-orbit O in D. We have
A = β∗A′[t] where A′ ∈ D̂′un. Hence supp(A′) = β−1(supp(A)). From (f) we see
that supp(A′) is the closure of a single G′0-orbit O′ in D′. Hence A′ is cuspidal.
By the assumption of (g) we see that A′ is zero outside O′. Hence A is zero outside
β−1(O′) which is a single G0-orbit necessarily equal to O. Thus D has property
A0.
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46. Classification of unipotent character sheaves

46.1. Let p ≥ 1 be the characteristic exponent of k. In this section we extend the
results of [L3, IV, V] on the classification of unipotent character sheaves on D from
the case G = G0 to the general case.

In the remainder of this subsection we assume that D = G0 and that (a) below
holds:

(a) If G0 has a factor of type E8 or F4, then p �= 2.
We note that:

(b) Any character sheaf on D is clean.
(c) Any admissible complex (see 6.7) on D is a character sheaf.

This is reduced to the case where G0 is almost simple as in [L3, 23.21(V)]. In that
case, (b) is proved in [L3, IV, V], assuming in addition that: if G0 has a factor E8,
then p �= 3, p �= 5; if G0 has a factor E7 or F4, then p �= 3; if G0 has a factor E6,
then p �= 2; if G0 has a factor G2, then p �= 2, p �= 3. In the remaining cases an
additional argument (given by Shoji [Sh, Sec.5] and Ostrik [Os]) is needed. The
fact that (b) implies (c) is proved as in [L3, IV, V].

46.2. Assume that G0 is semisimple and that for any proper parabolic subgroup
P of G0 such that NDP �= ∅ the following condition is satisfied: any irreducible
cuspidal admissible complex on NDP/UP whose support contains some unipotent
element is a character sheaf. Let A ∈ D̂unc be such that for some unipotent
G0-orbit S in D and some irreducible cuspidal local system E on S we have A =
IC(S̄, E)[dimS] extended by 0 on D−S̄. We assume that for any G0-orbit C ⊂ S̄−S
there is no irreducible cuspidal local system on C. We show:

(a) A is clean.
The proof is along the lines of that of [L3, 7.9(II)]. Assume that A is not clean. Let
C ⊂ S̄−S be a G0-orbit of minimum possible dimension such that Hi(A) is nonzero
on C for some i; let i0 be the largest i such that Hi(A) is nonzero on C. Let L be
an irreducible local system on C which is a direct summand of Hi0(A)|C . By our
assumption, L is not a cuspidal local system on C. By 8.8, 8.3, 8.2(b) we can find
(L′, S′) ∈ A (see 3.5) such that S′ contains unipotent elements and an irreducible
cuspidal local system E ′ on S′ such that, setting K′ = IC(ȲL′,S′ , π!Ẽ ′) extended by 0
outside ȲL′,S′ (Ẽ ′ as in 5.6), there exists a direct summand A1 of K′ whose restriction
to the unipotent variety of D is (up to shift) IC(C̄, Ľ) extended to the unipotent
variety by zero outside C̄. Let (L′′, S′′) = (G0, S). Our assumption implies that
L′ �= G0 so that L′, L′′ are not G0-conjugate. Hence 23.7 is applicable and yields
Hj

c (D, K′⊗A) = 0 for any j. Hence Hj
c (D, A1⊗A) = 0 for any j. Since supp(A) ⊂

S̄ we have supp(A1 ⊗ A) ⊂ S̄ so that Hj
c (D, A1 ⊗ A) = Hj

c (S̄, A1 ⊗ A). Since
supp(A1) ∩ S̄ ⊂ supp(K′) ∩ S̄ ⊂ C̄ we have Hj

c (S̄, A1 ⊗A) = Hj
c (C̄, A1 ⊗A). Since

A is zero on C̄−C (by the minimality of C) we have Hj
c (C̄, A1⊗A) = Hj

c (C, A1⊗A).
We see that Hj

c (C, A1 ⊗ A) = 0 for all j. Since A1|C is Ľ up to shift, it follows
that Hj

c (C, Ľ ⊗ A) = 0 for all j. In particular, we have H2b+i0
c (C, Ľ ⊗ A) = 0

where b = dim C. Consider the spectral sequence Er,s
2 = Hr

c (C,Hs(A) ⊗ Ľ) =⇒
Hr+s

c (C, A⊗Ľ). Then Er,s
2 = 0 if s > i0 (by our choice of i0) or if r > 2b. It follows

that E2b,i0
2 = E2b,i0

3 = · · · = E2b,i0
∞ . But E2b,i0

∞ is a subquotient of H2b+i0
c (C, A⊗Ľ),

hence it is zero. It follows that 0 = E2b,i0
2 = H2b

c (C,Hi0(A)⊗Ľ). Since L is a direct
summand of Hi0(A)|C , it follows that H2b

c (C,L⊗ Ľ) = 0. This is a contradiction.
This proves (a).
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46.3. In this subsection we assume that G0 is almost simple, that m := |G/G0| > 1,
and that ZG ⊂ G0. Let A ∈ D̂unc. Let S be the stratum of D such that supp(A)
is the closure of S. Now A|S is (up to shift) an irreducible cuspidal local system
E . Note that m is 2 or 3. Let s ∈ G be a semisimple element and let u ∈ G
be a unipotent element such that su = us ∈ S. Let G′ = ZG(s). Let δ be the
connected component of G′ that contains u. Let S′ be the (isolated) stratum of
δ that contains u. Let E ′ be the inverse image of E under S′ → S, g �→ sg. Let
A′ = IC(S̄′, E ′)[dim S′] extended by 0 on δ − S̄′. By 23.4(c), A′ is a direct sum of
cuspidal admissible complexes A′

j on G′0.
We show:
(a) If p �= m, then A is clean.

By our assumption, the image of u in G/G0 is 1. Thus u ∈ ZG0(s). Since
ZG0(s)/ZG0(s)0 has order prime to p, we see that u ∈ ZG0(s)0. Hence δ =
ZG0(s)0 = G′0. By 23.4(a) it is enough to show that each A′

j is clean with re-
spect to G′. This follows from 46.1(b),(c) applied to G′, G′0. (Note that G′0 does
not have a factor E8; it can have a factor F4 only if G0 is of type E6 and p �= 2, in
which case 46.1(b),(c) are applicable.) This proves (a).

We show:
(b) Assume that G0 is of type An−1 (n ≥ 3) or Dn (n ≥ 2). Assume that p =

m = 2 and that for any proper parabolic subgroup P of G0 such that NDP �=
∅ the following condition is satisfied: any irreducible cuspidal admissible
complex on NDP/UP is a character sheaf on NDP/UP . Then A is clean.

In this case the image of s in G/G0 is 1. Hence s ∈ G0 and u ∈ D. There is at
most one cuspidal admissible complex on D. (See 12.9.) This complex must be
isomorphic to A. Now the conclusion follows from 46.2(a).

46.4. In this subsection we assume that G0 is simple of type An−1 (n ≥ 3), that
|G/G0| = 2, that ZG = {1} and that D �= G0. In this case ε : W → W is given by
w �→ w0ww−1

0 . In particular, we have Irrε(W) = Irr(W) (see 43.1). We show:
(a) D has property A.
(b) D has property Ã.
(c) If p = 2, then any irreducible cuspidal admissible complex on D is in D̂unc.
(d) For any E0 ∈ Irr(W) there is a unique object AE0 ∈ D̂un (up to isomor-

phism) which satisfies RE = sEAE0 in Kun
Q (D) for any E ∈ Irr(W̃) such

that E|Q[W ] = E0 (here sE = ±1); moreover, E0 �→ AE0 is a bijection from
the set of isomorphism classes in Irr(W) to D̂

un
.

We can assume that (a)–(d) hold when n is replaced by n′ where 3 ≤ n′ < n. (This
assumption is empty if n = 3.)

Note that if P is a proper parabolic subgroup of G0 such that NDP �= ∅ and
such that (setting D′ = NDP/UP ) either D̂′unc �= ∅ or (if p = 2), there is at least
one cuspidal admissible complex on D′, then P/UP is of type Ar or a torus and
the induction hypothesis shows that D′ satisfies property A0 and (if p = 2) any
irreducible cuspidal admissible complex on D′ is in D̂′unc.

Using 46.3(a) (if p �= 2) and 46.3(b) (if p = 2) we see that (a) holds.
Now let E0 ∈ Irr(W). We can extend E0 to a W̃-module E in which � acts as

w0 ∈ W. We set eE = (−1)aE0⊗sgn+l(w0), e′E = (−1)aE0 . From [L14, (7.6.6)] we
see that there exists x ∈ cE0 such that ℵx� = eEφE , (−1)l(x)−a(x) = eEe′E . Using
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44.15(c) (which is applicable in view of (a)) we deduce that eERE is a Z-linear
combination of objects A ∈ D̂un such that eA = eEe′E . Since (RE : RE) = 1 we
deduce that RE = sEAE0 for a well-defined AE0 ∈ D̂un and sE = ±1; moreover,
eAE0 = eEe′E . Since any A ∈ D̂un satisfies (A : RE) �= 0 for some E as above
we see that A = AE0 for some E0. Also, if E0, E

′
0 are nonisomorphic objects of

Irr(W) and E, E′ are the corresponding extension to W̃, then (RE : RE′) = 0;
hence (AE0 : AE′

0
) = 0 so that AE0 �∼= AE′

0
. We see that (d) holds.

Let E0, E be as above. For w ∈ W, we have

(AE0 : gr1(Kw
D)) = ±(RE : gr1(Kw

D)) = ±tr(w�, E) = ±tr(ww0, E0)

(see 44.7(p)). Hence, by 44.14(a), the condition that AE0 is cuspidal is that
tr(ww0, E0) = 0 whenever w ∈ W is not D-anisotropic. Now w ∈ W is not
D-anisotropic if and only if ww0 has even order. Thus the condition that AE0 is
cuspidal is that tr(w′, E0) = 0 whenever w′ ∈ W has even order. The last condi-
tion holds if and only if n is of the form 1 + 2 + · · · + s and E0 corresponds to the
partition of n with parts 1, 2, . . . , s. (See [L7, 9.2, 9.3, 9.4].) In this case we have
aE0 = aE0⊗sgn, hence eAE0 = (−1)l(w0) = (−1)Iε = (−1)codim(supp(A0)). (For the
last equality see 44.8(a).) Thus the equality eA = (−1)codim(supp(A)) holds for any
cuspidal A ∈ D̂un. The analogous equality holds for noncuspidal A in view of the
induction hypothesis and 44.15(a). We see that (b) holds.

Now assume that p = 2. Let X1 be the set of isomorphism classes of irreducible
cuspidal admissible complexes on D. Let X2 be the set of isomorphism classes of
objects in D̂unc. Using 12.9 we see that |X1| = 1 if n ∈ {3, 6, 10, . . . } and |X1| = 0
otherwise. By the arguments above we see that |X2| = 1 if n ∈ {3, 6, 10, . . . }.
Clearly, X2 ⊂ X1. It follows that X2 = X1. This proves (c).

This completes the inductive proof of (a)–(d).
Let E0, E, x be as above. By 44.17(d) (which is applicable in view of (a),(b))

we have (AE0 : Rℵx�
) ∈ N, hence (AE0 : eERE) ∈ N, hence (sERE : eERE) ∈ N,

hence sEeE ∈ N, hence sE = eE . Thus we have:
(e) AE0 = eERE .

46.5. Assume that G0 is semisimple and that A is a cuspidal admissible sheaf on
D such that supp(A) is contained in the unipotent variety of D. Assume also that
G0 is of type An × An × · · · × An (r factors, n = 1 or n = 2). We show:

(a) A is clean.
By arguments in 12.3–12.6 we are reduced to the case where G0 is almost simple
and ZG ⊂ G0. If G = G0, the conclusion follows from 46.1. Thus we can assume
that G �= G0. As in 12.7 we see that we must have n = 2, p = 2, |G/G0| = 2. By
46.4(c), we have A ∈ D̂unc; using this and 46.4(a), we see that A is clean. This
proves (a).

46.6. In the setup of 46.3 we assume that G0 is of type D4 and p = m = 3 or of
type E6 and p = m = 2. Let A ∈ D̂unc. We show:

(a) A is clean.
By 12.9 there is exactly one cuspidal admissible complex on D (say A′) whose
support is contained in the variety of unipotent elements in D. If A ∼= A′, then
A is clean by 46.2(a). Hence we may assume that supp(A) is not contained in the
variety of unipotent elements in D. In this case G′0 is of type A1 × A1 × A1 × A1

(if G is of type D4) and of type A2 ×A2 ×A2 (if G is of type E6). By 23.4(a) it is
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enough to show that each A′
j (as in 46.3) is clean with respect to G′. This follows

from 46.5(a) with r = 4, n = 1 or r = 3, n = 2. This proves (a).

46.7. In this subsection we assume that G0 is simple of type D4, that |G/G0| = 3,
that ZG = {1}, hence D �= G0. We show:

(a) D has property A.
Note that if P is a proper parabolic subgroup of G0 such that NDP �= ∅ and such
that (setting D′ = NDP/UP ) we have D̂′unc �= ∅, then P is a Borel subgroup so
that D′ satisfies property A0. Using 46.3(a) (if p �= 3) and 46.6(a) (if p = 3) we see
that (a) holds.

The objects of Irrε(W) can be listed as: 1, 4, 1′, 4′, 2, 6, 8 (each number represents
an object of the corresponding degree; moreover, 1 is the unit representation, 1′ is
the sign representation, 4 is the reflection representation, 4′ = 4⊗1′). Each of these
objects is naturally defined over Q and it can be viewed as an object of Irr(W̃)
which is also defined over Q with �3 = 1 on it; we denote this object of Irr(W̃) in
the same way as the corresponding object in Irrε(W). From [L14, (7.6.5)] we see
that each of the elements

φ1, φ4, φ1′ , φ4′ , φ8 + φ2, φ8 − φ2, φ8 + φ6, φ8 − φ6

is of the form ℵx� for some x ∈ W such that l(x) − a(x) = 0 mod 2. From this
we deduce using 44.15(c) that each of the elements

(b) R1, R4, R1′ , R4′ , R8 + R2, R8 − R2, R8 + R6, R8 − R6

is a Z-linear combination of objects A ∈ D̂un such that eA = 1. Since the elements
(b) span over Q the same vector space as that spanned by the RE with E ∈ Irr(W̃)
and since each each A ∈ D̂un satisfies (A : RE) �= 0 for some E ∈ Irr(W̃) we see
that each A ∈ D̂un has nonzero inner product with some element in (b), hence it
satisfies eA = 1. If A ∈ D̂unc, then codim(supp(A)) = |Iε| mod 2; we have |Iε| = 2,
hence codim(supp(A)) = 0 mod 2. Thus eA = (−1)codim(supp(A)) if A ∈ D̂unc. The
analogous equality holds for noncuspidal A in view of 44.15(a) since it trivially holds
on D′ as above. We see that

(c) D has property Ã.

By 44.17(d) (which is applicable in view of (a),(b)), the inner product of any A ∈
D̂un with any element in (b) is in N. Since the inner product of any two elements
in (b) is known (it is 0, 1 or 2) we see that there exist mutually nonisomorphic
objects

(d) A1, A4, A1′ , A4′ , a, b, c, d

of D̂un such that

R1 = A1, R4 = A4, R1′ = A1′ , R4′ = A4′ , R8 + R2 = a + b,

R8 − R2 = c + d, R8 + R6 = a + c, R8 − R6 = b + d.

The list (d) exhausts the isomorphism classes in D̂un since any A ∈ D̂un has
nonzero inner product with some element in (b). Note that R8 = (a + b + c + d)/2,
R2 = (a + b − c − d)/2, R6 = (a − b + c − d)/2.
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46.8. In this subsection we assume that G0 is simple of type E6, that |G/G0| = 2,
that ZG = {1}, hence D �= G0. We show:

(a) D has property A.
Note that if P is a proper parabolic subgroup of G0 such that NDP �= ∅ and such
that (setting D′ = NDP/UP ), there is at least one cuspidal admissible complex on
D′; then P/UP is either of type A5 or a torus. (The case where P/UP is of type
D4 is excluded using 23.4(a) when p �= 2 and 12.9(b) when p = 2.) In either case
D′ satisfies property A0. Using 46.3(a) (if p �= 2) and 46.6(a) (if p = 2) we see that
(a) holds.

In our case ε : W → W is given by w �→ w0ww−1
0 . The objects of Irr(W) (up

to isomorphism) can be listed as

10, 61, 202, 303, 153, 1̃53, 644, 605, 816, 246, 807, 607, 907, 107,

207, 8110, 6011, 2412, 6413, 3015, 1515, 1̃515, 2020, 625, 136

where Nn or Ñn denotes an object E0 ∈ Irr(W) such that dim E0 = N, aE0 = n.
Each object of Irr(W) can be regarded as an object of Irr(W̃) on which � acts as
w0; this object of Irr(W̃) is denoted in the same way as the corresponding object
in Irr(W).

From [L14, 7.10] we see that each of the elements
φ10 ,−φ61 , φ202 ,−φ605 , φ246 , φ816 , φ8110 , φ2412 ,−φ6011 , φ2020 ,−φ625 , φ136 ,
−φ303 − φ153 ,−φ303 + φ153 ,−φ303 − φ1̃53

,−φ303 + φ1̃53
,

−φ3015 − φ1515 ,−φ3015 + φ1515 ,−φ3015 − φ1̃515
,−φ3015 + φ1̃515

,
−φ807 + φ607 + φ107 ,−φ807 − φ607 + φ107 ,−2φ807 − φ107 ,
−φ807 + φ607 + φ907 ,−φ807 − φ607 + φ907 ,−2φ807 − φ907 , −φ807 − φ207

is of the form ℵx� (x ∈ W, l(x) = a(x) mod 2) and that each of the elements
−φ644 , φ6413 is of the form ℵx� (x ∈ W, l(x) �= a(x) mod 2). From this we deduce
using 44.15(c) that each of the elements

(b) R10 ,−R61 , R202 ,−R605 , R246 , R816 , R8110 , R2412 ,−R6011 , R2020 ,−R625 , R136 ,
−R303 − R153 ,−R303 + R153 ,−R303 − R1̃53

,−R303 + R1̃53
,

−R3015 − R1515 ,−R3015 + R1515 ,−R3015 − R1̃515
,−R3015 + R1̃515

,
−R807 + R607 + R107 ,−R807 − R607 + R107 ,−2R807 − R107 ,
−R807 + R607 + R907 ,−R807 − R607 + R907 ,−2R807 − R907 ,−R807 − R207

is a Z-linear combination of objects A ∈ D̂un such that eA = 1 and that each of
the elements

(c) −R644 , R6413

is a Z-linear combination of objects A ∈ D̂un such that eA = −1. Since the
elements in (c) have self-inner product 1, we have R644 = ±A, R6413 = ±A′ where
A, A′ ∈ D̂un. Since (R644 : R6413) = 0, we see that A �∼= A′. By 44.8(c) we have
d(R644) = R6413 , hence d(A) = ±A′. If A were cuspidal, we would have d(A) = A.
Thus A is not cuspidal. Similarly, A′ is not cuspidal. If A1 ∈ D̂unc, then A1 must
have nonzero inner product with some RE , hence with at least one of the elements
in (b),(c). But we have just seen that its inner product with any element in (c) is
zero. Thus, A1 must have nonzero inner product with at least one of the elements
in (b). It follows that eA1 = 1. We have codim(supp(A1)) = |Iε| mod 2; moreover
|Iε| = 4, hence codim(supp(A1)) = 0 mod 2. Thus, eA = (−1)codim(supp(A)) if
A ∈ D̂unc. The analogous equality holds for noncuspidal A in view of 44.15(a)
since it holds on D′ as above, by 46.4(b). We see that:
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(d) D has property Ã.
By 44.17(d) (which is applicable in view of (a),(d)), the inner product of any A ∈
D̂un with any element in (b) or (c) is in N. Since the inner products of any two
elements in (b) or (c) are known, we see that there exist mutually nonisomorphic
objects

A10 , A61 , A202 , A605 , A246 , A816 , A8110 , A2412 , A6011 , A2020 , A625 , A136 ,
a3, b3, c3, d3, a15, b15, c15, d15, a, b, c, d, e, f, g, h

of D̂un such that
R10 = A10 , −R61 = A61 , R202 = A202 , −R605 = A605 , R246 = A246 ,
R816 = A816 , R8110 = A8110 , R2412 = A2412 ,−R303 − R153 = a3 + b3,
−R303 + R153 = c3 + d3, −R303 − R1̃53

= a3 + c3, −R303 + R1̃53
= b3 + d3,

−R3015−R1515 = a15+b15, −R3015+R1515 = c15+d15, −R3015−R1̃515
= a15+c15,

−R3015 + R1̃515
= b15 + d15,

−R807 + R607 + R107 = a + b + d, −R807 − R607 + R107 = d + e + f ,
−2R807 − R107 = b + c + f + g + h, −R807 + R607 + R907 = a + b + c,
−R807 − R607 + R907 = c + e + f , ,−2R807 − R907 = b + d + f + g + h,
−R807 − R207 = b + f .

(We use [L14, 7.7(iii)].) Hence we have
−R807 = (a + 3b + 2c + 2d + e + 3f + 2g + 2h)/6, R607 = (a + b − e − f)/2,
R907 = (a + 2c − d + e − g − h)/3, R107 = (a − c + 2d + e − g − h)/3,
−R207 = (a − 3b + 2c + 2d + e − 3f + 2g + 2h)/6.

46.9. We fix an integer n ≥ 1. Let Wn be the group of all permutations of
{1, 2, . . . , n, n′, . . . , 2′, 1′} which commute with the involution i ↔ i′. For each
j ∈ [1, n − 1] let sj ∈ Wn be the involution which interchanges j, j + 1 and also
j′, (j + 1)′ and leaves the other elements unchanged. Let sn ∈ Wn be the permu-
tation which interchanges n, n′ and leaves the other elements unchanged. Define
a homomorphism χ : Wn → {±1} by the condition χ(sj) = 1 if j ∈ [1, n − 1],
χ(sn) = −1.

We now assume that n ≥ 2. Then W ′
n := kerχ is a Coxeter group on the

generators sj(j ∈ [1, n − 1]) and snsn−1sn.
For h ∈ [2, n−1] let Wn,h be the subgroup of Wn consisting of the permutations

in Wn which carry each of

{1, 2, . . . , n − h}, {n − h + 1, n − h + 2, . . . , n, n′, . . . , (n − h + 2)′, (n − h + 1)′},
{1′, 2′, . . . , (n − h)′}

into itself. We may identify in an obvious way Wn,h with Sn−h ×Wh where Sn−h

is the symmetric group in n − h letters.

46.10. Let m ∈ N. Let Xm
n be the set of all ordered pairs (S, T ) (“symbols”) of

distinct subsets of N (with |S| = |T | = m) such that
∑
x∈S

x +
∑
x∈T

x = n + m2 − m.

We define a “shift” map Xm
n → Xm+1

n by (S, T ) �→ ({0} ∪ (S + 1), {0} ∪ (T + 1)).
Using the shift maps we can form the direct limit Xn = limm→∞ Xm

n . We have an
obvious map Xm

n → Xn. If m ≥ n, then any (S, T ) ∈ Xm+1
n satisfies 0 ∈ S, 0 ∈ T .

Hence if m ≥ n, the shift map Xm
n → Xm+1

n is a bijection. We shall sometimes
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identify Xn with Xm
n with some fixed m ≥ n. But some elements of Xn can be

represented by elements of Xm
n where m < n.

Note that if (S, T ) ∈ Xm
n , then S ∪T ⊂ [0, n+m− 1]. Thus Xm

n is finite for any
m so that Xn is finite.

Let X̄m
n be the set of all pairs (M, N) of disjoint subsets of N such that M �= ∅,

|M | + 2|N | = 2m and
∑
x∈M

x + 2
∑
x∈N

x = n + m2 − m.

We define a “shift” map X̄m
n → X̄m+1

n by (M, N) �→ (M + 1, {0} ∪ (N + 1)).
Using the shift maps we can form the direct limit X̄n = limm→∞ X̄m

n . We have
an obvious map X̄m

n → X̄n. If m ≥ n, then any (M, N) ∈ X̄m+1
n satisfies 0 ∈ N

(hence 0 /∈ M). Hence if m ≥ n, the shift map X̄m
n → X̄m+1

n is a bijection. We
shall sometimes identify X̄n with X̄m

n with some fixed m ≥ n.
For (M, N) ∈ X̄m

n let VM (resp. VM ) be the set of all subsets of M with cardinal
|M |/2 (resp. with even cardinal); we regard VM as an F2-vector space with addition
E, E′ �→ E ∗ E′ = (E ∪ E′) − (E ∩ E′). Let

V ′
M = {η : VM → F2-linear, η(M) = 1};

here M is viewed as an element of VM .
Define tM : M → F2 by tM (x) = |{x′ ∈ M ; x′ < x}| mod 2. Define an injective

map VM → VM by

H �→ H� := t−1
M (1) ∗ H;

the image of this map is denoted by ṼM .
We define a (surjective) map ζ : Xm

n → X̄m
n by (S, T ) �→ (S ∗ T, S ∩ T ); if

(M, N) ∈ X̄m
n , then H �→ (N ∪ H, N ∪ (M − H)) is a bijection VM ↔ ζ−1(M, N).

46.11. An irreducible Q[Wn]-module is said to be nondegenerate if its restriction
to W ′

n is irreducible. To a nondegenerate irreducible Q[Wn]-module we associate
an element (S, T ) of Xn as in [L7, 2.7(ii)]. We obtain a bijection [[S, T ]] ↔ (S, T )
between the set of nondegenerate irreducible Q[Wn]-modules (up to isomorphism)
and Xn. Note that [[S, T ]] and [[T, S]] have the same restriction to W ′

n.

46.12. In 46.12–46.24 we assume that G0 is adjoint of type Dn (n ≥ 2), that
|G/G0| = 2, that ZG = {1}, hence D �= G0. We choose an isomorphism of W
with W ′

n as Coxeter groups and we use it to identify the two groups. We de-
fine a surjective homomorphism W̃ → Wn: it takes � to sn and its restriction
to W is the obvious imbedding W = W ′

n → Wn. Via this homomorphism any
nondegenerate irreducible Q[Wn]-module can be viewed as an object of Irr(W̃)
so that the set of isomorphism classes of objects of Irr(W̃) can be identified with
the set of isomorphism classes of nondegenerate irreducible Q[Wn]-modules, hence
with the set {[[S, T ]]; (S, T ) ∈ Xn}. Note that for (S, T ), (S′, T ′) in Xn we have
ζ(S, T ) = ζ(S′, T ′) if and only if the two-sided cells attached to [[S, T ]] and to
[[S′, T ′]] coincide. Thus X̄n may be viewed as as indexing set for the two-sided cells
of W which are ε-stable. We write cM,N for the two-sided cell of W corresponding
to (M, N) ∈ X̄n.
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46.13. For any two-element subset C of N let [C] be the closed interval in R
with extremities in C. Let M be a finite nonempty subset of N of even cardinal.
An admissible arrangement of M is a set Φ of two-element subsets of M forming
a partition of M with the following property: for any four element subset of M
of the form C � C ′ where C ∈ Φ, C ′ ∈ Φ, we have [C] ⊂ [C ′] or [C ′] ⊂ [C] or
[C] ∩ [C ′] = 0. (This agrees with the definition in [L14, p. 164].) For example, the
admissible arrangements of {0, 1, 2, 3, 4, 5} are

Φ1 = {(0, 1), (2, 3), (4, 5)}, Φ2 = {(0, 5), (1, 2), (3, 4)}, Φ3 = {(0, 3), (1, 2), (4, 5)},
Φ4 = {(0, 1), (2, 5), (3, 4)}, Φ5 = {(0, 5), (1, 4), (2, 3)}.

If Ψ is a subset of Φ and i ∈ F2, we denote by Ψi the set of all x ∈ t−1
M (i) such that

x belongs to some pair in Ψ.
Now let (M, N) ∈ X̄m

n . Let Φ be an admissible arrangement of M and let Φ̂ ⊂ Φ
be a subset such that |Φ̂| is odd. We set

c(M, N, Φ, Φ̂) =
1
2

∑
Ψ⊂Φ

(−1)|Φ̂∩Ψ|φ[[Ψ0∪(Φ−Ψ)1∪N,Ψ1∪(Φ−Ψ)0∪N ]] ∈ R(W̃).

The last inclusion holds since for any Ψ ⊂ Φ we have (−1)|Φ̂∩Ψ| = −(−1)|Φ̂∩(Φ−Ψ)|.
From [L14, (5.18.1)] we see that:

(a) There exists x ∈ W such that c(M, N, Φ, Φ̂) = ℵx� and l(x) = a(x) mod 2.

From [L15, 1.19] we see that

(b) If H ∈ VM , then there exists an admissible arrangement Φ of M and Ψ ⊂ Φ
such that H = Ψ0 ∪ (Φ − Ψ)1; that is,

[[N ∪ H, N ∪ (M − H)]] = [[Ψ0 ∪ (Φ − Ψ)1 ∪ N, Ψ1 ∪ (Φ − Ψ)0 ∪ N ]];

moreover,

φ[[N∪H,N∪(M−H)]] = 2−|M/2|+1
∑

Φ̂⊂Φ;|Φ̂|=odd

(−1)|Φ̂∩Ψ′|c(M, N, Φ, Φ̂).

46.14. We now state some properties (a)–(d) of D.
(a) D has property A.
(b) D has property Ã.

In view of (a),(b), the results in 44.17–44.21 are applicable to D. In particular, for
any ε-stable two-sided cell c of W, the subcategory D̂un

c of D̂un is defined as in
44.19. We shall write D̂un

M,N , D̂
un

M,N instead of D̂un
cM,N

, D̂
un

cM,N
where (M, N) ∈ X̄n.

(c) For any m ≥ n and any (M, N) ∈ X̄m
n there exists a bijection η �→ Aη,

V ′
M ↔ D̂

un

M,N such that

(Aη : R[[N�H,N�(M−H)]]) = 2−|M |/2+1(−1)η(t−1
M (1)∗H)

for any η ∈ V ′
M , H ∈ VM .

(d) If p = 2, then any irreducible cuspidal admissible complex on D is in D̂unc;
moreover, D̂unc is empty unless n = s2 with s odd, s ≥ 3, in which case
D̂unc has exactly one object up to isomorphism; its support is contained in
the set of unipotent elements of D.
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The proofs for (a)–(d) are given in 46.15–46.23 under the induction hypothesis that
(a)-(d) hold when n is replaced by n′ with 2 ≤ n′ < n. (This assumption is empty
if n = 2.)

46.15. If P is a proper parabolic subgroup of G0 such that NDP �= ∅ and such
that (setting D′ = NDP/UP ) either D̂′unc �= ∅ or (if p = 2) there is at least
one cuspidal admissible complex on D′, then P/UP is of type Dr or a torus and
the induction hypothesis shows that D′ satisfies property A0 and (if p = 2) any
irreducible cuspidal admissible complex on D′ is in D̂′unc.

Using 46.3(a) (if p �= 2) and 46.3(b) (if p = 2) we see that 46.14(a) holds.
Using 46.13(a) and 44.15(c) (which is applicable in view of 46.14(a)) we see that

for any M, N, Φ, Φ̂ as in 46.13(a), Rc(M,N,Φ,Φ̂) is a Z-linear combination of objects

A ∈ D̂un such that eA = 1. Using 46.13(b) we deduce that for any E ∈ Irr(W̃),
RE is a Z-linear combination of objects A ∈ D̂un such that eA = 1. Since any
A ∈ D̂un appears with nonzero coefficient in RE for some E ∈ Irr(W̃), we see that
any A ∈ D̂un satisfies eA = 1.

We show:

(a) If D̂unc �= ∅, then n is odd.

If p = 2, this follows from 12.9(b). If p �= 2, then we can find an isolated semisimple
element s ∈ D such that ZG(s)0 carries a cuspidal admissible complex supported
on the unipotent variety of ZG(s)0 (see 23.4(b)). Now ZG(s)0 is either semisimple
of type Bn−1 (and then n − 1 must be even by the known theory for connected
classical groups) or is semisimple of type Ba × Bb with a ≥ 1, b ≥ 1, a + b = n − 1
(and then a, b must be even and n − 1 must be even). Thus (a) holds.

Now if A ∈ D̂unc, we have (−1)codim(supp(A)) = (−1)|Iε| = (−1)n−1 and this
equals 1 by (a). Thus we have eA = (−1)codim(supp(A)) for any cuspidal A ∈ D̂un.
The analogous equality holds for noncuspidal A in view of the induction hypothesis
and 44.15(a). We see that 46.14(b) holds.

46.16. For h ∈ [2, n−1] let P h be the parabolic subgroup of G0 which contains B∗

and is such that the Weyl group of P h/UP h is the subgroup of WIh := W ′
n ∩Wn,h

of W = W ′
n. Then W̃Ih (the subgroup of W̃ generated by WIh and �, see 43.8)

is the inverse image under W̃ → Wn of Wn,h and Irr(W̃Ih) can be identified under
W̃Ih → Wn,h with the set of isomorphism classes of irreducible Q[Wn,h]-modules of
the form E�E′ where E is an irreducible Q[Sn−h]-module and E′ is an irreducible
nondegenerate Q[Wh]-module. Let Gh = NGP h/UP h . Then Dh = NDP h/UP h) is
a connected component of Gh. We have Gh/Zh = PGLn−h×Ḡh where Zh is a one-
dimensional torus in the centre of (Gh)0 and Ḡh is a group like G (with n replaced by
h). Hence 46.14(a)–46.14(d) hold for Dh instead of D (by the induction hypothesis)
and the objects in (D̂h)un can be written in the form A � A′ with A ∈ P̂GL

un

n−h

and A′ ∈ ( ˆ̄Dh)un (where D̄h = Dh/Zh).

46.17. Using 46.13(a) and 44.17(d) (which is applicable in view of 46.14(a),
46.14(b)) we see that for any (M, N) ∈ X̄m

n , any admissible arrangement Φ of M

and any Φ̂ ⊂ Φ with |Φ̂| = odd we have that Rc(M,N,Φ,Φ̂) is a N-linear combination
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of objects in D̂un or equivalently that
1
2

∑
Ψ⊂Φ

(−1)|Φ̂∩Ψ|R[[Ψ0∪(Φ−Ψ)1∪N,Ψ1∪(Φ−Ψ)0∪N ]]

is an N-linear combination of objects in D̂un.

46.18. We prove 46.14(c) assuming that |M | = 2. We have M = {x, y} with x < y.
From 46.17 we see that R[[N�{y},N�({x})]] is an N-linear combination of objects in
D̂un

M,N . Since R[[N�{y},N�({x})]] has self-inner product 1 it must be equal to a single
object of D̂un

M,N and the desired result follows.

46.19. We prove 46.14(c) assuming that |M | = 4. We have M = {x, y, z, u} with
x < y < z < u. From 46.17 we see that:

(a)
R[[N�{y,u},N�({x,z})]] ± R[[N�{x,u},N�({y,z})]],

R[[N�{y,u},N�({x,z})]] ± R[[N�{z,u},N�({x,y})]]

are N-linear combinations of objects in D̂un
M,N . Since the inner products of any two

elements in (a) are known (they are 0, 1 or 2) we see that there exist four mutually
non-isomorphic objects a, b, c, d of D̂un

M,N such that
R[[N�{y,u},N�({x,z})]] + R[[N�{x,u},N�({y,z})]] = a + b,
R[[N�{y,u},N�({x,z})]] − R[[N�{x,u},N�({y,z})]] = c + d,
R[[N�{y,u},N�({x,z})]] + R[[N�{z,u},N�({x,y})]] = a + c,
R[[N�{y,u},N�({x,z})]] − R[[N�{z,u},N�({x,y})]] = b + d.

Hence we have
R[[N�{y,u},N�({x,z})]] = (a + b + c + d)/2,
R[[N�{x,u},N�({y,z})]] = (a + b − c − d)/2,
R[[N�{z,u},N�({x,y})]] = (a − b + c − d)/2.

There are well-defined elements ηa, ηb, ηc, ηd of V ′
M such that

ηa({x, y}) = 0, ηa({y, z}) = 0, ηb({x, y}) = 0, ηb({y, z}) = 1,

ηc({x, y}) = 1, ηc({y, z}) = 0, ηd({x, y}) = 1, ηd({y, z}) = 1.

The assignment ηa �→ a, ηb �→ b, ηc �→ c, ηd �→ d is a bijection V ′
M ↔ D̂

un

M,N which
establishes 46.14(c) in our case.

46.20. We now assume that |M | ≥ 4 and that (M, N) has the following property:
there exists k ∈ [0, max(M ∪ N)] such that k /∈ M ∪ N . We set

h = n − |{x > k; x ∈ M}| − 2|{x > k; x ∈ N}|.
Clearly, h < n. Let

M ′ = {x < k; x ∈ M} � {x ≥ k; x + 1 ∈ M},
N ′ = {x < k; x ∈ N} � {x ≥ k; x + 1 ∈ N}.

Note that M ′, N ′ are disjoint subsets of N such that |M ′| = |M |, |N ′| = |N | and∑
x∈M ′

x + 2
∑

x∈N ′

x =
∑
x∈M

x + 2
∑
x∈N

x − (n − h) = h + m2 − m.

In particular, h ≥ 0. If h ≤ 1, we see that |M ′| = 2h, hence |M | = 2h < 4, a
contradiction. Thus we have h ∈ [2, n − 1]. We see also that (M ′, N ′) ∈ Xh. We
define a bijection M ′ ∼−→ M by x �→ x if x < k and x �→ x+1 if x ≥ k. This induces
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a bijection VM ′
∼−→ VM , hence a bijection V ′

M
∼−→ V ′

M ′ . Consider the two-sided cell
c′ = cM ′,N ′ × c0 of WIh (see 46.16) where c0 is the two-sided cell associated to
the sign representation sgnh of Sn−h. We have c′ ⊂ c where c = cM,N . Moreover,
c′, c satisfy the assumptions (i),(ii) of 44.21. Consider the composite bijection

V ′
M

∼−→ V ′
M ′

∼−→ ( ˆ̄D
h
)un
M ′,N ′

∼−→ (D̂
h
)un
c′

∼−→ D̂
un

M,N ;

here the first bijection is as above; the second bijection comes from the induction
hypothesis; the third bijection is A′ �→ A � A′ where A = Rsgnn−h

∈ P̂GL
un

n−h; the
fourth bijection comes from 44.21(h). Using 44.21(h) we see that this composite
bijection has the required properties. This proves 46.14(c) in our case.

46.21. We now assume that |M | ≥ 4 and that there exists y > 0 such that y ∈
N, y − 1 /∈ N . Recall that M ∪ N ⊂ [0, m + n − 1]. We can assume that m = n so
that M ∪ N ⊂ [0, t] where t = 2n − 1. Let

M ′ = {x; t − x ∈ M} ⊂ N, N ′ = {x ∈ [0, t]; t − x /∈ M ∪ N} ⊂ N.

We have M ′ ∩ N ′ = ∅, |M ′| + 2|N ′| = |M | + 2(t + 1) − 2|M ∪ N | = 2n,∑
x;t−x∈M

x + 2
∑

x∈[0,t];t−x/∈M∪N

x =
∑
x∈M

(t − x) + 2
∑

x∈[0,t]

x − 2
∑

x∈M∪N

(t − x)

= |M |t −
∑
x∈M

x + t2 + t − 2|M |t − 2|N |t + 2
∑
x∈M

x + 2
∑
x∈N

x

= t2 + t − |M |t − 2|N |t +
∑
x∈M

x + 2
∑
x∈N

x = n2.

We see that (M ′, N ′) ∈ Xn
n . We have a bijection M ′ ∼−→ M , x �→ t − x. This

induces a bijection VM ′
∼−→ VM and a bijection V ′

M
∼−→ V ′

M ′ . Since y ∈ N , we have
y /∈ M , hence t− y /∈ M ′. Since y ∈ N , we have t− y /∈ N ′. Thus, t− y /∈ M ′ ∪N ′.
If y − 1 ∈ M , then t − y + 1 ∈ M ′ and t − y < t − y + 1. If y − 1 /∈ M , then
y− 1 /∈ M ∪N (since y− 1 /∈ N), hence t− y +1 ∈ N ′ and t− y < t− y +1. In any
case we have t− y + 1 ∈ M ′ ∪N ′ and t− y ∈ [0, max(M ′ ∪N ′)]. By 46.20, 46.14(c)
holds when (M, N) is replaced by (M ′, N ′). Consider the composite bijection

V ′
M

∼−→ V ′
M ′

∼−→ D̂
un

M ′,N ′
∼−→ D̂

un

M,N ;

here the first bijection is as above; the second bijection is as in 46.14(c) for (M ′, N ′);
the third bijection is A �→ A◦; see 44.19(a). (Note that for A ∈ D̂un we have
A◦ = d(A) since eA = 1 by 46.15.) The composite bijection above is denoted by
η �→ Aη. We have Aη = d(Aη′) where η ∈ V ′

M corresponds to η′ ∈ V ′
M ′ and Aη′ is

attached to η′ by 46.14(c) for (M ′, N ′). For any J ⊂ M , let J ′ ⊂ M ′ be the image
of J under x �→ t − x. Let H ∈ VM . Using 44.8(c) and [L15, (1.4.1)] we have

(Aη : R[[N�H,N�(M−H)]]) = (d(Aη′) : d(R[[N ′�(M ′−H′),N ′�H′]])).

(We have [[N �H, N � (M −H)]]⊗ sgn = [[N ′ � (M ′ −H ′), N ′ �H ′]].) This equals

(Aη′ : R[[N ′�(M ′−H′),N ′�H′]]) = 2−|M ′|/2+1(−1)η′((M ′−H′)∗t−1
M′ (1)).

(We have used 46.14(c) for (M ′, N ′).) By definition we have

η′((M ′ − H ′) ∗ t−1
M ′(1)) = η′((M − H)′ ∗ t−1

M (0)′) = η′(((M − H) ∗ t−1
M (0))′)

= η((M − H) ∗ t−1
M (0)) = η(H ∗ t−1

M (1))
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so that 46.14(c) holds in our case. For the last equality we note that

η((M − H) ∗ t−1
M (0)) + η(H ∗ t−1

M (1)) = η((M − H) ∗ t−1
M (0) ∗ H ∗ t−1

M (1))

= η(M ∗ M) = η(∅) = 0.

46.22. We now assume that (M, N) ∈ Xm
n does not satisfy the assumptions of

46.18, 46.19, 46.20 or 46.21. Then |M | ≥ 6 and there exist r ≥ 0, s ≥ 3 such that

N = {0, 1, . . . , r − 1}, M = {r, r + 1, r + 2, . . . , r + 2s − 1}.
Note that (M, N) has the same image in X̄n as (M ′, N ′) = ({0, 1, 2, . . . , 2s−1}, ∅).
Since the statements of 46.14(c) for (M, N) and (M ′, N ′) are equivalent, it is
enough to prove 46.14(c) for (M ′, N ′) instead of (M, N). Thus we may assume
that (M, N) = ({0, 1, 2, . . . , 2s − 1}, ∅) with s ≥ 3. We have (M, N) ∈ Xs

s2 .
If Φ is an admissible arrangement of M let CΦ be the set of all subsets E of M

with the following property: if (x, y) is a pair in Φ, then x ∈ E if and only if y ∈ E.
Note that CΦ is a subspace of the vector space VM of dimension s and containing
M . Clearly, Ψ �→ (Ψ0 ∪ (Φ − Ψ)1)� is a bijection between the sets of subsets of Φ
and CΦ. Via this bijection the function Ψ �→ |Φ̂ ∩ Ψ| mod 2 (for Φ̂ ⊂ Φ that |Φ̂| is
odd) can be viewed as a linear function CΦ → F2. This gives a bijection between
{Φ̂; Φ̂ ⊂ Φ, |Φ̂| = odd} and the set of linear functions CΦ → F2 which take the value
1 on M . Using the notation 〈E〉 instead of [[S, T ]] where (S, T ) ∈ ζ−1(M, N) and
E = S� ∈ ṼM we see that the elements c(M, N, Φ, Φ̂) (see 46.13) are the same as
the elements

c(M, N, Φ; ξ) =
1
2

∑
E∈CΦ

(−1)ξ(E)φ〈E〉 ∈ R(W̃)

for various linear functions ξ : CΦ → F2 such that ξ(M) = 1.
Now let Φ′ be another admissible arrangement of M and let ξ′ : CΦ′ → F2 be a

linear form such that ξ′(M) = 1. We have

(Rc(M,N,Φ;ξ) : Rc(M,N,Φ′;ξ′)) =
1
4

∑
E∈CΦ,E′∈CΦ′

(−1)ξ(E)+ξ′(E′)(R〈E〉 : R〈E′〉)

=
1
4

∑
E∈CΦ∩CΦ′

(−1)ξ(E)+ξ′(E) − 1
4

∑
E∈CΦ∩CΦ′

(−1)ξ(E)+ξ′(M−E)

=
1
2

∑
E∈CΦ∩CΦ′

(−1)ξ(E)+ξ′(E) = |{η ∈ Hom(VM ,F2); η|CΦ = ξ, η|CΦ′ = ξ′}|.

Now let k ∈ [0, 2s− 2] and let M ′ = {0, 1, 2, . . . , k− 1, k + 1, . . . , 2s− 2}, N ′ = {k}.
We have

∑
x∈M ′ x+

∑
x∈N ′ x = h+ s2 − s where h = s2 − (2s− k− 1). Since s ≥ 3

and k ∈ [0, 2s − 2], we have h ∈ [4, s2 − 1] and (M ′, N ′) ∈ X̄s
h.

Consider the two-sided cell c′ = cM ′,N ′ × c0 of WIh (see 46.16) where c0 is the
two-sided cell associated to the sign representation sgnh of Sn−h. We have c′ ⊂ c
where c = cM,N .

Define an imbedding j : M ′ → M by j(x) = x if x ∈ [0, k − 1], j(x) = x + 1 if
x ∈ [k + 1, 2s − 2]. Let V 0

M = {E ∈ VM ; |E ∩ {k, k + 1}| = even}, a hyperplane in
VM . If E ∈ V 0

M , then j−1(E) ∈ VM ′ .
Let η1, η2 be two elements of V ′

M such that
(a) η1(E)+η2(E) = |E∩{k, k+1}| mod 2 for all E ∈ VM and η1({k, k+1}) =

η2({k, k + 1}) = 0.
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We define a linear function η′ : VM ′ → F2 by η′(E′) = η1(j(E′)) = η2(j(E′)) for
E′ ∈ VM ′ . (The last equality follows from (a) and the fact that j(E′)∩{k, k +1} =
∅.) We have η′(M ′) = 1. (We use that

1 = η1(M) = η1(j(M ′) ∗ {k, k + 1}) = η1(j(M ′))

which follows from (a).) Thus we have η′ ∈ V ′
M ′ . Let Aη′ be the object of ( ˆ̄Dh)un

M ′,N ′

associated to η′ by the induction hypothesis applied to (M ′, N ′). Then Rsgnh
�Aη′ ∈

(D̂un)c′ is defined. We set αη1,η2 = tindD
Dh(Rsgnh

� Aη′) (see 44.20). By definition,
this is an element of Kun(D) which is an N-linear combination of objects in Dun

M,N .
Now let (S, T ) ∈ ζ−1(M, N). Using 44.20(h) we see that (αη1,η2 : R[[S,T ]]) is 0 if
|S ∩ {k, k + 1}| �= 1, while if |S ∩ {k, k + 1}| = 1, it is

(b) (Aη′ : R[[S′,T ′]])
where (S′, T ′) ∈ ζ−1(M ′, N ′) is given by

S′ = {x < k; x ∈ S} � {k} � {x > k; x + 1 ∈ S},
T ′ = {x < k; x ∈ T} � {k} � {x > k; x + 1 ∈ T}.

By the induction hypothesis, the expression (b) is equal to

2−|M ′|/2+1(−1)η′(t−1
M′ (1)∗(S′−{k})) = 2−s+2(−1)η1(S

�) = 2−s+2(−1)η2(S
�).

Hence, if Φ is an admissible arrangement of M and ξ : CΦ → F2 is a linear function
such that ξ(M) = 1, then

(αη1,η2 : Rc(M,N,Φ;ξ)) =
1
2

∑
E∈CΦ

(−1)ξ(E)(αη1,η2 : R〈E〉)

=
1
2

∑
E∈CΦ;

|E∩{k,k+1}|=even

(−1)ξ(E)2−s+2(−1)η1(E)

=
∑

E∈CΦ;
|E∩{k,k+1}|=even

2−s+1(−1)η1(E)+ξ(E).

This is equal to the number of elements in {η1, η2} whose restriction to CΦ is
equal to ξ. (It is 2, 1 or 0.) We now apply [L14, 9.2] to Y = VM with its ba-
sis {{0, 1}, {1, 2}, . . . , {2s − 2, 2s − 1}} and to the family of elements Rc(M,N,Φ,ξ)

for various Φ, ξ as above and the family of elements αη1,η2 for various η1, η2, k as
above. (These elements are N-linear combinations of objects in D̂un

M,N .) We see
that there exists a bijection V ′

M ↔ D̂un
M,N , η ↔ Aη such that for any η ∈ V ′

M we
have Rc(M,N,Φ,ξ) =

∑
η∈V ′

M ;η|CΦ=ξ Aη for any Φ, ξ as above and αη1,η2 = Aη1 + Aη2

for any η1, η2, k as above.
Now let E ∈ ṼM . We can rephrase 46.13(b) as follows: there exists an admissible

arrangement Φ of M such that E ∈ CΦ; moreover,

φ〈E〉 = 2−s+1
∑

ξ∈Hom(CΦ,F2);ξ(M)=1

(−1)ξ(E)c(M, N, Φ; ξ).

For η ∈ V ′
M we then have

(Aη : R〈E〉) = 2−s+1
∑

ξ∈Hom(CΦ,F2);
ξ(M)=1

(−1)ξ(E)(Aη : Rc(M,N,Φ;ξ)) = 2−s+1(−1)η(E).
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We see that 46.14(c) holds in our case. This completes the proof of 46.14(c).

46.23. In this subsection we assume that p = 2. Let P be a proper parabolic
subgroup of G0 such that NDP �= ∅ and such that (setting G′ = NGP/UP , D′ =
NDP/UP ) we have D̂′unc �= ∅. Let D̄′, Ḡ′ be the quotient of D′, G′ by the trans-
lation action of Z0

G′0 . Let π : D′ → D̄′ be the obvious map. From the induction
hypothesis we see that P/UP is of type Dr (with r an odd square ≥ 9) or a torus,
that D̂′unc has exactly one object A up to isomorphism and that supp(A) is con-
tained in the inverse image under π of the variety of unipotent elements of Ḡ′

contained in D̄′. Let D̂un,P be the subcategory of D̂un consisting of objects which
are isomorphic to direct summands of indD

D′(A). From 27.2 and 11.9 we see that
the set of isomorphism classes in D̂un,P is in bijection with the set of isomorphism
classes of simple modules of Q[Wn−r]. Since any noncuspidal object of D̂un belongs
to D̂un,P for a P as above (unique up to G0-conjugacy), we see that the number of
noncuspidal objects of D̂

un
is equal to

(a)
∑

k>0,s≥0,s odd, s2+k=n

p2(k)

where p2(k) is the number of irreducible representations of Wk up to isomorphism.
Now let xn = |D̂un|. From 46.14(c) we see that xn = |Xn|. Since |Xn| is known
from [L7] we see that

xn = |Xn| =
∑

k≥0,s≥0,s odd, s2+k=n

p2(k)

where p2(0) = 1. Comparing with (a) we see that the number of cuspidal objects
of D̂

un
is 1 if n = s2 for some odd s ≥ 3 and is 0 otherwise. From 12.9 we see that

the set of irreducible cuspidal admissible complexes on D (up to isomorphism) is
empty unless n = s2 for some odd s ≥ 3 in which case it has exactly one object
(whose support is necessarily contained in the unipotent variety). Since any object
of D̂

un
is an admissible complex on D we see that 46.14(d) holds for D.

This completes the inductive proof of the statements 46.14(a)–(d).

46.24. Let (M, N) = ({0, 1, 2, . . . , 2s − 1}, ∅) ∈ Xs
n, n = s2 with s odd, s ≥ 3.

Define a linear function η : VM → F2 by

η(E) = |E ∩ t−1
M (0)| mod 2 = |E ∩ t−1

M (1)| mod 2.

Since s is odd we have η(M) = 1, hence η ∈ V ′
M . In the setup of 46.22 we show:

(a) Aη ∈ D̂unc.
For w ∈ W, we have (in view of 46.22 and 44.7(i)):

(Aη : gr1(Kw
D)) = (−1)dim G 1

2

∑
E∈ṼM

tr(w�, 〈E〉)(Aη : R〈E〉)

= (−1)dim G 1
2

∑
E∈ṼM

tr(w�, 〈E〉)2−s+1(−1)η(E).

By 44.14(a), the condition that Aη is cuspidal is that (Aη : gr1(Kw
D)) = 0 whenever

w ∈ W is not D-anisotropic. Thus it is enough to show that

(b)
∑

E∈ṼM

tr(w�, 〈E〉)(−1)|E∩t−1
M (0)| = 0
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whenever w ∈ W = W ′
n satisfies the condition: w is not D-anisotropic or equiva-

lently, the condition: wsn ∈ Wn has no eigenvalue 1 in the reflection representation
of Wn. Note that (b) holds by [L3, (22.5.2)V]. (In that reference the words: “ele-
ments of W ′” should be replaced by: “elements of W ′ − W”.)

Theorem 46.25. Assume that p satisfies the following condition: if G0 has a
factor of type E8 or F4, then p �= 2. Then:

(a) If A is a unipotent cuspidal character sheaf on D, then A is clean (see
44.7).

(b) If A is a unipotent character sheaf on D, then for any w ∈ W, i ∈ Z such
that (A : Hi(K̄w

D)) �= 0 we have i = dim supp(A) mod 2 (or equivalently
eA = (−1)codim(supp(A))).

By the results in §45 we are reduced to the case where G0 is simple and ZG = {1}.
If D = G0, (a) is a special case of 46.1(b); the fact that (a) implies (b) is proved
in this case as in [L3, IV, V]. If D �= G0, then (a) and (b) follow from 46.4(a),(b);
46.7(a),(c); 46.8(a),(d); 46.14(a),(b). This completes the proof.

46.26. Let e be a pinning (see 1.6) of G0 which projects to (B∗, T ) (see 28.5) under
the map p in 1.6. We can find d ∈ D such that β := Ad(d) : G0 → G0 preserves e.
Moreover, β depends only on D (not on d). Note that β has finite order, say r.

Let G be a connected reductive algebraic group over C with a fixed Borel sub-
group B, a fixed maximal torus T ⊂ B and a fixed pinning e which projects to
(B, T) such that G is a Langlands dual of G0. In particular, T, T are Langlands
dual tori. There is a unique automorphism γ : G → G preserving e such that the
restriction of γ to T corresponds to (is “contragredient of”) the restriction of β to
T under the Langlands duality between T and T. Note that γ has order r.

A G-conjugacy class C in G is said to be special if some/any g ∈ C is such
that gs has finite order not divisible by p, gu is a special unipotent element of the
connected reductive group ZG(gs)0 (see [L14, (13.1.1)]).

Let C be a special G-conjugacy class in G which is γ-stable. For g ∈ C let A(gu)
be the group of components of the centralizer of gu in ZG(gs)0, let Ā(gu) be the
canonical quotient of A(gu) defined in [L14, p. 343] (in terms of gu, ZG(gs)0 instead
of u, G1) and let I(gu) be the kernel of the canonical homomorphism A(gu) →
Ā(gu). Let Ã(g) = {(a, j) ∈ G × Z/rZ; aγj(g)a−1 = g}/ZG(g)0 be a group with
multiplication (a, j)(a′, j′) = (aγj(a′), j + j′). We identify ZG(g)0 with a (normal)
subgroup of Ã(g) by a �→ (a, 0) and we set A(g) = Ã(g)/ZG(g)0 (a finite group).
Let A(g) → Z/rZ be the (surjective) homomorphism induced by (a, j) �→ j. Since
ZZG(gs)0(gu)0 = ZG(g)0 we see that I(gu) is naturally a subgroup of A(g). From the
definitions we see that that in fact I(gu) is normal in A(g). Let Gg = A(g)/I(gu).
The homomorphism A(g) → Z/rZ induces a surjective a homomorphism Gg →
Z/rZ. For j ∈ Z/rZ let Gj

g be the inverse image of j under this homomorphism.
Let GC =

⊔
g∈C Gg. Now G acts on GC : if x ∈ G, g ∈ C, then Ad(x) induces

an isomorphism Gg
∼−→ Gxgx−1 . Let G1

C =
⊔

g∈C G1
g , a G-stable subset of GC . For

any g ∈ C, the set of G-orbits on G1
C is in natural bijection with the (finite) set

of Gg-conjugacy classes in G1
g . Thus G acts on G1

C with finitely many orbits. This
makes G1

C into an algebraic variety (a finite union of homogeneous spaces for G).
Let Pγ be the set of all triples (C, X, E) where C is a γ-stable special G-conjugacy

class in G, X is a G-orbit in G1
C and E is an irreducible G-equivariant local system

on X (up to isomorphism). Let Pun
γ be the set of all (C, X, E) ∈ Pγ such that C

is a unipotent G-conjugacy class in G.
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46.27. We have Pun
γ =

⊔
C Pun

γ,C where C runs over the set of γ-stable special
unipotent classes in G and Pun

γ,C is the set of triples in Pun
γ whose first component

is C. Under the Springer correspondence, the set of γ-stable special unipotent
classes in G is in bijection with the set of special irreducible representations E0

(up to isomorphism) of the Weyl group of G or of G0 whose character is fixed by
ε : W → W and hence in bijection (via E0 �→ cE0 , see 43.6) with the set of ε-stable
two-sided cells of W; let Cc be the special unipotent class corresponding to the
two-sided cell c. Assume that p is as in 46.25. We have the following result:

(a) For any ε-stable two-sided cell c in W there is a natural bijection D̂un
c ↔

Pun
γ,Cc

.

By the results in §45 we are reduced to the case where G0 is simple and ZG = {1}.
If D = G0, (a) is established in [L3, IV, V]. If D �= G0, then (a) follows from
46.4(d), 46.7, 46.8, 46.14(c).

By taking disjoint union over the various c we obtain a bijection D̂un ↔ Pun
γ .

We will show elsewhere that this extends to a natural bijection D̂ ↔ Pγ . (See [L3,
IV, V] for the case where G = G0.)
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