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ABSTRACT

A Computerized Interactive System for the
Retrieval of Case Law

by Anatole Jarmolych

Submitted to the Alfred P. Sloan School of Management on
January-30, 1973, in partial fulfillment of the requirements
for the degree of Master of Science in Management.

Because the judicial system of the United States
operates under the common law tradition, judicial opinions
arising from disputes litigated in the courts constitute a
major body of law. This is known as case law. In order to
advise a client as to the nature of the law and to predict
how the law will be applied to resolve a controversy, an
attorney must search through the collection of reported case
decisions to find a precedent similar to the dispute at hand.
Since there are over two and a half million reported cases at
the appellate level, case law research is a difficult and
time-consuming process.

The most popular tool used by attorneys in locating
relevant cases is the West Digesting system. The West systen,
which was started over ninety years ago, consists of a number
of different indices and digests which are used to trace a
legal issue back to case opinions. The size and the highly
interpretive nature of case law severely limit the effective-
ness of the West system. Hierarchial indexing of cases by
legal concept results in many kinds of errors and ineffi-
ciencies. There exists an obvious need for faster and more
accurate case law research methods. This thesis investigates
the application of computers to the retrieval of case law
and proposes an automated case law retrieval system.

-

, Attempts to use computers for legal research date
back over fifteen years. Early experiments resulted in
systems which were little more than mechanizations of the
West Digesting system. These "Point~of-Law'" systems con-
tained many of the errors and deficiencies of the West system.
The Key-Words-In-Combination (KWIC) approach was the first
computerized case law retrieval algorithm which did not

depend on hierarchial indices. By matching key search words
to the full text of cases, KWIC is able to circumvent the
major problems associated with manual indexing. However,



'KWIC's reliance on exact word matching makes the structuring
of key words very difficult. Several variations on the basic
KWIC algorithm have attempted to minimize this problem. The
most promising experiments in this field have involved the

use of probabilities to expand search word requests to include
related words, and to rank retrieved cases in order of prob-
able relevancy to the original request. This "association
factor'" approach uses statistical analysis of the co-occur-
rences of words in cases to measure the relationship between
words.

The potential of the association factor for over-
coming the index and language problems inherent in other
manual and automated systems has led to its selection as the
basis for a proposed computerized case law retrieval system.

A number of improvements to the basic technique are suggested.
These include the computer analysis of case text to extract
informing words and extensive lawyer interaction in the com-
putation of retrieved case relevancy. A preliminary systems
hardware investigation reveals that a time-shared system
consisting of a large central computer and many remote ter-
minals located in the offices of law firms would be a tech-
nically feasible implementation of the algorithm. Although

a complete analysis cannot be made until the system is design-
ed in greater detail, informal cost-benefit calculations
indicate that the benefits of such a system could more than
offset the operating costs. Several implementation problems
have been identified in this study. Technical problems
include initial system set-up and data base generation; legal
problems involve questions of copyright and unauthorized
practice of law; behavioral problems center on the accept- -
ance of the system by practicing attorneys.

The need for better case law research methods is
obvious. The system proposed in this thesis appears to be
technically and economically feasible. It is recommended
that a thorough investigation be made of the various tech-
nical, legal, and behavioral issues raised in this study.

Thesis Advisor: Stanley M. Jacks
Title: Senior Lecturer, 5loan Schoocl of Management
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"...I could never be more convinced than now that
once we have opened up the box that lets mathematiclans, and
other sclentists examine what the lawyer does, the legal
profession, legal research, the entire administration of

1
justice will never be the same again."

- John F. Horty

l .
Quoted by Reed C. Lawlor in "Computers and Automation
in Law," California State Bar Journal, XL {Jan. - Feb. 1965),

p. 34.




INTRODUCTION

The objective of this thesis 1s to examine the appli-
cation of computers to the retrieval .of case law. Although
the study culminates with a suggested systems design, 1t 1s
not meant to an optimal solution to the problem. Rather, it
is a reasonable approach based on an analysis of the problem
and previous efforts, which 1s used to determine technical
and economic feaslbility. It is recommended that additional
research be undertaken to pursue a computerized case law
retrieval'system to its practical conclusion.

Chapter 1 begins by addressing the generic problem of
document retrieval. A model 1is developed to account for the
major sources of errors in a manual index, manual search
system. Issues such as index rigidity, semantic nolse, and
user feedback are discussed. Next, the nature of céée law
is deséribed. Case decisions arising from disputes litigated
1n'the courts constitutes a major body of law in the U.S.
Because of the importance of case law and the large number of
reported cases, lawyers and Jjudges need an efficient retrieval
system by which they may search through the reported cases
and retrieve only those cases which are relevant to the con-
troversy at hand. The West Digesting System, which 1s the
most popular method for performing case research, 1s described

next. In addition to the errors and defliclencles commen to
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all manual retrieval methods, West's system 1s further

hampered by the size and highly interpretive and changing
nature of case law. The need for faster and more accurate
case research methods makes case law retrieval a likely
candidate for computerization.

Cbapter 2 presents a brief analysis of retrieval
system performance measures. The three measures of speed,
recall (completeness), and precision (accuracy) appear to be
the germane parameters needed to evaluate case law retrieval
systems.

The search for a sultable éomputer algorithm begins
with an examination of previous efforts in this area. The
earliest systems were little more than mechanizations of the
West Digesting System and as such, embodied the errors
attributable to manual indexing. The first major break-
through was the development of the Key—Word—InfCombination
approach. Since_it relies on matching search words and the
full text of cases, the KWIC algorithm is able to circumvent
the problems assoclated with manual index systems. The major
'drawback of KWIC is thatAits dependence on exact match
requires the careful selection of search wofds. Attempts to
minimize the problems of exact match range from providing
the user with a thesaurus of words contained in the data base
to enceoding the case text into a unique symbolic language. |
The most promising approach has resulted from experiments

with statistical association. Through statistical
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calculations, the original search words are augmented with
related words whose association factor is greater than some
threshold. This expanded 1list is then compared with words
which index the cases in the data base. Based on word
matches and the value of the association factor, a document
relevance number 1s computed by which the retrieved cases
may be ranked in order of probable relevance to the original
réquest.

Because it 1s not dependent on exact language and
because of its potential to rank cases in order of relevancy,
the association factor was chosen as the basis for the pro-
posed‘case law retrleval system. A number of refinements
to the basic association factor algerithm are itemized in
Chapter 3. These include computer analysis of text to
extract index words and interaction on the part of the user
in calculating document relevance numbers. User interactlon
is necessary in order for the user to steer the system onto
the right path.

An informal implementation analysis 1s presented in
AChapter 4, A time—shared approach utilizing a central com-
puter and remote terminals located in subscribing law firms
1s suggested for the system organization. The high cost
assoclated with the 1nitial generation of the system's data
files appears to be the major implementation problem.
Although a thorough economic investigation c¢annot be conducted

until the system has bezsn designed 1in grezater detail, a
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preliminary cost-benefit analysis was performed in Chapter 5.

Using the simplifying assumption that the only benefits
which would accrue from such a system is a savings in
lawyers!' time, the analysis indicates that the benefits will
exceed the system operating costs. Potentlal legal and
behavioral problems associated with a computerized case law

retrieval system are discussed 1in Chapter 6.
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Chapter 1 - CASE LAW RETRIEVAL

1.1 DOCUMENT RETRIEVAL

Although the principal focus of this study is an
1nvestigation of the use of computers in the retrieval of
case lawg, the concepts, evaluations, and algorithms described
herein are applicable to nearly all facets of document
retrieval. Similar studies and analyses may be undertaken to
investigate the practlical problems in applying the same algo-
rithms to any large document collection such as an engilneer-
ing library, a corporate data base, the statutory laws of a
state, and the Library of Congress.

Before proceeding to a more detailed discussion of
the problems .nvolved in case law, it 1is appropriate at this
point to analvze some of the generic problems of document
retrieval. First of all, why 1s document retrieval é prob-
lem? Perhaps two hundred years ago when a lawyer or a
physician could store all of his refergnces in a small wheel-
-barrow, document retrieval was not really a problem. But
today, the advancement of technology and the expanslon of
knowledge has brought with it a proliferation of information.

It has been estimated that over half of what has been written

2A functional description of case law is contained in
the next section. : :
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in the history of c¢lvillzatlon has been written in the past
ten years.3 Both the Harvard Law Library and the law section
of the Library of Congress contain ovér one million volumes
each. The law library of Harvard needs over four and a half
miles of new shelf space every year for new acquisitions.4
Professionals, be they lawyers, physiclans, englneers, cannot
hope to keep abreast of all of the literature belng generated
in their respective fields of endeavor. Out of necessity,
various 1indexing and cataloging procedures have evolved to
ald the researcher. Indexing systems, periodical indexes,
card cataiogs, the Dewey Decimal System, 1deally should act
as filters. This indexing filter should screen the entire
collection of documents and allow the researcher to examine
only those documents directly related to his request.
Unfortunately, manual indexing mechanisms have not
kept pace with the information explosion. Actual 1ndexing
systems are a far cry from ideal filters. The common com-
plaint heard agaln and again 1s that literature searches are
too time consuming and yield elither a pitifully small amount

of data or so much information that 1t becomes unmanagable.

3¢onlin F. H. Tapper, "Research and Legal Information
By Computer," Chicago Bar Record, XLVIII (June-July, 1967),

. 227.
b1vb14., p. 228.
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The ma jor shortcomings of manual index/document retrieval
systems are as follows:
(1) the researcher does not know what he is seeking
(2) searches usually involve multiple subjects
(3) manual indexing systems are rigid
(4) indices are language oriented, and

(5) the researcher does not know when to stop
searching.

The fact that a researcher is performing a documént
search means that he is looking for some information. If he
knew what'the information was, 1t would certainly be much
easler to structure the question and the search such that a
reasonably well organized indexing system would lead him to
the answer. Since he doesn't know exactly what he is seeking, .
he must wade through the indexing system in a haphazard
manner, hoping to stumble across the right combinatién.
Suppose a literature search yielded nothing at all. This
coﬁld either mean that the library contained no documents
pertinent to the request or that the indexing system prevented
the researcher from obtalning the desired information. Unless
‘the entlre document collection is examined, one is never quite
sure which one it is.

Many searches involve multiple subjects and cross
disciplines. Unfortunately, the traditional indexing systems

allow the researcher to zero in on only one subject at a time.
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How does one research the topic of "the economic impact of
nuclear reactors in underdeyeloped nations"? Does one look
under economics, nuclear reactors, or underdeveloped nations?
Or, all three? The time hecessary to perform an adequate
search is multiplied by three or four when multiple subjects
are 1involved.

The rigidity of an indexing system is the inverse of
the problem cited above. How would one classify a document
on "the economic impact of nuclear reactors in underdeveloped
dountries" in, for example, the Dewey Decimal System? Once
an indexing system 1s established, it remains fairly inflex-
ible. Any new documents or articles are forced into existing
pigeonholes.

Since manual indicies are typically based on subjects
which are words in the English language, the occurrence of
"semantic noise"® tends to corrupt the indicies. Tﬁé term -
semantic noise describes all of the linguistic problems
assoclated with indexing. This ihcludes synonyms, spelling
variations, homographs, and root varlances. As an example,
the word "exposure" could relate to exposure to the elements,

indecent exposure, photographic exposure, or radlo-active

5See M. E. Maron and J. L. Kuhns, "On Relevance,
Probabilistic Indexing and Information Retrieval, "Journal of
The Association for Computing Machinery, VII (1960), p. 210.
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exposure. Similarly, an article oh nuclear reactors could

be indexed under nuclear, reactor, thermo-nuclear, electric-
ity, power, generators, atom.c, electrical production, radio-
active, fiséion, uranium, or energy. This semantic noise
hinders both the 1ndexor and the researcher.

The last major problem in conventional document
retrieval 1s that one never really knows when to terminate a
search. At what polnt does a search cease? Typically, this
question is answered by practical considerations of time.

As more and more time 1s expended in the search for informa-
tion, the search enters 1nto a region of diminishing feturns.
This diminishing returns is both an actual and a perceived
effect. The actual effect may be explained as follows:
Starting with little or no knowledge on a particular topilc,
the first few relevant articles retrieved by a researcher in

a literature search provide-him with a great deal ofibasic .
knowledge concerning the toplc of interest. As the search
continues and additional documents are retrieved, many of
these'documents will repeat the same cbncepts presented 1n

the first documents, but will also add a fair amount of new
knowledge. Contlnuing the search will produce articles

whose Incremental contribution to the total store of knowledge
on the topic 1s small. Thus, after a fairly exhaustive
search, the researcher may find that by continuihg his search,

perhaps only one out of ten or one out of twenty artlcles
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found will yield some small pilece of information which has
not already been uncovered. This actual effect of diminish-
ing returns, however, is only valid if the researcher has
conducted his search in an optimal manner. That 1s, the
retrieved articles were somehow ranked in order of relevancy,
with the most relevant articles examined first. It is safe
to say that most searches are suboptimal. Typically, the
researcher will enter a reglon of perceived diminishing
returns., After searching for information in some document
library by means of some indexing system, he will reach a
point where the retrieved documents are either not contrib-
uting or contributing an incremental amount to hls knowledge
on the searched topic. The researcher willl use thils result
to generate an apriori prediction of the value of the infor-
mation to be obtained from continuing the search (expected
value). When either the library is completely examined, or
more likely, when the expected value of continulng the search
drops below the researcher's perception of the value of his
time, the search 1s terminated. Since searches are seldom
conducted in an optimal fashion, there is a danger that the
researcher's expected value of continuing a search may be
either too high or too low., If 1t 1s ftoo “1ow, the researcher
will not obtain valuable information which could be had
through a marginal expenditure of time. If it is too high,

the researcher will be wasting his time,
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Figure 1 illustrates a generalizéd manual index/
searching system and highlights the major sources of errors.
Documents to be indexed are filtered through human indexors
who "decide" what are the key elements and concepts. The
key elements are then corrupted by semantic nolse and pigeon-
holed into some existing rigid indexing system. In structur-
ing a search request, the researcher is first hampered by
the fact that he doesn't know exactly what 1t is that he is
looking for. He then has to "second-guess" the indexor in
deciding where to look for relevant information. The search
output becomes feedback for the researcher. Based on the
retrieved documents, he may intensify the search, expand the
search into other areas, or terminate the search altogether.

It 1s clear that document retrieval systems have not
kept pace with th841nformation explosion. Manual indexing
systems are inefficient, tiﬁe consuming, prone to many kinds
of.errors, and leave one with an uneasy feeling as to when to

stop searching.

1.2 CASE LAW

The importance and complexlties of document retrieval
become compounded when analyzed in the context of the legal
profession. The lawyer, more than any other professional, is
dependent on information contained in printed documents.

Printed information is the very life of law. In order to
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appreciate the importance of legal documents, 1t 1s necessary

to digress for a moment to examlne the nature of case law.
Most laymen view the state and Federal legislatures

as the sources of law in the United States. But since- the

6, the decisions of

U. S. operates under a ccmmon. law system
the courts of the land provide another major source of law.
Court decisions arise from disputes between litigants. In
settling these disputes, the courts interpret the law, decide
how the law appliés in the case before the bench, and some-
time even "make" law. When the United States Supreme Court
stated that an arresting officer must inform the person to

be arrested of his constitutional rights, (Miranda v.
Arizona, 1966), that became the law of the land., The
Judicial system serves as a dynamlc, interpretive 1instrument
of change which transformed a two-hundrad-year-old constitu-
tion into the most valuable document governing a hiéhly—
technical, rapidly-changing society. However, this power to
change 1s not taken lightly. For a soclety to remaln stable,
law must have continulty 2nd serve as a basls for predicting
the outcomes of future social interactions. The maxim of not

changing law except when deemed absoluteiy necessary 1s known

as "judicial restraint." In order to preserve equity and to

5A discussion of the differences between common law
and civil law traditlons may be found in most introductory
textbooks on law.
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make the law a viable mechanism by which society can base
future actions, the courts are tradition bound to render
"1ike" judgments in "like" cases. Once a principle of law
has been established 1n resolving the dispute between two
parties, the same principle is to be applled in future cases
whose elements are essentially the same. This is knows as

stare decisis. Stare Decisis is defined in Black's Law

Dictionary as "to abide by, or adhere to, declded cases."

The adherence to previous cases 1s by no means absolute. One
needs only to look at the recent legal history of civil rights
to see how previous case law has been overturned, expénded

in scope or otherwise modified in the course of settling more
recent disputes. However, it 1s Jjudlcial restraint which
requires good cause to be shown 1in order to deviate from a
previous decision.”

The function of an attorney at law is not so ;uch to
inform a client of what the law 1s, but rather to use his
legal training and expertise to advise a client of how the
law will be applied with regard to the client's partilcular
problem. This involves much more than just a pronouncement
of the appropriate statutory laws on the books. The attorney

must search through previous court decisions and find a case

whose content is similar to the dispute at hand. Because of

the principle of stare decisis, the attorney and his client

have good reascn to believe that the law will be interpreted
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in the same manner in the present case 1f the facts are sub-
stantially the same. Thls process 1is known as findling a
precedent.

In a dispute between two litigants, counsel for each
slde will attempt to find precedents which support their
client's position. The attorneys will argue before the bench
that the substantive facts in the dispute are more similar to
the precedents favoring their respective clients. The Judge
must now analyze the previous decisions, extract the general
principle of law, and apply it to resolve the present dispute.
In rare instances, precedents will be overturned and é new
law will be created.

The decision of the court may be appealed to a higher
court. The cuurt systems of all fifty states as well as the
federal courts have a hilerarchial structure. They start with
the lowest trial courts and go all the way up to sup;eme
courts. The United States Supreme Court is the supreme court
of the land. Its decisions and Judgments are bpinding on all
other federal and state courts. The decisions of the supreme
court of each state are binding on all lower courts of that
state.

Thus, the record of all past court disputes--the
events which took place, the nature of the controversy, the
Judgment rendered, and the femedies provided--1s an essential

bedy of law in the United States. This 1s known as case law.
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1.3 CASE LAW RETRIEVAL

In order to accurately advise a client of how the law
willl be applied with regard to a particular problem, the
attorney must be thoroughly familiar with all of the past
cases which are in some way relevant to the problem. Unless
the attorney can confidently state that all relevant cases
have been consldered or that there are no relevant precedents,
the client is susceptible of being misinformed. Action based
on lnaccurate or incomplete legal advice could result in the
loss of large sums of money, personal liberty, happiness,
etc.  Courts have held that attorneys who fail to acduaint
themselves with relevant precedents are breachlng their duty
to their clients.! This serves to point out the need for
completeness In the retrileval of previous case declsions.

A lawyer's search for all of the relevant previous
court decisions 1s seriously hampered by the sheer Humber of .
reported cases. Unlike many other document collections, case
law is cumulative. Engineering documents on tube circults
. become obsolete and are replaced with ﬁew articles on tran-
sistor circuits. Case law, on the other hand, has a virtually

infinite lifetime. New cases may be added, but old ones are

TJoseph J. Beard, "Information Systems Application in
Law," Annual Review of Information Science and Technology,
Vol. 6, ed. Carlos 8 Cuadra (Chicago: Z=ncyclopedia Britannica,

Inc. 1971), p. 372.
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not discarded. As C. H. Tapper remarked, "In how many pro-
fessions can a practical problem of the present be solved by
reference to a document drafted five hundred years ago."8

Of course, not all court decisions are useful in determining
the application of the law. Trial and other Inferlor courts
usually render judgments based on factual disputes involving
sufficiency of evidence and do not decide on polnts of law.
Substantive law arising out of litigated disputes 1is generated
by appellate and éupreme courts.

| The Electronlc Data Retrieval Committee of the American
Bar Association has estimated that there are over two and a
half million reported cases on the appellate level in the
United States since the seventeenth century. This number 1s
growing at the rate of 25,000 new cases a year (nearly seventy
cases a day). A lawyer cannot hope to keep track of all of
the cases and declsions constantly being generated by the
judicial system. Again, out of necessity, some kind of )
indexing system must evolve to act as an information fillter.
By using the indexing system, the attorney should be able to
quickly sort through all of the two and a half million

reported cases and examine only those cases which are relevant

to the problem under consideration in order to find a legal

precedent.

BTapper, op. cit., p. 227.
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1.4 THE WEST SYSTEM

To aild the attorney in the retrieval of case law, a
number of different reporting and indexing systems have
evolved. One of the oldest and certainly the most commonly
used is the West Digesting System. Started by the West
Publishing Company in 1879, the West system is a valiant
attempt by a private concern to collect and classify all of
the case decisions generated by the U, S. and state appellate
courts. For 1ack‘6f a better indexing mechanlism, the West
System has become the standard tool of case law research and
the use of the West system is taught in most law schools.

Since the West system is the standard by which other
case law retrieval systems willl be judged, 1t 1s appropriate
to describe the basic elements of the West system. Decislons
of the appellate courts are published by West and bound
togéther in volumes known as "Reporters." The U. S; is
broken down into seven geographic districts (Pacific, North
Western, South Western, North Eaétern, Atlantic, South
Eastern, and Southern). Each geographic district has its own
set of reporters. For example, the appellate decisions of
Florlda, Alabama, Mississippl, and Louisiana may be found in

the Southern Reporter. In addltion to the text of the case,

the Reporters will also include a brief summary of the deci-
sion and a series of headnotes which highlight particular

points of law discussed in the dicision. The cases published
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in the Reporters appear in approximately chronological order.
Grouping cases by subject or by point of law would prove to
be an impossible task. Any single case might cover a large
variety of subJects and legal 1issues. Since chronological
volumes of case declsions are not especially useful to the
attorney trying to uncover cases on a particular point of

law, West developed the Key Number Digests to index all of

the reported cases. The idea behind the key number system 1is
that each reported case contains a number of legal issues.

By identifying these issues and assigning to each a key
number, an attorney could sort through a digest of legal
1ssues and obtaln a list of all of the cases in which that
particulér principle of law was applied. The points of law

itemized in the Key Number Digests almost serves as an outline

of law. In order to generate the key number system, West
sectioned law into seven main divisions: Persons, Prbperty,
Contracts, Torts, Crimes, Remedies, and Government. The main
divisions are broken down into 34 subdivisions which are in
~turn divided into over 400 digest topiés. Each digest topic
is further sectioned and divided into many hundred fairly
narrow issues each of which 1s assigned a key number. As an
example, references to cases involving the formation of a
holding company may be found under "purchasing and holding
stock in other corporations"” which 1s under "purboses of

incorporation"” which is under "corporaticns” which is under
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"associated and artificial persons" which finally comes under
the main division of "persons." Because of the difficulty
involved in tracing a legal issue through the hierarchial
structure of divisions, subdivisions, toplcs, and subtopics

to reach a key number, West chose to publish the Descriptive

Word Index. This index contains thousands of words, phrases,

facts, etc., 1n alphabetical order to allow the lawyer to go
from a description of the case directly to the key numbers.

For example, under "Basketball" in the Descriptive Word

Index is the subheading "inJjuries to boy participating in
game in defendent's back yard" withhthe reference to key
number 32(4) under Negligence (one of the over 400 digest
topics). ‘

Flgure 2 illustrates the means by which new cases are
entered into the w§st system. Each case decision is analyzed
by a team of legal editors who identify the polints of law
contained in that case. These points are reduced to key

numbers, and the case reference 1s posted in the Key Number

Digest. The actual decision along with a summary, headnote,
and kKey numbers 1s entered into the current reporter volume.
The name of the case itself 1s added to the table of cases

and certain key words may be added to the Descriptive Word

Index.

The West Publishing Company advises the lawyer attempt-

ing to use the West system for the retrieval of case law to

begin by dissecting the [facts of the case at hand into the
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following five groupings:
(1) the party or partles concerned
(2) the subject matter
(3) the cause of action or defense
(4) the object of action

(5) the points of controversy other than cause of
action

These divisions will provide descriptive words which,

through the Descriptive Word Index, can lead to key number

references, or specific subjects by which the Key Number

Digests may be referenced directly. Under each of the key
numbers in the digest, the attorney may obtain citations
referring to those cases 1in which that principle of law was
applied. Armed with these citationsg, the attorney can read
the actual case decision in the appropriate reporter volume.
If the name of a rélevant case is known, the lawyer may
alternatively reference theuTable of Cases to obtain the
toplc and key numbers of propositions of law contained in
that case. The entire process is represented schematically

in Figure 3.

9Case citations refer to the locatlion where the case
opinion may be found. For example, 275 NE 2d 33 (1971),
refers to a case in volume 275 of the second series of the
Northeastern Reporter, page 33, which was decided 1in 1971.
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1.5 CRITIQUE OF THE WEST SYSTEM
Major criticisms of the West system fall into the
following five categories: |
(1) It is difficult and timeconsuming to use
(2) West's indexing system 1s rigid
(3) Cases are indexed only one time

(4) The bulk of the system makes it difficult to
access, and

(5) It is expensive to use

It is apparent even from the above cursory description
that using the West system for the retrieval of case law 1s
a very difficult and timeconsuming procedure. Although
West's 1s the best and most widely used system, it 1s so only
by default for the lack of any other comprehensive case law
retrieval mechanism. Because of the timeconsuming, frus-
trating, and clerical nature of using the West system to
retrieve relevant cases, a éenior lawyer will typically hire
someone to actually perform the legal research for him.
Junior members of law firms are Invariably delegated thils
tedious task. "The hours of time which must be spent 1in
‘consulting indexes, Jotting down references, locating and
reading them, and finally discarding most of them as 'not 1in
point' constitute a great wast of valuable time and highly

skilled brainpower."lo Tracing a legal point through the

1020bert A, Wilson, "Computer Hetrieval of Case Law,"
Southwestern Law Journal, XVI (Seot. 1952}, o. +09.
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winding hierarchial structure of the West system is in itself
a cumbersome chore. Unfortunately, the indexing system only
allows the attorney to search for one legal polnt at a time.
Since most disputes involve a number of legal 1ssues, the
lawyer must repeat the process a number of times to obtain
all of the relevant information.

The rigidities of the West system stem from the fact
thét once a stratified classification/indexing system has
been established,-it is difficult to make additions or changes
without a complete reorganization. This rigidity has resulted
in a number of different kinds of distortions. Because the
1aw of our soclety 1s changing more rapidly than the class-
ification structure, the indexing system 1s most accurate and
reliable in the relatively stagnant areas of law and least
accurate 1in the dynamic, changing areas. Thus, one can more
readily obtain the pertinent case law with regard tg "livery -
stable keepers" (a West digest topic) than laws regarding
more recent issues such as electfonic surveillance. Since
the number of key number classifications remains fixed in
the short run, West's legal editors are often faced with the
dilemma of squeezing a case into a classification where it
really does not belong. Once this happens, the case 1s
virtually "hidden" from the attorney attempting to locate

.cases on a'given point of law. In West's Fifth Decennial

Digest (spanning the years 1937 thru 1S4o) all cases regarding



-33-

Social Security were indexed by key number 732.2 under the
digest topic of "Master and Servant."1l In the Sixth

Decennial Digest (1947 thru 1956), the new digest topic of

"Social Security" was introduced with 751 assigned key
numbers. This process clearly adds to the dilemma/of the
attorney performing legal research across the time frame of
the two digests. Professor Irving Kayton points out even a
more serious flaw resulting from the rigidity of the West

12 New points of law brought out 1in cases for which

system.
there exlsts no classification in the West system may simply
not be indexed at all. As an example, Kayton cltes Section
103 of the Patent Act of 1952. This sectlon describes "non-
obviousness" as a condition for patentability. Since the
passage of this act, several cases have come before the
courts in which this condition of patentablility was discussed
at great length. In Kayton's words, '

Despite all this case law and other significant

legal literature not to mention the fact of the

passage of the statute itself, no legal index

includes the terms "non-obvious" or "obvious"

in or near the hierarchial generic headings of

"patentability" and "invention," or anywhere

else. The single most significant legal issue
in this field of law for the past fourteen years

1l1piga., p. 411

12Irving Kayton, "Retrieving Case Law by Computers:
Fact, Fiection, and Future," George Washington Law Review,
XXXV (October, 1966), p. 1.
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has not succezeded 1n breaking the mold or patt%rn
of the preconceived legal index structures...l

Another major problem with the West system is that
cases are digested and Indexed only once. There 1s nothing
wrong with this as long as the meanling of the cases does not
change with time. But change 1s the very hallmark of our
Judicial system. With the passage of time, previous case
dlcisions are reinterpreted to take on completely different
meanings. Unless the legal editors can achlieve the unattain-
able goal of extracting all of the signifiicant points of law
from a case for all time, some salient issues will be lost
forever. |

The sheer size and bulk of the West system make it
inaccessable and unmanageable., West's Natlional Reporter
System contains well over four thousand large volumes. Only
a few of the largest law firms in the nation can affprd to
maintain a complete West system. Many law firms canhot even -
maintain a complete set of Reporters for thelr own geographic
region. As a result, lawyers must commute to large law
libraries in major cities in order to perform extensive legal
research. This, of course, involves a great deal of wasted
time and money.

lastly, as with most document retrieval systems, the

lawyer 1s faced with the problem of not knowing when to stop

131p14.
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searching. He is never sure that he has seen all of the
relevant data that he ought to have seen. Unlike the general
' researcher who mentally formulates the expected value from
continuing a search, the attorney solves this perpetual
dilemma by billling his time to the client. The quality and
intensity of the case law research thus becomes a function
of how much the client is willing to spend. (Clients are
hardly aware that they are spending "top dollar" for the
lawyer to perform what is essentially clerical gymnastics
with an archaic indexing system.) ‘This of course results in
very compiete and thorough legal research in five-million-
dollar anti-trust suits and a passing examination of the law
in a five-thousand-dollar personal injury claim. Certainly,
one 1s struck by the resulting unfalrness of the fact that
access to a major body of law in this nation 1is hampered by
an economic barrier due to the lack of an adequate document
retrie&al mechanism.,

| Perhaps the remarks made by Robert A, Wilson over a
decade ago best serve to summarize the current state of legal

research.

...the present day legal research plcture consists

of legal problems that are becoming more and more
complex and yet in need of more raplid answers; an
unwieldy accumulation of cases and statutes inherited
from the past; a great yearly outpouring of new
materials which must be added to the present
accumulation; and indexing systems which are no
longer precise enough to give access to pertinent
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precedents with sufficient speed or accuracy. As
a consequence, legal research in important cases
is unnecessarily slow and expensive. It results
in delays in litigation, frustration for clilents,
and an inordinate expenditurs of time and money
on the part of lawyers. Thus, the time has arrived
to look into the capabilities of modern scientific

instruments, such as the electronic computers, to M
see 1f they can assume some of the researchvburden.1

1.6 POSSIBILITIES OF AUTCMATION

Although Wilson made reference to the electronic com-
puter as a "modern sclentific instrument," the past ten
years have witnessed the transformation of computers from
laboratory instruments to everyday business machines affect-
ing all of us. The range of computer activities runé the
gamut from relatively simple operations such as processing
weekly payrolls and reserving seats on airline flights to
very complex functions such as analyzing seismic waves in
0il exploratinon or controlling the missile guldance system
for a lunar landing. The wizardry of the electronié computer .
lies not in the premise that it is "smarter" than a man. On
the contrary, a computer is quite "dumb." It does exactly
what it is told to do, i1t can only do one thing at a time,
~and the set of operations 1t can perform is rather limlted.
The real power of the computer 1is that it is exceedingly
fast. Present digital computers can add two large numbers
in a matter of nano-seconds (10- seconds). To appreciate

this speed. the following observation 1s made: a nano-second

4 .
1 Wilscn, op. c¢it., p. %12,
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is to a second as a second is to thirty years. Thus, the
computer can perform millions of operations in a second.
Computers are most proflitably applied to problems in which
very large amounts of data must be processed as rapldly as
possible. As Wilson and other researchers point out, the
retrieval of case law is just such a problem. Literally
millions of case decisions must be "processed" in order to
extract those few cases which are relevant to a dispute under
consideration.

Before one can proceed to automate any kind of system,
the following issues must be examined:

(1) The establishment of output measures

(2) The formation of an algorithm

(3) Eractical implementation of an algorithm, and

(4) Enonomic analysis of the solution ‘

The establishment of output measures is anotﬁer way -
of saying "what 1s it that we are trying to improve?" There
needs fo be some kind of measurement methodology whiéh allows
- one to determine whether 1n fact the automated system did or
did not solve the problem it was designed to solve. The
formation of an algorithm is Jjust the formularization of the
method by which the computer will perform the job. Just
because the job was performed 1n a certain way manuaily does
not necessarily mean that the computer will have to go through

the same procedure. Because of its "stupidity" and its
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incredible speed, the computer might be programmed to perform
a job in what would be a manually inefficient manner--and
yet it might do the job a thousand times faster and with
greater accuracy than a man. These algorithms must then be
incorporated into a practical hardware design to assure its
technical feasiblility. Lastly, an economic analysis must be
performed on the design of the computerized solutlon to
determine whether the benefits of an automated system exceed
its costs. |

The remalnder of this study focuses on the above four

issues with regard to the automatic retrieval of case law.
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Chapter 2 MEASURES OF PERFORMANCE

2.1 VENN DIAGRAMS

In asking the question of how an automated system can
improve case law retrieval as 1s currently beilng performed
with the West system, the answer which lmmediately comes to
mind is that an automated system should be faster and provide
more relevant cases than a manual system. In comparing the
productivity (as measured by the number of relevant cases
retrieved) of two systems, the firét approach taken was to
make use of Venn diagrams (see Figure 4). The number of
relevant cases retrieved'by each of two different systems is
depicted by a circle. The larger the number of relevant
cases retrieved, the larger the circle. The intersection of
the two circles represents ?hat set of cases found by both
systems. If in comparing a manual and an automated system,
Venn diagram "A" of Figure 4 is produced, one may state that
the automated search 1s clearly superior to the manual search.
It not only retrieved all of the relevant cases found by the
man, but it also retrieved a number of cases which were not
uncovered in the manual search. If Venn diagram "B" 1s pro-
duced, one might argue that an automated system might be
useful in supplementing a mapual search. It found a signifi-

cant number of cases which would have been otherwise missed;

however, 1t was not able to retrieve most of the cases found
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Fig. 4 Venn Diagrams
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by the man. Diagram "C" depicts a situation in which the
automated search did not contribute significantly to the
retrieval of relevant cases. For such a system, one would
have to question its cost-effectiveness given that only a
fraction of the relevant cases found by the man were retrieved
automatlically.

Despite their intuitive appeal and visual simplicilty,
Venn diagrams have several serious drawbacks when used to
quantify productivity of document retrieval systems. First
of all, there 1s no way to represent the "intensity" of the
manual search. A lawyer arguing a routine case in diétrict
court might not conduct the same intensive and exhaustive
search as a lawyer arguing 1in front of the United States
Supreme Court. Secondly, there is no way to determine how
many relevant cases were missed by both the manual and auto-
mated search (i.e., a measure of completeness). Las%ly,
there 1s no indication of how many irrelevant cases were
retrieved in order to obtailn that subset of relevant cases.
_An extreme example of this is the following: suppose in
searching some point of law, an automated system retrileved
all two and a half million reported cases. A Venn diagram
would show that the machine obtained all of the relevant
cases found manuélly and probably some relevant cases missed
by the researcher. Such a system would clearly be worthless

even though it would have a favorable Venn dlagram.
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2.2 RECALL, PRECISION A
In order to overcome some of the difficulties

involved 1in using Venn diagrams, alternative measures of
productivity have been developed.15 . One standard measure is
"pecall." Recall is a measure of completeness. It is
expressed mathematically as the ratio of relevant cases
retrieved to the total number of relevant cases in the col-
lection. However, this measure must be complemented with an
expression for the accuracy of the system. This measure is
called "precision." Precision 1s the ratlo of relevant cases
retrieved to the total number of cases retrieved.

R
RECALL = 100 —C—)

L

C is the number of relevant documents in the collection
R is the number of documents in "C" found by the search
L is the total number of documents retrieved in the search

R
PRECISION = 100 (—-)

‘An ideal system would produce 100% recall and 100%
précision (i.e., all of the relevant cases would be found
with no false drops on irrelevant cases). Researchers in the
field of information systems found that the ideal is seldom
"realized and that typically, there 1is a trade-off between

recall and precision. A convenlent way to represent the two

15For an excellent analysis of productivity measures,
see S. E. Robertson, "The Parametric Description of Retrieval
Tests," Journal of Documentation, XXV (March, 1969), p. 1.
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measures is to plot recall on one axls and preclslon on
another axis on a graph (R-P curves). A typical R-P curve
for a manual search is shown in Figure 5. This curve can be
explained in the following way. Suppose a lawyer wants to
retrieve all cases pertinent to some point of law. He may
remember a few important citations and immediately retrieve
several cases. Since those cases would be directly related
to the point of law, he would have 100% precision. However,
these few cases would represent only a small fraction of the
totalfcases concerning that particular subject; therefore,
the recall is low. In trying to uncover more relevant cases,
the lawyer would begin a general library search using an
index system such as West's. As he uncovers more and more
relevant cases, he has to wade through an 1ncreasing number
of irrelevant cases. Thus, the recall is increased at the
expénse of precision. i

A quantitative comparison of automated retrieval
systems and a manual search can be made by plotting recall/
precision curves. The "best" system would have an R-P curve
which is closest to the ideal of 100% recall and 100% preci-
sion. An examble of two curves is shown in Figure 6. Curve
AB is clearly superior to curve CD. Notice that at any point
on the CD curve such as (R,P), one can more to the AB curve

and obtain either better recall at the same precision (R',P),

better precision at the same recall (R,P'), cr a combination
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of both (R",P"). Figure 7 illustrates a situation in which
neither curve is absolutely superior to the other. If the
researcher desires maximum recall, thén curve AB 1is better
than curve CD. However, if a lower level of recall 1s suf-
ficient, then curve CD would provide that level of recall
with greater precision. Thus, in this situation the "best"
curve becomes a function of the researcher's operating point
with regard to recall and precision.

The last measure of performance 1s speed of the system.
Most certainly, an automated case law retrieval system would
perform légal research many times faster than a man. If an
automated system produced better recall and precision, then
this coupled with the increased speed would be sufflcient
evidence to categorically state that the automated case law
retrieval system 1s superior to manual search. If, however,
the automated system generated elther less recall, léss
precision, or both, one would have to weligh this degradation
agalinst the savings in time to determine which system 1s

better for that particular application.
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Chapter 3 FORMATION OF AN ALGORITHM .

3.1 DOCUMENT VERSUS INFCRMATION RETRIEVAL

What is it that the lawyer is‘seeking through case law
research? The actual case decision 1s not the end. Rather,
the case decision is means by which the lawyer may obtailn
pértinent legal information in order to advise his client.
One might argue that what is needed 1s not an automated docu-
ment retrieval system, but an automated information retrieval
system which would lead the attornéy directly to the relevant
issues under consideration. Layman E,. Allen'puts forth the

following propositions:

IF 1. the written materials used 1n the tax
field are more systematically drafted

THEN 2. human beings will be able to "read"
and "work with" those materials "tetter",
and ; ‘

3. automated devices will be able to "read"
and "work with" those materials "better."10

Allen proposes that a systematic.organization be
adopted in the drafting of all legal documents. By organiz-
~ing legal material into preclse sentence patterns and state-
ment structures, researchers (be they human or "machines")

could rapidly access these materials and quickly extract the

exaét information desired.

1 6 t a0 : 2 ™~
Layman E. Allen, "Beyond Document Retrieval Teward
Tnformation Retrieval," Minnesota Lew Review, ¥LVII (April,

1963), p. T14.
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Allen's comments certainly have a great deal of

merit, especially when applied to statutory law and adminis-
trative codes. However, they fall short of their mark when
viewed in the context of case law. Case declslions are not
just factual statements of the issue and the judgment
rendered. Judicial opinions tend to be literary works of
art filled with analogies and metaphors. As Goldblum points
out, "...some readers of cases are surprised at the volume
of folk wlsdom, general philosophy, elaborate rationaliza-
tions, and out-and-out hot air with which many opinions seem
to be filled..."l” Literary exposition on the parts of
court judges is not without its reasons. A Jjudge presiding
over a dispute before the bench is fully aware that the ruling
he will render will be used by other courts in future litiga-
tions of a similar nature. Because he cannot possibly be
aware of all of the future consequences of issuing gome point _
of law, many Jjudges will render a decision to specifically
settle the dispute at hand and cioud the general principle
in a factual description of the case. Thus, the actual
general principle of law applied in the case 1s left
"rlexible." Typically, the principle of law does not become
completely evident until judges in future cases reflect on

previous cases and make judgments as to what facts were

17Edward J. Goldblum, "Application of Computers to
Retrieval of Case Law," (Unpublished Master's thesls, Sloan
School of Management, M.I.T.., 1957), p. 1l.
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sufficient and necessary for that particular decision. Herein
lies the distinction between holding and dictum. The holding
of a case 1s the factual situatlion which prompted the rendered
judgment. Dictum is all other facts and information which,
although pertinent to that particular case, were not actually
necessary in order for the court to reach a decision.

Systematically organizing the structure of case

opinions as Allen suggests 1s contrary to the operation of
the Jjudicilary. It would place a heavy burden on Judges who
would have to structure general principles of law without the
buffering effect of future reinterpretation of holding and
dictum. Thus, 1t would be infeasible to design an automated
case law information retrieval system. The best that one can
hope for 1s an automated document retrieval system which will
present to the attorney the actual relevant case declslons
in the words of the Jjudge. From there, it is up tojthe -
attorney to use his own skill, trailnlng, and legal expertlse
to extract the general proposition ofvlaw and predict how 1t

- will apply to his client's problem

3.2 ANALYSIS OF PREVIOUS SYSTEMSl8

Efforts to use computers to retrieve case law date

back over fifteen years. Some attempts were nothling more

18General material for this section was gathered from
a large number of survey articles listed in the biblilography,
and as such will not be footnoted except to reference
specific Information. :
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than small experiments which have long since been abandoned,
while other attempts have ylelded operational systems which
are in use today. By analyzing the algorithms, lmplementa-
tion, and results of these previous and current efforts, it
is hoped to determine whether these systems, in fact, satisfy
the lawyers' requirements of increased speed, recall and
precision in the retrieval of case law. If not, the analysis
will provide guidance for the design of an alternative docu-

ment retrieval system.

3.2.1 Manual Index, Automation Retrieval

The earliest documented experiment of applying computers
to case law retrieval was undertaken by the late Professor
Robert T. Morgan of Oklahoma State University in 1957. The
technique employeq, which has become known as the "Point-of-
Law" approach; has been described by many as nothlng more
than an automation of fﬁe West system. ILegal researchers
analyze each case and extract the pertinent legal issues con-
tained therein. Each legal concept is assigned a unique
" numeric code, much in the same way West uses key numbers.

The citations, titles, headnotes, numerilc cbdes, and other
relevant data for each case analyzed is stored into the compu-
ter data bank. Once a sizeable collectlon of cases has been
digésted, an alphabetic listing of all of the legal concepts
with their corresponding numeric codes 1is generated and pub-

lished. This listing has been likened to a telephone directory
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of points of law. A lawyer or researcher can thumb through
this listing and obtain a set of numeric codes pertinent to
his problem. Once these codes are entered into the system,
the computer can scan its data base to identify and output
those cases which are indexed under the requested numeric
codes.

With its first public showing in December of 1960, the
"Point-of -Law" system demonstrated without a doubt that
computers can be used to relieve some of the burden of per-
forming case law research. Subsequent critics of Morgan's
system often fall to appreclate the fact that this effort
marked the first time that state of the art technology was
applied'to legal fesearch——an effort which created widespread
public attention and which sparked the imaglnations of numer-
out scientists, eﬁgineers, and attornevs. i

Although "Point-of-Law" research at Oklahoma.State
University was cut short by the gntimely death of Professor
Morgan in 1962, the technique was adopted and used in two
other systems. The Federal Trade Commission's "Concepts of
Decision” system and a private commercial system called "Law
Research Services, Inc." both rely on the "Point-of-Law"
algorithm.

In the FTC system, declisions of the commission 1itself,
circuit courts, and the U.S. Supreme Court are digested and

the principal "concepts of decisiens' are extracted. As with
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the Morgan system, each concept 1s assigned a unique numeric
code. Researchers specify the code numbers of interest and
the computer will search its data base and print out the
relevant citations. No published results of the system's
performance are available.

Law Research Services, Inc. was founded in 1964 by
Ellias C. Hoppenfeld. Officially, the operation of Law
research Services, Inc. is a "trade secret." However, most
observers believe that the LRS system 1s based on the "Point-
of-Law" technique. The promotional literature of IRS, Inc.
claims that over one million case abstracts are stored in the
system's data base. An attorney may perform case research on
the LIRS system in one of two ways. First, LRS provides a set
of legal glossaries or "thesauri." Each of the nine thesauri
covers one of the following flelds of law: Corporations;
Contracts and Business Law; Criminal Law; Domestic R;Iations;
Estates and Wills; Evidence and Procedure; Negligence; Public
Laﬁ and State Taxation; and Real and Personal Property.
Beside each term or descriptor 1n the thesauri is a ten-digit
identification number. An attorney will use the thesauri to
locate terms which describe the legal problem he 1s research-
ing. After the corresponding term numbers are entered into
the system via a Western Union Telex terminal, a computer
(Univac III) will search its data base and print out up to ten

relevant case citatlons, along with an indication of whether
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additional relevant citations are contained in the data base.
(These additional citations may be obtained for an additional
fee.) Citations are presented in reverse chronological order
beginning with the decisions of the highest courts. Robins
points out that the attorney ¥, ..would get a very old

Supreme Court case before yesterday's court of appeals
case."19 Full text printout of the case decisions may be
ordered through the remote terminal, but are not remotely
outputted. This has led observers to believe that the text
itself is not stored in the computer. Apparently, requested
decisions are typed by the LRS staff from West's Reporters
and mailed to the attorney.

As an alternative to using the computer-generated
thesauri, LRS offers a "Special Evaluasion Query" form. An
attorney may f11l out one of these forms by specifylng the
exact legal research question and itemizing the facéual con- -
tent of the problem. Once this "Special Evaluation Query"
is submitted to LRS, a trained sﬁaff member presumably
analyzes the questionnaire and translates 1ts contents into
the machine readable numeric codes in order to obtain the
computer-generated citations. The cost of a "Special Evalua-

tion Query" 1s, of course, greater than a search based on

descriptor.codes supplied by the attorney.

19y. Ronald Robins, "Automated lLegal Informatlon
Retrieval,'" Houston Law Review, V {(iarch, 190c), v. 091,
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Because it 1s a private, profit-seeking concern, it

is difficult to obtain good, scientific data with regard to
measures of productivity of the LIRS system. The only infor-
mation that is available are the highly optimistic claims put
forth in IRS' promotional literature. These claims are
severely cast into doubt inasmuch as there has been a legal
suit filed against LIRS arising from the "lack of correlation
between legal questions submitted and the case citations

produoed."20

Even without hard evidence as to speed, recall, and
precision, certain general evaluation statements can be made
about the three "Point-of-Law" systems described above.
Although the "Point-of-Law" technique is}very similar to the
West system, these early attempts at computerizing case law
retrieval appear to have a number of significant operational
advantages. Besldes being much faster than manual search,
"Point-of -Law" systems enable the attorney to search for
seﬁeral different legal concepts at the same time. Also,
the user may specify the type of output to be generated by
the computer. He may, for example, request that only the
title and citation be printed, or title, citation, and head-
notes. The speed and convenience of these systems make them
“better" in many respects than manual search., However, these

systems.did not go far enough in restructuring the methodology

20Beard, op. cit., p. 377.
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of case law search and retrieval. The basic "Point-of-Law"
depends on the human extraction of legal issues from case
opinions and the classification of these legal issues into
some fairly rigid, hierarchial indexing system. This is
exactly what West does with its key number system. As such,
all of the criticisms of West with regard to human digesting
errors, rigidities of index classification, etc. are equally
applicable to the "Point-of-Law" systems. As with West,
cases in "Point-of-Law" systems digested only once (even
though their meaning might change with time) and legal issues

are pigeonholed into some limited set of numeric descriptors.

3.2.2 KWIC Systems

"Point-of -Law" systems have served to "break the ice",
so to speak, in applylng computer technology to legal
research, but havé not solved the single-most important draw-
back of the West system which is rigid hierarchial indexing
based on legal issues. In order to overcome the problems of
indexing énd human extraction of legal concepts, a large
number of "key-word-systems" have been developed. The tech-
nical approach of most key word systems c¢an be described as
follows: the entire text of all of the documents in a col-
lection is stored in a computer data bank. A "vocabulary"
file 1s then internally c¢reated specifylng all of the

different words used in the document collection and
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referencing for each word all of the documents which contain
that word. The user:structures hls request by entering a
number of key words which describe hié legal problem. The
system returns by outputting citations to those documents
which contaln the desired key words.

John F. Horty, the then Director of University of
Pittsburgh's Health Law Center, pioneered the use of key
word systems in the retrieval of law in 1959. His KWIC--
Key Words In Combination--system has served as the basis for
dozens of subsequent law retrieval systems and references to
Horty and‘KWIC are found in literally all publications con-
cerned with computerized law research.

Horty's early experimeﬂts were centered around compu-
ter retrieval of Pennsylvanla statutory law in the fileld of
health. Later efforts expanded the system to include all of
the Pennsylvania statutes and some case law. Statutgry law
in a relatively narrow area was initially chosen for two
reésons. First of all, the vocabulary used in statutory law
1s rather precise and to the polnt. One doesn't find the
literary metaphors and analogies contained in case opinions.
It was thought that if the Key-Words-In-Combination approach
were to work at all, it wodld work on a data base which con-
tained fairly exacting language. Secondly, each statutory

section (which was considered to be a separate document) was
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relatively short (typically less than 500 words). One of
the major problems with storing full text is that it re-
quires a great deal of computer memory. By confining the
data base to statutory law, a large number of "documents"
may be stored without an enormous data bank. _

The operation of Horty's system begins with the input
of documents. Keypunch operators transcribe the text of the
statutory laws to be used in the data base onto punched

cards. These cards are entered into an IBM 7070 computer

which transfers the contents of the cards onto magnetic tapes

positioned on the ten computer tape drives in the system.

Once all of the text has been entered, the system can begin

to construct a vocabulary file. The vocabulary flle consists

of a 1ist of each of the different words used in the data
base text with code numbers which indicate where in the col-

lection of documents these»terms are found. The 112 most

commonly used words (such as "a," "the," "of," "but," "this,"

"and," etc.) which account for roughly 40% of normal text
but contain very little informational value are not included
in this file. (The Pennsylvania stétutes contained approxi-
mately 15,000 different words). The four-part "word
locator" number contains the document number of the document
in which the word appears, the sentence number, word

position in the sentence, and type of sentence. DBeslde each
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word in the vocabulary file is a "Word locator" number for
each time that word is used in the collectlion of documents.
A researcher wishing to use Horty's KWIC system begins by
itemizing key words which describe his problem. These key
words may be combined (hence the name, Key-Words-In-
Combination) through use of the logical (Boolean) operators

"

of "and" and "or. An "and" requires that all terms con-

trolled by the operator be present in the document in order
for that document to be retrieved while an "or" operator
requires that any of the terms be. present. As an example, a
request for documents on the subject of chilld beating might
be structured in the following way:
[(FATHER) or (MOTHER) g_r_ (PARENT)] AND  [(BEAT) or
(1Ngurz)] AND [(CHILD) or (SON) or (DAUGHTER)]

The computer will now search through the vocabulary file and
identify those documents which contain the desired combination
of key words.

" Early experimentation showed that the KWIC system had
- a great deal of promise, but it also dncovered some operational
problems as well. Perhaps the most serious problem involved
the specification of the key word search terms. Unless the
exact words in theilr exact form were contained in both the
request and in the text, the document would not be retrieved.

In the simple child beating example cited above; the concept

of ¢child beating can be expressed in elghteen different ways
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using various key word combinations. Yet there are hundreds
of other ways to specify the same concept. Child could be
substituted with offspring, or Juvenile, of foundling, or
baby. The same 1s true of parents and beat. Furthermore,
all of the grammatical variations must be taken into account
such as children, bables, and parents. Another major problem
was the retrieval of documents which, although contalning

all of the desired key words, were not relevant to the user's
request. The example request cited above could result in
the retrieval of a document describing parents and children
being injured in automobile accldents.

To overcome some of these problems, a number of pro-
cedural and operational changes were made to the KWIC
system. To ald the user in specifylng his key words, a
thesaurus containing all of the different words in the docu-
ment collection was generated. The thesaurus allowé the
reseabcher to frame his request with key words actually used
in.the data base. To minimize the retrieval of 1rrelevant
documents, a two-fold approach was taken. First of all, the
user was given the ability to specify the "nearness" of the
key words within the documents. For example, the user could
request that two key words appear in the same sentence, or
within so many words, or one following the other. Although
this would certainly reduce the number of irrelevant

documents, a too restrictive key word structure would result
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in the missing of relevant doéuments (hence a tradeoff
between recall and precision). The second approach involved
the generatlon of a Key-Word-in-Context output. Key-Word-
in-Context (which is also known as KWIC and is often confused
with Key-Words-in-Combination) is a line of text (usually

70 characters) in which the key word 1s embedded. An example
of such an output is illustrated in Figure 8.21 This kind

of KWIC output does not actually prevent false drops, but
rather allows the'dser to quickly determine in many cases
whether the document is irrelevant.

The success of the Key-Words-in-Combination at the
University of Plttsburgh has prompted its commercial exploi-
tation by the Aspen Systems Corporation of which John F. Horty
is the president. Aspen provlides KWIC-type searches of the
full text of the statutes of all fifty states. According to
Horty, the principal users of the Aspen system are iégislative_
bodies and government agencies.2?

How effective 1s KWIC? The following is typical of
published experimental results:

The results of a comparison of a [Health Law]

Center search with a manual search on six dif-
ferent legal research problems by University

2lyi111iam B. Kehl, John F. Horty, Charles R. T. Bacon,
and Dennis S. Mitchell, "An Information Retrieval Language
for Legal Studies,"”" Communications of the Association for
Computing Machinery, IV (Sept. 1901), p. 300,

2213ear'd, op. ¢it., p. 379.
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XFYWORD

HOSPITAL CONSTRUCTINN FUND SHALL AFAR A
HOSPITAL CONSTRUCTION TUNDS
MOSPITAL IN VINLATION OF THIS LAWe OR
HASPITAL TO RESIRAIN NR PREVENT THE FST
HOSPITAL By OFDER OF THE DFEPARTMENT IF
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HOSPITAL AND C(LINICAL FACILITIFS AS ARE
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8 Key-Word-In-Context Output

DOCe NOe TITLE
00013 PAes STAT, ANNs T1T, 35 SECe 441427
000132 PAe STATe ANNe TIT. 35 SECe 441427
00015 PAe STATe ANNe TITe 35 SECs 441431
00015 PAs STAT. ANNe TIT, 35 SECs 461431
00102 PAe STAT. ANNe TITe 50 SEC. 1267
00102 PAe STATe ANNe TITe 50 SECe 1267
00127 PAe STAT. ANNe TITe 50 SECe 2104
00671 PAs STAT. ANN. TIT, B3 SEC. 3812
00671 PA. STATe ANNe TITe 53 SECe 3812
0070? PAs STAT, ANNe T1Te 53 SECe 16551
01020 PAes STAT. ANNe TITs 53 SEC. 46260
01052 PAs STATe ANNe TITe 53 SECe 56%47
01088  PAs STA NNo TITe 71 SECe 543
01088 PAe STA NNe TIT. 71 SECe 543
01712 PAe STAT. ANNe TITae 71 SECe 60543
01712 PAe STATe ANNe TITs 71 SECe 60543
02112 PAs STAT. ANNe TITe 71 SECe 1519451
02112 PAes STAT. ANNs TITe 71 SECe 1519.51
02112 PAe STATe ANNe TITe 71 SECe 1519,51
02112 PA. STATe ANNe TITe 71 SECe 1519.51
03200 PAe STAT. ANNe TITe T2 SECe 4702A
03200 PAe STAT, ANNe TITe 72 SECe 4702A
03200 PAe STATe ANNe TITe 72 SECe &T02A
03262 PAs STAT. ANNe TITe 77 SEC. 321
00705 _ PAe STATs ANNe TIT, 53 SEC. 23123
02112  PAe STAT, ANNs TITs 71 SECe 131951
02112 PA. §TAT. ANNe TITe 71 SECe 1519.51

_I 9..
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of Pennsylvania Law faculty members were prom-
ising. The computer did turn up 4% times as many
irrelevant statutes as the professors had, and
about the same number of medium-relevant statutes,
and missed two clearly relevant and two medium-
relevant statutes found by the professors. But,
it found 23 times as many clearly relevant
statutes as the professors had.<>

In the framework of productivity measures, the above
resultséindicate greater recall but less precision. Unfor-
tunately, none of the systems examined by this author have
been extensively tested with regard to recall-precision
measures. At best, some experiments have produced enough
data to approximate one point on én R-P curve. It is believed
that ‘that cost is the main obstacle in obtaining accurate
statistics. In order to adequately test a system via R-P
curves, a large data base must first be established such that
the test will be statistically significant. Secondly, many
manual searches bf different people at different levels of
exhaustivity musp be cohdudfed to generate sets of curves,
Similarly, many éutomated searches are needed to generate
sets of curves. Lastly, a qualified panel of appraisers must
" wade through all of the material retrieved by both manual and
automated searches 1n‘order to judge the materlal's relevancy
with respect to the search request. Clearly, this would be

very expensive and time consuming.

238. Mermin, "Computers, Law, and Justice: An
Introductory Lecture," Wisconsin Law Review, (Winter, 1967),

p. 64,
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Getting back to evaluating Horty's KWIC system, the
limited success of the University of Pittsburgh experiments
is partially attributable to the choice of statutory law as
a data base. Key word systems lend themselves to applica-
tions such as statutory law in which the vocabulary tends to
be exacting, precise, and to the point. For the sake of con-
sistency, the same language 1s often used to characterlze a
particular subject or action throughout a complete set of
statutes. As Eldridge and Dennis point out, "An adequate
selection of search terms will not be so easy 1n case law
which is not always ‘'carefully framed in words chosen for

n24

clarity rather than literary quality! Aside from selecting

search terms, the user must also enter all of the possible
synonyms and grammatical variants to satisfy the "exact match".
requirements of KWIC. The test results indicate that KWIC
produces a large amount of irrelevant data. This méy be
reducéd by specifylng additional key words, or by restricting
the relative nearness or position of the words, but this will
also result in the reduction of the number of relevant docu-
ments retrieved. There is no good wéy to "throttle" the out-
put of the KWIC system based on some measure of relévancy.

On the positive side, KWIC was the first system to demonstrate

241111am B. Eldridge and Sally F. Dennis, "The
Computer as a Tool for legal Research," Law and Contemporary

Problems, XXVIII (1963), p. 89.
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improved recall over manual search, which was - not dependent
on an indexing system. Since the full text of documents was
stored, the researcher in structuring his search was in no
way bound by the limitations of a rigid, hierarchial index.
This in itself 1s a notable advancement in document retrieval.

Overall, one 1is left with mixed feelings with regard
to KWIC. Although it does represent a significant advance-
ment over manual systems such as West's, its dependence on
matching exact words with all of 1ts associated problems
leaves one to suspect that there "ought to be a better way."
Befoge discussing other algorithms, it 1s important to point
out that the advantages of the KWIC technique have led to
1ts widespread use in a‘number of different systems. The two
ma jor KWIC systems beside the Aspen system already mentioned,
are LITE and OBAR, and will be described briefly. The
general criticisms of KWIC apply to both of these iﬁplementa—‘
tions.

-LITE is an acronym for "lLegal Information Through
' Electronics.” In 1961, the Office of the Staff Judge
Advocate of the Air Force Center initlated an investigation
as to the applicablility of computers in the retrieval of
legal information. After examining the results of the KWIC
system at the University of Pittsburgh, the Air Force let out
a contract to IBM to develop a similar system fof the Air

Force. The results of the efflort was a XWIC-type system
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called LITE. The LITE's system data base contains the full
text of the following documents:
(1) A1l titles of the U.S. code

(2) A1l published decisions of the Comptroller
General of the U.S.

(3) A1l unpublished decisions of the Comptroller
: General of the U.S.

(4) The Armed Services Procurement Regulations, and

(5) The Defense Contract Audit Agency Manual as
well as other regulatory material.

All in all, there 1is in excess of forty million words of
text in the data base. |

Richard Davis, director of thé LITE project has
reported experimental results as follows:

During the test period (six months), 215 separate
search questions, processed by the LITE System

and researched manually, were evaluated by the test
User ectivities.

...The overall analysis revealed: ¥

1. In 16 of these 215 searches (7.5% of the total),
the computer was less efficient than human research.
LITE retrieved less relevant citations than were
“discovered by manual research.

2. In 95 of these 215 searches (44.1% of the total),
the computer equaled human effort. LITE retrieved
the same number of relevant citations as were
discovered by manual research.

3. In 104 of these 215 searches (48.4% of the
total), the computer (LITE) was more efficient and
retrieved more relgvant citations than were dis-
covered manually.2

25Richard P. Davis, "The LITE System," JAG Law Review,
XVIII (November-December, 1960), p. 9.
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Thus in 48.4% of the searches, LITE producéd greater
recall as compared with manual search. In a different exper-
iment, the LITE system was tasked to retrieve information
for the Bureau of the Budget on a question which had already
been manually researched. Of the total 137 relevant statu-
tory provisions found by either the manual or gutomated
search, LITE retrieved 128 citations as compared to 85 found
manually.26 In neither of the two experiments were there
published statistics with regard to the number of irrelevant
doouments retrieved by the LITE system.

Perhaps the most successful application of computers
to the retrieval of case law to date 1s the OBAR system. In
1967, the Ohio Bar Association, the Ohio Legal Center
Institute, and other concerned organizations incorporated
Ohiq Bar Automated Research (OBAR), whose purpose wag to
develop a practical automated legal research system.. OBAR
awarded a contract to the Data Corporation (which is now a
part of Mead Data Central, Inc.) to implement and test a KWIC
system. The initial experiments used a test data base of
rifty of the most recent volumes of Ohlo Supreme Court
Reports. The OBAR system was tasked to retrieve relevant
cases on a test question regarding state sales tax and give-
away promotions by oil companies (an actual question in a |

then-pending Ohio dispute). A manual search found five

261p14.




-67-

cases while the OBAR system ylelded ten cases of thch one
was irrelevént.

OBAR's data base now contains the full text ol the
Ohio Constitution and the éode of statutes as well as the
full text of decisions of the Supreme Court and Court of
Appeals of Ohio. OBAR's commercial success is partially
based on its use of relativeiy advanced computer equipment.
The OBAR system 1s time shared--that is to say, many users
may access the central computing system at the same time.'
Remote access into the system 1s achieved through TV-like
video display and keyboard terminals. These remote terminals
allow the attorney to lnteract with the system in real time.
If too many or too few citations appear as the result of a
search, the attorney can immediately rnodify his search request
to correct the situation. Attorney/system interaction
greatly enhances the flexibility of systems operatiéns. -
Optional peripheral equipment for making paper copies of the
information on the video screen is also available. A lawyer
may be trained to use the OBAR system in a matter of one to

two days.

Over twenty Ohio law firms have iﬁstalled OBAR termi-
nals in their offices. The Mead Corporation anticipates that
as many as 300 Ohio law firms will subscribe to the system.
Other than limited experiments, such as the one cited above,

very little data is available on the orodustivity of OBAR,
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The fact that OBAR is operationally used in a number of
practicing law firms is a notable tribute to its success.
However, there has been some reported dissatisfaction with
OBAR and at least one subscriber has-cancelled service.27

Since Horty's early work at the University of
Pittsburgh, two experimental systems have been developed
which, although they rely on a KWIC approach, attempt to
circumvent the exact match requirements. The first such
system was developed under the direction of Robert A. Wilson
at the Southwestern lLegal Foundation. The project was dubbed
OGRE which stood for 01l and Gas Reports - Electronic. Like
the Horty system, OGRE stored the full text of documents.
The initlal data base contained 250 federal decisions per-
taining to tax problems in the oil industry. The principal
refinement of the OGRE system was that the vocabulary file
was edited by human intervention to only include theﬁroots .
of all the words. Each root was then assigned a numeric
code. Thus, "injure," “"injured," "injuries," and "injuring"
would be classified as the same word. Thils innovation per—A
mits the user to specify key word requests without including
'all of the possible grammatical variations. Work on the OGRE

system was discontinued in 1963 because of a lack of funds.

2Ty, G. Harrington, "Computers and Legal Research,"
American Bar Association Journal, LVI (December, 1970),

p. 1147,
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The second such system represents pqrhaps the most
complicated variation on KWIC. This system 1s knows as the
"Semantic Coded Abstract" approach and was developed at the
Western Reserve Unilversity Center for Documentation and
Communication. Unlike most KWIC systems, the Semantic Coded
Abstract system only stores the abstract of the document.
The unique aspect of the system is that the abstract is not
stored in natural English text. Rather, it 1s transformed
into a sclentifically coded symbolic language with rigid
rules in which each term has a rather specific meaning. The
basis of bhis symbolic language 1s similar to the generatlon
of English words from Greek and Latin roots. Starting with
the roots "meter," "graph," and "stat," one may add rather
standard prefixes to obtain a variety of other words: ther-
mometer, hydrometer, photometer, photograph, phonograph,
photostat, thermostat, hydrostat, etc. 1In a similaf manner,
rigid semantic rules transform the word "blueprint" into the
syﬁbolic code CVNS DACM RUGL 3002, while the word "specifi-
cations" (which 1is close in meaning but not identical to
blueprint) is encoded as CVNS DACM RUGL 3001.

A user specifies his request as number of key words
in natural English. An analyst then takes these words and
éncodes them into the semantic code. The coded key words are
compared to the coded vocabulary file of the data base.

Documents which contain the desirsed cunuinacion of coded Key



-70-
words are presented to the user. The main advantage of the
Semantic Coded Abstract approach i1s that the user does not
need to list all of the synbnyms in his key word request.
All synonyms will presumably be characterized by the same
semantlic code. The obvious disadvantage to the system 1is
the large amount of skilled human interaction which is nec-
essafy to encode both the data base document collection and
the user-search requests. Limited experiments of the
Semantic Coded Abstract system on the sales portion of the
Uniform Commercial Code yielded inconclusive results.28
The expense of semantic encoding has prevented the system

from advancing beyond the experimental stage.

3.2.3 Probabilistic Search Systems

The most 1nnovative and promisiag use of computers in
document retrieva1~has been the applicetion of probabllistic
statistics in the structurihg of search term requests. This
algorithm, which is known as the "Association Factor Tech-
nique," was pioneered by Dr. H. Edmund Stiles of the
Department of Defense in 1958.29 The Association Factor

28"Proceedings of the Special Committee on Electroniec
Data Retrieval," Modern Uses of Loglc in Law, March, 1962,

p. 50.

29H. Edmund Stiles, "The Association Factor in
Information Retrieval,"” Journal of the Association for
Computing Machinery, VIII (1901), p. 271.

-
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Technique will now be briefly described (a detailed explana-
tion and analysis of the technique appears in the next
chapter). The full text of all of the documents in a col-
lectlon is analyzed to create a vocabulary file which con-
tains all of the different wprds in the text and the "degree
of assoclation"” between each term and all other terms. That
1s to say, for any pair of terms in the document collection,
the file would contain the degree of associativity of these
terms with each other. This associativity is a measure of
the relationship between two words based not on the meanings
of the words or the semantic structure of the words, but
rather on the number of times the two words co-occurred in
the same document. If two words were completely independent,
there 1s an expected number of times tiiat the two words would
co-ogccur in any particular éocument based on the relative
frequencies of the words in the English language. However,
if those two words co-occur more than the expected number of
times within some set of documents, this would be piece of
probabilistic evidence that the two words are somehow related
to eéch other. This relationship can be mathematically quan-
tified a number of different ways based on the comparison of
expected and actual co-occurrences. Thus, one may compute

an "assoclation factor" between two words. Words which are
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highly "related" within the collection of documenﬂs will
have a greaﬁer association factor than those words which are
unrelated. An example of associated terms 1s given by
Stiles.3® 1In identifying words associated with "friction"
within a limited set of documents, the following terms had
the greatest associativity: wear, thin, lubrication, and
belt. Clearly, none of these terms are synonyms for friction,
nor are they in any way semantically related to friction.
However, within the context of those documents dealing with
friction, these words occurred more often than expected.
Thus, they are assoclated with friction.

This piece of information may be used in the followlng
way: Suppose a researcher were interested in retrileving
documents about friction in some kind of machinery. Using a
KWIC system, he woﬁld specify the kind of machinery and the
word friction. KWIC, however, would not retrieve an article -
on how a particular lubricant would prevent excessive wear 1n
the machinery unless the word frictlion were explicitly
stated. Such an article might be totally relevant to the
researcher's interests, but because all of the possible terms
weré not expressed in the KWIC request, the document would

not be retrieved. The most powerful aspect of the Association

Factor Technique is the ability of the system to "expand" the

307p14., 0. 273.
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researcher's original request terms to include words which,
although not synonyms, are somhow related to the search
terms. In this manner, the words wear, thin, lubricant, and
others would be added to the original search terms and rele-
vant documents which did not explicitly use the word friction
would be retrieved. The expansion of request terms may be
performed more than once. A secondary expansion would pro-
duce all of the terms associated with wear, thin, lubrilcant,
and belt.

The data base of Stiles' and subsequent Assoclation
Factor systems did not contain the full text of the docu-
ments, but rather, manually extracted key words which describe
each document. Silnce user requests are expanded to include
a variety of related terms, not much is lost by not storing
the full text. Tﬁe use of a limited number of key Words to
describe each document has the advantage that the aﬁount of -
storage necessary to maintaln a data base of a large number
of doduments is much less, and the time necessary to perform
a full data base search 1is greatly reduced.

The operation of the systém is described as follows:
The user structures his requests in the same manner as the
KWIC system - he specifles a number of key words and may
impose the logical relationships of "and" or "or" between the
words. The system now takes the request terms and creates an

expanded list of words which includes the original key words
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and all words whose association factor with\the key words is
greater than some threshold. This list may be expanded a
second time to obtain even greater depth. "No word in this
1ist could be substituted for the request because each has
its own variety of meanings and uses, yet 1t would be hard

to use a group of them without touching on the subject of

the request."3l Each word in this 1list is given a weight
equal to the normalized association factor between that word
and all others in the 1list. Taking into account the speci-
fied logical relationships, this expanded list 1s compared to
the file of words which index the document collectlon.
"whenever the terms match, the weight of the requested term
is assigned to the corresponding document index term. The
sum of these weights for each document 1s called the document

relevance numhgg.‘ This number should indicate the degree of

fit between the request and the contents of the document:'32
Herein lies the other great advantage of the association
factor'technique. Documents may be ranked according to their
- probabilistic relevance to the researcher's request. Such a
system holds the promise that documents might be examined in

an optimal fashion; 1.e., the most relevant document will be

3l1pid., p. 277.
321p14,
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examined first. This would clearly enable thé résearcher to
make efficient decisions with regard to search intensity and
search termination.

Although Stiles did not publish system results on
recall and precision, the table illustrated in Figure 9
testifies to the system's ability to rank retrieved documents
in order of relevancy.33 In the table, "Document Relevance
Number" is the computer-assigned rank while the "Degree of
Association" is a human judgment as to the relevance of the
document with respect to an experimental search for documents
related to thin films. A subsequent government contract to
investigate associative techniques was awarded to Arthur D.
Little, Inc.3u As part of this study, a number of experi-
ments were conducped which involved automated search. The
data base was the entire collection of NASA documents (nearly
100,000) which containeé 18,000 different words. In compariné
a manual and an éutomated search for documents on "rendezvous
and docklng," the automated system found all but 36 of the
179 unclassified documents found by an analyst, and in
addition, found 61 relévant documents which were not retrieved

manually.35 In assessing the success of the system, the

331vid., p. 276-277.

» 3L‘Re orted in "Application of Stafistical Assoclation
Techniques for NASA Document Collection,” NASA Contractor
Report CR-1020, prepared by Paul E. Jonés, ROBEYT M. curtice,

Vincent &. Giuliano, and Murry E. Gherry (Cambridge: Arthur
D. Little, Inc., 1933). _

351pid., p. 39.




Document
Relevance
Number

24,32
2l 22
24,22
24.22
22.47
19.87
15.59
15,30
14,83
12.54
11.81
11.20
10.72
10.14
10.08
10.05
9.83

N
(o)

] .« e

O O EWWwwwlowm
VW ANV OO0 xM™MO

= 5' ﬁmmmmm@mwmmmw
\0 - . Y

] ]

1 ]

o
[}
[}

Degree of Document
Assoclation Relevance
Number

YES 7.85
YES T7.27
YES 7.16
YES 7.13
YES 6.93
YES 6.94
P 6.94
YES 6.94
NO 6.91
M 6.40
M 6.40
M 6.36
P 6.03
M 6.01
YES 5.82
YES 5.33
M 5.23
M 5.23
M 4,65
NO 4,41
P 4.41
P 4,41
P 4,26
P 2.70
P 2.70
P
M
P
M

Document does contain relevant information.
May be useful background information.
Possibly contains useful background information.

Does not contain relevant information.

Fig.

-76-

Degree of
Association

NO
NO
P
M
M
P
NO
NO
NO

9 Relevancy Ranking




-77~

Arthur D. Little study reports "Our observations during
trials of the system's operation have reinforced our view
that the use of term association holds great promise for
improving the cost/effectiveness of retrieval searching."36
The first application of the associative technique to
the retrieval of law was performed in the early 1960's at
George Washington University Graduate School of Public Law
under the direction of John €. Lyons and in conjunctlion with
the Datarol Corporation.37 Using IBM 1401 and 7090 computers,
associated searches were conducted on a data base of 350 anti-
trust documents. Although this limited set of experiments
could not produce statistically defensible results, Lyons has
stated that the association factor is the "best technique

n38 The departure of

known to date for document retrieval.
Mr. Lyons and a sﬁortage of funds terminated further associa-
tion work at George Washingfon Universﬁty. Mr. Lyons has
subsequently founded Autocomp, Inc., which primarily performs
codification and computerized photo-composition of legal

- documents. He hopes to begin further experimentation with

361b1d., p. 6.

37 5onn C. Lyons, "New Frontiers of the Legal Technique,'
Modern Uses of Logic in Law, December, 1962, p. 256.

t

38Personal interview with Mr. Lyons, November 20,
1972.
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the association factor tecﬁnique at Autocomp sometime during
this next year.

The only other reported experimentation of applying
the association factor technique to the retrieval of legal
documents was a research project sponsored by the American
Bar Foundation. In 1961, the ABF initiated a joint research
project with IBM called "Legal Research Methods and
Materials." The objective of this project was to investigate
the use of computers as applied to legal problems of search-
ing and 1lndexing. The assoclation factor was used as the
basis of a search system with data base of nearly three

thousand cases taken directly from West's Northeastern

Reporter. Extensive disagreement amcng a qualified panel

of evaluators as to the relevabce of retrieved cases pre-
vented accurate quantitative assessment of the system's per- )
formance. Perhaps the most important result of the ABF-IEM
project was the development of a methodology by which document
index words may be automatically separated 1n preparation for
association féctor searches. This process will be discussed
in detail in the following chapter. When the project was

terminated in 1965, the following conclusions were made:

"1t seems likely that additional research will
refine the system to the point of operational
adequacy" ...searching with the z2mnlified word-

lists seemed twics as =2fficient as straizght word
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matching..the system was fairly insensitive to
different phrasings of the same search question..
"the chances are good that output quality can

be brought to the vicinity of 95% complete
retrieval witg no more than 25% inapplicable
citations ."39 -

3.2.4 Other Systems

Many other document/information retrieval systems have
been developed both in the U.S. and in other countries.uo
These efforts range from limlted experiments to operationél
systems. However, most of these systems rely on some varia-
tion of three generic retrieval algorithms described above

and, as such, will not be analyzed here.

3.3 ALGORITHM SELECTION

In analyzing the various approéches to automating
case law retrieval, a number bf systems have claimed to have
"solved the problem" of automatically retrieving cases rele-
vant to an attorney's requést. Indeed, some of these systems-
are fully operational and in use 1in offices of a number of
practicing law firms. Almost no one will disagree with the
¢laim ihat these systems are an improvement over manual

systems such as West. Given the archalc, inefficient, error-

prone, time-consuming nature of manual case law indices, even

39Mermin, op. c¢it., p. 62.

quor an analysis of foreign efforts, see "Computer-
1zed Legal Research in Countries Outside North America,"
Jurimetrics Journal, XiI (Marcn, 1972, ¢. 119 or Beard,
op. cit., D. 3¢7.
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a relatively unsophisticated application of computers such
as the "Point-of-Law'" approach would certainly be welcomed
as a vast improvement. This leads to the more difficult
questlions of how much improvement does a particular system
produce and can additional 1lmprovement be obtained through
an alternative approach?

KWIC-type systems are the most successful case law
retrieval systems in operation today. Even without accurate
" recall-precision curves, it 1is obvious that these systems
allow the attorney to obtain many more relevant case cita-
tions than he would be able to otherwise obtain. However,
the KWIC system brings with it its own set of problems for
the researcher. In structuring a request, the researcher
must take into account all of the synonyms and grammatical
variations of the key words to meet the exact match require-
ments of KWIC. He can increase or reduce the number?of docu- -
ments‘retrieved by altering the search request terms, but
this does not guarantee that the most relevant documents will
be retrieved. Although it 1s more accurate than manual
search, KWIC systems do retrieve an abundance of irrelevant
citations. Clearly, there is a great deal of room for
improvement.

The remainder of thls paper will be devoted to a
system design of a practical computerized system for the

ratrieval of caszs law. Despite the fact tnal there are no
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operational case law retrieval systems based on probabilistic
indexing, the experiments conducted in this area indicate

that association factor techniques have the greatest potential
for overcoming the problems of KWIC and significantly improv-
ing case law retrieval. The main advantages of the associa-
tion factor technique may be itemized as follows:

(1) 1t is not dependent on a hierarchial indexing
scheme

(2) it is a subject- rather than a language-
oriented search

(3) the system output may be ranked in order or
relevance

Statistical association does not rely on a rigid
hierarchial indexlng system such as the West system or
Morgan's "Point-of -Law." Therefore, it remains flexible with -
regard to new issues and controversies which might érise. A -
case whose meaning has changed with time is not hidden from
the researcher by outdated indexing. Furthermore, errors and
distortions created by the "pigeonholing" of cases into an
itemized list of legal issues is eliminated. Because the
researcher's request terms are associatively expanded to
include a variety of words germane to the attorney's problem,
the search-becomes subject rather than language oriented.
Unlike the KWIC system, the researcher does not need to guess

the exact words used by the judge writling the opinion of a
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‘given case. Lastly, the assoclation technique will rank
cases in the order of probabilistic relevancy. This will
allow the attorney to conduct case research at the intensity
appropriate to the problem. Since he will examine the most
relevant cases first, his analysis will be performed in an
optimal manner. Thus, the attorney can chose to look, for
example, at only the 5 most relevant cases, or the 100 most
relevant cases depending on hls needs.

Because of all the advantages c¢ited above, the associ-
ation factor technique is chosen as the basis for the proposed
improved éystem. A number of changes to the basic algorithm
used in the early experiments will be suggested in order to
enhance the system's ablillty to accurately retrieve those

cases most relevant to the user's needs.

3.3.1' Association Factor

-

" Although the assoclation factor was described generally
in the previous section, a more detailed description is
appropriate at this Jjunction. In short, the association
factor is a measure of the degree to which two terms are
"related within a particular collection of documents. This
might be best 1llustrated by an example. Suppose the term
"search" appeared in two thousand cases out of a total col-
iection of a million cases. .The probability of finding the

word "search" in a case chosen at random would be one in five
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hundred. Similarly, if the word "seizure" appeared in a
thousand cases, the probability of finding the word "selzure"
in a case chosen at random would be one out of a thousand.

If the two words were independent, the prbbability of finding
both words (Jjoint probability) in a randomly selected case
would be the product of the two probabilities or one chance
in 500,000. Thus, the expected number of co-occurrences of
"search" and "seizure" would be equal to the product of the
number of total cases and the Jjoint probability or

1,000,000 X 355%655 = 2., Suppose, however, that "search"
and "seizure" co-occurred in two hundred cases. It could,
therefore, be concluded that the two words co-occur a hundred
times more often than expected had they been 1ndependent.
Thus, they are somehow related. This relationship 1s purely
statistical--"search" and "seizure' are certainly not syno-
nyms and do nct have a common semantic root. This éarticular-
measure of associativity is expressed as the ratio of observed
co§occurrences to the expected number of co-occurrences. The
actual formula is derived mathematically in Figure 10. Many
different measures of assoclativity have been proposed. For
example, one could measure how much more frequently two terms
co-occurred than expected by the use of standard deviations

rather than simple ratios. Figure 11 illustrates four other

common measures of association.41 Formula I is the original

‘N

Ll

11 N - { .
TNASA Contractor Report, op. G110,




-84~
N = Number of documents ?cases) in collection

fa = Number of documents containing term a
fy, = Number of documents containing term Db
fab = Number of documents containing both term a and b
Probability a document chosen at random contalns term a
fa
Py =
N
Probability a document chosen at random contalns term Db
f
Pb-_-_ .___E.
N

Probability a document chosen at random contains both
term a and term b assuming 1ndependence

fa Th
wn = () ()

Expected co-occurrences of a and b 1if independent

£, fb) . fafy
ren= (F)E) - S

- fab .
Observed co-occurrences — — N
Expected co-occurrences fafy °

r
Assoclationgpy = Ay = ab‘
fafy

Agzp :> 1 Terms a and b arevassociated.
Agp = 1 Terms a and b are not associated.

Ay <: 1 Terms a and b are negatively
assoclated.

Fig. 10 Statistical Association




(1)

(1I1)

(111)

(Iv)

-85-

N 2

A .= 1log
b 10
a £,0p (N - £5) (N - fy)

A - r fafb
ab ab N
—_— fab
Aab -
J"'a + fb - fab
(o ) '
ab N
Aab = 7
fa b
N

Fig. 11 Other Measures of Association
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assoclation factor used by Stiles., It is a form of the Chi
square formula using the marglnal values of the 2 x 2 con-
tingency table and the Yate's correction for small samples.
Formula "II is just the difference between the observed and
the expected number of co-occurrences. Formula III 1s the
number of observed co-occurrences normalized by the number of
documents lndexed by only one of the terms. Formula IV is
the number of standard deviations. the observed co-occurrence
falls to the right of the expected co-occurrence. To date,
there has been no accurate assessment as to which one of the
formulas provides "better" measures of relationships between
words in a document collection. (It is difficult to imagine
how the formulas could be compared quantitatively). However,
each of the formulas is dependent on fa, Tps fab’ aﬁd N as
defined in Figure 10. Once a data base has been established
with all of these four variables, a computer could quickly
- run through all of the association fofmulas mentioned and
compute relationshlips based on each of the measures. Perhaps
a team of evaluators could analyze the various measures and
come to some agreement as to which formula is "best."

The ability of the association factor to identify
words related to an initial set of words, 1is uséd in the

4

system to augment or "expand” bthe initizl sel ¢f key words
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which the attorney specifiés to describe hls problem, Stiles
suggests that the user's request terms be expanded two times
via the association factor. The reason given 1is that the
second generation expansion would include a number of syno-
nyms or near-synonyms which might not be included in the
initial expansion. Suppose thevoriginal request terms
included the word "nuclear." An initial expansion of the
request terms might yleld associated words such as "reactor,"
"power," and "fission." Another expansion of this new list
of terms might produce the result that "atomic" (which 1s a
near-synonym for "nuclear") is assoclated with "reactor." If
a number of authors were writing on the subJject and each were
consistent in using either the terms "nuclear reactor" or
"atomiec reactor" but not both, then the terms "nuclear" and
"atomic" would not co-occur, and hence, they would have a
small association factor. Two assoclative expansions would
solve this problem. The Arthur D, Little study found that
based on their document collection data base, synonyms did
occur in the initial term expansion but agreed with Stiles
that a second generation expansion of terms can contribute
to a more complete formulation of assoclation profiles,.

Once the original request terms are expanded twilce
through the use of the sszoclatlion foctor, each term In the

new list (whose assocliatlon Tacvtor is greater than some
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threshold) is assigned a term weight based on the'following

formula:
i wi Weight of term i
A
i< ij Ay s Assoclation factor between
W o= J terms i and J.

N Total number of terms in the
final expanded list.

This weight is a measure of the probabilistic relevance of
each term to the original request.

The expanded list of reaquest terms 1s then compared
with the manually generated index terms which describe each
document. When there 1s a match, the weight of that term is
assigned to that document. The sum of the matched term
welghts is the document's relevance number,

N
R, = .zz Wy " for all i contained in the index of
i=1 ) document k :
Ry = relevance number of doéument k
This document number is a probabilistic measure of the docu-
ment'!s relevance to the user's obiginal request. Thus, the
documents 1n the collection may be ranked in the order of
relevance, and the user might request to examine those docu-
ments whose relevance number is above some threshold.

The entire process is illustrated schematically i1n
Figure 12. The full text of the document collection is used
to generate a vocabulary fille which contains all of the

different words (with perhaps the vxesuuion of the 100 or so
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most common words) used in the documents and the association
factor between all possible palrs of words. Key words
describing each document are extracted to form a word file
indexing each of the documents. The’attorney's key word
requests are augmented with associated terms found in the
vocabulary file. This process is repeated a second time on
the expanded list. Each search term in this list 1s assigned
a term welght based on its normalized association with the
other terms. The terms are then matched against the document

index words, and document relevance numbers are computed.

3.3.2 Automatic Indexing

Perhaps the largest single source of error in the
early assocliation factor systems stemmed from the manual
extraction of key words which would describe each document.
Stiles and Lyons were able to trace many of the output errors _
back to erroneous manual indexing. The quality of retrieval
systems dependent on manual indexing is limited by the skill
and quality of the analyst performing the indexing. Two
qualified analysts will often disagree on the indices for the
game case. '"Manusl indexing requires unchallenged acceptance
of another person's classification thereby limiting every

lawyer using the index to the ablllty of the :tnde;‘cm:""u2

h241111am A. Fenwick, "Automation and the Law:
Challenre tc the Lutorney, ! Vanderbilt Low Revlew, XXIT
(Marveh, 1955, o. 251,
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It is therefore desirable that the proposed improved system
under design include some means by which the key descriptive
words of a document could bé automatically extracted without
the errors and c¢ost attributable to human intervention. The
ABF-IBM research project "Legal Research Methods and Materials,"
developed such an algorithm. Essentially, this algorithm
quantifies word frequency distribution such that informing
words may be separéted from non-informing words. The histo-
grams of word frequency distributions in Figure 13 illustrate
how this might be done. Non-informing words (such as "again,"
"before," "to," "another,") occur fairly often in many docu-
ments. On the other hand, informing words (such as '"nuclear,"
"boison," "wiretapping," "contract,") occur zero times or only
a few times in most documents and occur many times in a
relatively small number of documents. By measuring the degree
of "skewness'" of the word distribution, one could task a )
computer to isolate the informing words in a case, thereby
realizing automatic case 1ndexing. The ABF-IBM study
revealed that the best measure of word distribution which
could be used to discriminate between the two kinds of words
was the "ratio of raw occurrences (for a given word) to the
reciprocal of the coefficient of varlation of its within

document frequency, normalized for document 1ength."a3

43Sally F. Dennis, "The Design and Testing of a Fully
Automatic Indexing-Searching System for Docurents Consisting
of Exposifory Text," Infor i v3l, ed, Goorge
Schecter EWashington:“?h" 3 A s S Be 15,
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.The mathematical formulation for this measure 1s presented

in Appendix I.

3.3.3 Relevance Ranking

In analyzing the associationifactor technique, a
number of improvements to the basie¢ algorithm can be made to
optimize the system's performance with regard to the retrieval
of case law. Aslde from the automatic indexing mentioned
above, most of these modifications fall into the general
category of relevance ranking.

The first such modification was suggested by R. P.
Anderson of Lehigh University. This modification is in the
form of a correction to the document relevance formula to
take into account the fact that the number of terms which
index documents may vary substantially. Take the absurd
example in which some encyclopedic document such as Webster's

-

Dictlionary 1s entered into a data base. The terms automatic-

ally extracted from the dictlonary in order to index 1t would
probably include all of the informing words on the system.
Thus, any set of request terms would match the dictionary's

- index terms which would result in the dictlonary's always
being retrieved as the most relevant document almost
independent of the request. Anderson's correction, which was

found experimentally, normalized the document relevance number
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by

(r) (t)
(T)

R = Relevance number as measured by Stiles

based on the number of indexed terms.

Document Relevance Number =

t = Number of terms indexing that document which
match with the search terms

T = Total number of terms indexing that document

The remainder of the algorithm modifications involve
the interaction of the lawyer with the system in order to
"steer" the search onto the right path. Perhaps the matching
of expanded search terms and thé summing of terms weights to
arrive at a document relevance number is sufficient for
obtaining the most knowledge on a given subject, but the
lawyer's needs are somewhat different. He wants to know what
18 the current status of the law as applied to a given prob-
lem. Thus, a fifty-year-old case whicn contains all of the
séarch terms is actually less relevant than a case declded
last year on the same subject, but containing only a few of
" the search terms. Similarly, a U.S., Supreme Court ruling may
be more relevaht than a case from a state appeals court.
However, the system cannot have rigid rules with regard to

date and court in computing case relevancy. Legal scholars,

”uRonald R. Anderson, "An Associativity Technique For
Automatically Optimizing Retrieval Results," (Sponsored by
the National Science Foundation under grant No. GE-2569 and
by the Office of Naval Research, contract Nonr- 710 08),
Iehigh University Center for the Information Sclences, 1968,

pa 12'



-95-

judges, or attorneys, may wish to analyze the  sequence of
cases which have led to a particular legal concept. Thus,
the system should retain flexibility with regard to relevance
ranking. This calls for interaction between the system and
the user.

The first such proposed interaction of the lawyer and
the system concerns the computation of search term welghts.
In the basic assoclation factor system, the weights of the
search terms are derived from a computation of the normalized
association factor of each term with all others on the expanded
list. Thils welight 1s interpreted as the probabilistic rele-
vance of each term to the user's request. This is satisfactory
only if the original key words 1n the request were at an
optimal level of specificity. If the original key words were
too specific or not specific enough, the computed term weights
would not actually reflect their true relevance to ﬁhe -
lawyer's request. Since the attorney is structuring the
request, he 1s in an excellent positlion to assess term rele-
~vance and, therefore, should be allowe& to intervene and
modify the term weights based on his own perception of rele-
vancy. An example might serve to 1llustrate this point,
Suppose the original key words included the term "surveil-
lance." An associative expansion might yleld the terms,
"gpy," "follow," "photograph," "electronics," "wiretapping,"

and "eavesdropping' with thelr corresponding term welghts.
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If the attorney was not interested in any of the possible
forms of electronic surveillance, he should be able to elim-
inate words such as "wiretapping'" from the list. Otherwise,
irrelevant cases on Wiretapping would be presented 1in the
output. Similarly, if photographs played a key role in the
problem at hand, the attorney should be able to increase the
weight of that term. If the expanded list of terms sparked
the lawyer's imagination such that he thought of additional
key words not on the 1list, he should be able to elther add
these words with an estimate as to their weights or initiate
another assoclative expansion on a new set of key WOfds.

In this proposed'system, the attorney will be presented
with the expanded 1list of terms and their weights after the
associative expansions. At this polnt, the attorney can
modify the weights of any of the terms. This could_easily be
done based on a scale of O 'to 10 in which the weighé zero -
would remove the term from the search list while a weight of
ten would indicate that that term 1s very relevant to the
search request. New terms with estiméted relevance wieghts
could be added to the list by the attorney. The attorney is
also given the option of performing another expansion either
on the existing list or a set of new terms before proceeding
with the actual data base search. It 1is only after the
attorney is completely satiéfied with the expanded list of
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search terms and their relevance weights that the system may
continue the document retrieval algorithm.

Goldblum and others have suggested that the attorney
should be able to impose a set of constraints or bounds on
the system which would exclude the searchlng of some parts
of the data base.45 For example, such a constraint could
take the form of requesting only Massachusetts cases since
1950. It is in the opinion of this author that these sug-
gestions do not go far enough in providing the Interactive
flexibility needed by the lawyer to custom tailor the search
to megt his exact needs. In thls proposed system, the
attorney will have the option of reordering relevance ranking
of cases through a linear combination of factors which
quantify the "importance" of cases as measured by the number
of times that case has been cited, and the court and date of
the opinion, all within. some Jjurisdictional bound. )

In some sense, the number of times that a given case
is cited or referenced in subsequent opinions, 1s a measure
of the importance of that case. As anAexample, the case of

Brown V. Board of Education (1954), which was the landmark

decision involving public school desegregation has been cited
again and agaln in subsequent disputes. The document
relevance number of a given case could be modified to take

this into account by multiplying the number by the ratio of

uBGoldblum, op. ¢it., p. 59.
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the number of times that case has beeh cited to the maximum
number of citations of any case in the output list of cases.
The number of times a particular case was cited in
later disputes is not an accurate measure of case importance
all by itself. This measure must be augmented with an expres-
sion for the timeliness of the decision. For example, the

doctrine expressed in Betts v. Brady (1942) was the law for

many years and the case was c¢ited numerous times in similar
disputes involving the right of a defendent to a state-

appointed attorney. However, when the Betts v, Brady declsion

was overturned by Gideon v. Wainwright (1963), that became

the law of the land and was subsequently cited. In 1966,

Miranda v. Arizona drastically modifled and expanded the.

doctrine of Gideon v. Wainwright. This later decision is now

the law. Based strictly on the number of times that a case

was cited, Betts v. Brady would be judged more important than -

Miranda v. Arizona. However, because this later case served

to nullify or modify the law expressedA in previous cases and
because it is the current state of the law, it should be more
relevant to the attorney who 1s trying to predict how the law
will be applied to a dispute at hand.

In the proposed system, the attorney will have the
ability to assign weights to different time peripds. On a
scale of O to 10, the attorﬁey can specify which time frames

are important to him in hils search for case law. A zero would
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‘mean that cases in that time frame would not be considered
while numbers from 1 to 10 would modify the document rele-
varice numbers of the cases to providé a higher relevance
ranking to those cases decided within the time frame of
interest. The following 1s an example of how an attorney
could specify time period weights 1f the most recent cases

were most important to him:

Dates Weight _ Meaning
1960-1973 10 of highest importance
(relevance)
1950-1960 8 important
1930-1950 3 of marginal value
before 1930 0 cases before 1930 are

irrelevant
Someone interested 1in the development of a legal concept
might give the same weight to all time periods.

The reasoning used in the above discussion is also
applicable in anaiyzing the impact of the type of court which
issued the opinion, on the~relevance of a case. The United
States Supreme Court is the highest court of the land, and
as such, all of its declsions are binding on all other federal
and state courts. In this sense, a Supfeme Court ruling on a

given issue might be more relevant than a state appeals court
on the same issue. However, a relevant appeals court ruling
might contain a more timely expression of a legal concept
which has not yet reached the Supreme Court. Furthermore, only
a very small fraction of 1eéa1 disputes are decided in the

Surreme Court. In thisg system, the attorn2y will have the
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option of assigning weight numbers to the different kinds of
courts whose decisions are contained in the data base. If
the attorney believes that the relevant case law may be
found in the Supreme Court decisions, he will assign a high
number (such as 10 on a scale of O to 10) to the Supreme
Court and lower numbers to other courts. In a general case
law search, all courts might be given the same weight.

The reordering of case relevance ranking through
measures of subsequent case citations, date of decision, and
type of court, must somehow be matbematically combined and
formulated into the equation for document relevance number.
Thls may be accomplisheq in the following manner. The
original document relevance number can be multiplied by a
"lawyer correction" factor which is a linear combination of
the three weighted measures of citations, date, and court.
The coefficients of the terms in the linear combination may
be specified by the lawyer. To put it in another way, the
relevance measure of subsequent citations is automatically
calculated while the measures of date of decision and type of
court are based on lawyer-assigned weights. These three
measures are now each assigned a weight coefficient by the
lawyer to indicate the relative importance of each measure
as Jjudged by the lawyer. For example, the lawyer might decide
that the date of a case 1s a more important measure than the

type of court--he would, therefore, speclfy a2 higher
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coefficient for date than for court. These measufes and

their coefficients are added together to form a lawyer-
correction factor. The calculated document relevance number
is multiplied by the lawyer-correction factor to obtaln the
final ranking. This process 1s not nearly as complicaﬁed as
it sounds from the above explanation. A description of how
the attorney would perform ﬁhis operation is contained in

the next chapterf The cholice of a linear combination of
lawyer-assigned weights is by no means the only method for
improving the document-relevance formula. One could think

of a number of ways to modify the document-relevance equations
to take into account lmportant variables specified by the
1awyer.» Just as with the problem of selecting a measure of
associativity, different formulas for document relevance can
be experimentally*tested once a system has been implemented
and a data base established. From the test results, one
could determine which document-relevance formula is most
responsive to the lawyer's interaction and needs in control-
ling case law search.

The final lawyer interaction with the search system
algdrithm is the constraining of the search with respect to
Jurisdiction. This option has been used in other automated
case law systems. Essentially, this allows the lawyer to

specify, for example, that only cases in Massachusetts be

searched, or only cases in New York, Massachusetts, and
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New Hampshire. This final constraint results in the document-

relevance formula illustrated in Figure 14,

3.3.4 Summary of Algorithm

The algorithm for the proposea computerized case law
retrieval system is shown graphically in Figure 15. As
before, the full text of the collection of cases is used to
generate the assoclatlon factors between all of the words 1in
the vocabulary file. The full text is also automatically
analyzed in order to extract informing words which will
index each case. Other descriptivé information such as the
date and court of the case, 1s also added to the index fille.
The association factors are used to expand the initlal request
terms two times. The lawyer may add or delete words from the
final 1list and modify the term weights of any of the words.
These words are matched agqinst index words, and then docu-
ment relevance numbers based on word matches and lawyer-
controlled variables are calculated. The cases may now be
ranked in order of probabilistic relevancy to the lawyer's

request.
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Where :
Ry = document relevance number of case k.
AiJ’= Association factor between search terms 1 and ]J.
N Y= total number of search terms.:
My = Lawyer's correction to welght of search term 1.
ty = number of terms indexing case k which match

the search terms.

Tk = total number of terms lndexling case k.

Cy, C2, C3 = Lawyer asslgned coefficlents (weights) to the
%easures of citations, date of opinlon, and type
of court, respectively.

Sk = number of times case k was clted 1n subsequent cases.

max S = 1largest value of S in those cases relevant to the
lawyer's request.

Dy = lawyer assigned welght to the time period in which
case k was declded.

Pk = lawyer assigned welght to the court in which case k
was decilded. :

-€0T1-
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Chapter 4 IMPLEMENTATION OF THE ALGORITHM

Before proceeding to a systems hardware design for
the implementation of the algorithm presented in the last
chapter, 1t 1is important to set forth some guidelines with
regard éo the implementation. Since this system will be
designed for use by practicing attorneys, certain implementa-
tion criteria must be satisfied for the system to be success-
ful. This set of criteria will be useful in making various
tradeoffs in the systems design.

(1) The system should be fast and direct. A lawyer
cannot afford to walt days or weeks while his request is
batch processed along with many other requests. Furthermore,
in order for the lawyer to interact with the system as speci-
fied 1In the algori%hm, the system must be able to respond in
"real time." The system should also be direct; that 1is, the
attorney should be able to use the system himself. Use of
the syétem through an intervening analyst would be costly,
"time-consuming and inefficient.

(2) The system should be easy to use} Lawyers for
the most part are "non-technical" pedple. Since they will be
the ones actually using the system, the operator interface
should be simple and easy to use. The lawyer must be able to
readily operate the system to its fullest advantage without

any kind of major orientation/tralning rrouram,
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(3) Although an economic analysis of the system will
be made in Chapter 5, the design should reflect the fact
that the system is aimed for use by private practicing
attorneys. As such, any realistic design must yleld a system
which 1s affordable in the legal profession.

(4) The system must retain maximum flexibility. A
case law search by subject 1s only one way in which a lawyer
performs legal research. If the lawyer knows the citation
of a particular decision, the system should be able to
retrieve all other cases which cite that decision. Also, the
system should be flexible wlth regard to different kinds of
output. Depending on the needs of the attorney, the system
should allow the option of outputing only case tltles and
citation, or title, citation and headnote, or the full text

of the decision.

4,1 SYSTEM ORGANIZATI&N

~Even before beginning a systems design, it 1s clear
that a computer system powerful enough to index and search
| through two and a half million cases will be large and expen-
sive. Practical considerations of cost wili prevent each
lawyer from having his own system. This implies that some
central computing system must service the requests of many
lawyers. In this way, the cost of the system will be distri-
‘Wuted among many users to the polnt where the system 1s

affordable. The requiremant that tho uryster-he st and
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direct implies that each subscribing law firm has to have
some kind of remote terminal through which the attorneys may
task the system to perform searches, and through which the
system informs the attorney of the results of a search. This
is all within the state of the art of computer technology.
Present .day time-sharing systems (computer systems which are
designed to handle many users simultaneously) are capable of
éervicing up to several hundred remote terminals. In most
time -sharing systems, the remote terminals are connected to
the central computing system through telephone lines. Devices
known as modems transform computer information into signals
whicﬁ can be transmitted over telephone lines and transform
those signals back into computer form at the other end of the
line. Except for the requirement that there be a good qﬁality
telephone 1line connecting them, there 1s no limit és to how
far apart remote terminals may be from the central computing )
system. Furthermore, multiplexors allow several terminals in
the same general vicinity to time share a single telephone
line, thereby minimizing long distance charges.

Thus it seems that the most reasonable system organi-
zation is to have a large central computing system which
actually performs the search algorithm. Each subscribing law

firm would have some kind of remote terminal which may be

connected to the system via telephone lines. Since the cost
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~of the central system is distributed among many users, one
of the design goals is to perform as much processing as

possible in the central system in order to minimize overall

cost.

4,2 CENTRAL COMPUTING SYSTEM

Although the equations for the association factor, the
automatic indexing, and the document-relevance number appear
to be complicated, they are actually very simple operations
for the computer to perform. The most burdensome task in the
computing system is the management‘and manipulation of the
extremely large data files which are required to store all of
the necessary information for the retrieval algorithm. It is
the choice of the storage media for those files which will
dictate the architecture of the central computing system.

Six different files of varying length are needed for

-

the efficient processing of search requests. These six files‘

and their use are briefly summarized as follows:46

(1) Dictionary file: As the name implies, this file

contains a list of all of the different words used in the
collection of cases. Beside each word in the file is a unique

numeric code. To promote computational efficiency, the

46The structure of some of these files was 1lnspilred
by a similar effort by Goldblum (op. cit., p. 64-68). Basic
improvements include the addition of term assoclation and
dictionary files and differences in the content and size of

the Flles.

L
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numeric code will be used in place of the word dufing most

of the program's operation. When a request is entered into
the system by a user, the word 1s "looked up" in this diction-
ary file and the numeric code 1is saved for further computa-
tion. Similarly, when the system outputs a list of words to
the user, the dictionary file translates the numeric codes

back into alphabetic words.

(2) wWord-association flle: This file contalns the
numeric codes reéresenting the words in the dictionary fille
énd.the value of the association factor between all of the
words in the file. This file will be used to expand the
lawyer's key word request with associated words.

(3) Word-document file: This is the file which

indexes all of the cases in the collection. The file contains

the numeric codes of all of the words in the dictionary file.

Beside each code are document numbers which refer to each
case which is indexed by that corresponding word. The
expanded list of search terms is compared to the numeric

codes.

(4) Case summary file: A summary of each case 1s

contained in this file. Included 1is information such as the
title of the case, cited and citing cases, court, date, etc.,
plus a very brief capsulized description of the case itself.
Parts of this file are presented to the user to enable him to

decide whether or not to examine tne full text cf the case

opinion.
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(5) Case citation file: The ciltation of each case

in the collection and its corresponding document number 1is
stored in this file. This allows for rapid transition from
a case citation directly to the case summary file.

(6) Case opinion file: The full test of the opinion

of each case 1s contained in this file. This is the case law
which the attorney ultimately wishes to examine.

The fastest and computationally most efficient manner
by which these files can be stored is in the form of random
access memory (core or solid-state) directly inside the main
computer ltself. However, this would be prohibitively expen-
.give. In order for the system to be practical, there must
be some trade off between speed of the system and the cost.
Whenever there 1s an enormous amount nof data to be stored in
a computer system, a common approach g to store large
portions of the data in peripheral memory devices which are
controlled and accessed by the computer. Figure 16 illustrates
the hierarcly of common memory syétems. Notlce the inverse
relationship between speed and cost. In selecting the storage
media for the various files in the system, one must fall back
on “engineering judgment" to decide which devices represent
an effective compromise between speed and cost. In general,
files which are short and tend to be accessed fairly often

by the computer are stored in high speed memory systems. On



/\

Decreasing Increa

Cost

Fig.

-111-

PRINTED TEXT
not compute
readable as

MICRO-FILM

PAPER TAPE,
PUNCHED CARDS

MAGNETIC TAFE
Spee
DATA CELLS

DISK-PACK UNITS

MAGNETIC DRUMS

r
yet

sing
d

RANDOM ACCESS
(CORE, SOLID-STATE)

16 Hierarchy of Memory Systems




-112-

the other hand, long, infrequently accessed flles are stored
in slower, more eccnomical devices. Long files which are
aczessed often tend to be stored in medium speed, medium
cost devices.

The contents, size and nature of each file will now
be examined in order to make some Judgments as to the appro-
priate memory system in which to store the file. |

Dictionary file: Each record in the dictionary file

contains an alphabetic word with its corresponding numeric
code. There are as many records 1n the file as there are
different words in the case collection (with the exception of
100 or so of the most common words). The first problem is
deciding how much memory storage to allocate 1in each record
for the alphabetic word. By truncating each word to six
letters, the software and storage is simplified, and many
grammatical variants are eliminated. However, truncation
creatés homographs. Based on a thesaurus of 2,400 words,
Dennis found that 16% had natural homographs. The truncation
of words to six letters created an additional 1.6% homo-
graphs.47 It seems that much more is gained than is lost by

truncation. Thus, each record requires six bytes48 of

4
7Dennis, op. ¢it., p. 77.

48, byte is eight binary (0 or 1) bits of memory. This

unit is commonly used for expressing the size of memory
systems. (One alphanumeric character 1s typically stored 1n

one bhyte of memory ..
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storage for the alphabetic word. The size of the numeric
descriptor code and the total number of records in the file
depends on the total number of words. An analysis of almost

three thousand cases taken directly from West's Northeastern

Reporter yielded about 25,000 different words.49 Adding a
safety margin, the dictlonary file will be designed to store
30,000 records. Two bytes of memory storage contains 16
binary bits. These bits can represent numbers from O to
2157 (roughly O to over 64,000). Thus, two bytes seem to
be more than enough storage for each numeric code such that
each of the different words can be assigned a unique numeric

code. The total size of the file is computed as follows:

Record Alphabetic word 6 Bytes
Numeric code 2 "
Total 8 Bytes/Record

Since there will be 30,000 sucl:records in the file,
that total amount of memory required is 240,000 bytés. This
is a relatively small file compared to other files in the
system. However, 1t only needs to be accessed whenever
request terms are entered into the system and whenever the
system outputs search terms to the lawyer for analysis. As
such, a magnetic disk might be a suiltable storage media for
the dictionary file. Since the capacity of a disk pack such
as the IBM 3330 is approximately one hundred million bytes,
the dictionary file would occupy only a very small fraction

of the available storage.

49Dennis, op. ¢it., p. 73.
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Word assocliation file: One way to look at this file

is to envision a square matrix., All of the words in the
dictionary file would be listed on each of two right angle
axis of the matrix. If one wanted to find the association
factor between two words, one finds the row in the matrix
headed by one of the words and a column headed by the other
word. The intersection of that row and column would contailn
the assocliation factor between the two words. The Arthur D.
Little study performed associatibn experiments using 1000 x
1000 and 3000 x 3000 matrices.5o If all of the different
words were to be used in forming a‘matrix, this matrix would
be 30,000 x 30,000 with a total of 900,000,000 entries.
However, not all of theée entries are useful. The association
factor between a word and itself does not need to be stored.
Similarly, a square matrix would contain two entries for each
pair of words. This, of course, would be redundant. The
association factor between "search" and "seizure" is exactly
the same as the assoclation factor between "selzure" and
"search." Taking this into account, the 30,000 x 30,000
matrix can be reduced to 449,970,000 entries. This is still
too large for a file which must be accessed falrly often.
Since most words in general are not related to most other

words, the storage requirements for the word association file

5ONASA Contractor Report, op. cit., p. 7.
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~can be reduced by only storing those entries whose associla-
tion factor 1s larger than some threshold. The danger
involved in storing only a partial matrix is that the lost
informatlon might produce distortions in the final output
ranking. Anderson experimented with the effects of using a
threshold cut-off in storing association coefficients and
came to the following conclusions:

l. The highest document relevance numbers are

primarily the result of a few terms with high

associativity coefficients rather than several

terms with low associativity coefficients and,

2, The weights of the terms deleted by the cut-off

Fluctustion 1n the decumont reisvance muaorec4zele
If only entries above a threshold are stored, it would be
inefficient to use a matrix format in the file. Instead,
the file will consist of a record for each word in the
dictionary file. ﬁach record will contain the numeric word
code, the numeric code for 511 associated words (whose associ--
atlon 1s greater than some threshold) and the corresponding
assoclation factor. Assuming that on the average, each word

wlll have twenty other words assoclated with it, the size of

the average record 1s computed as follows:

Numeric word code 2 Bytes

Associated numeric codes 40 " 20 @ 2

Association factor 20 " 20 @ 2
Total 62 Bytes/record

Slﬂnderson, on, ¢cit.,, p. 10,

e s s S e wa,
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Thirty thousand different words implles a total file size of
about 1,860,000 bytes. Considering the size of the file, a
magnetic drum might prove ﬁo be a sultable storage device.
Since this file must be accessed fairly often, an appropriate
procedure might be to transfer large sections of this file
into the computer random access memory during the actual

processing.

Word document file: This 1s the file in which the

numeric word codes index corresponding cases in the collec-
tion. Thus, each record will contain a numeric code and
document numbers of cases which are indexed by that word.
Three bytes of storage for each document number 1s more than
sufficient to give each of the two and a half million cases
a unique number. Through the manipulation of this number and
the extra bits in -the three allocated bytes, the address of
the corresponding record in the case summary file méy be
obtained. The size of this file depends on how many cases
on the average are indexed by each term. An estimate for
this value is obtained in the following way: Assuming that
each case 1is indexed by twenty different words, the total of
two.and a halfbmillion cases would result 1in fifty million
index words. However, since there are only 30,000 different

words, each word would index an average of 1,700 cases.
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Therefore, the average record size would be

Numeric word ccode 2 Bytes
Number of case indexed

by that term 3 "
Document numbers 5100 " (1700 @ 3)
Total 5105 Bytes/record

(The number of cases indexed by each term is stored for
"housekéeping" purposes and is also used in the initial
computation of association factors.) Thirty thousand
records yields a file size of little larger than 1.5 x 108
bytes. Two IBM 3330 disk packs would have more than suffi-
clent capaclty to store this filé.

Case summary file: Each record in the case summary

file contains pertinent information about each case. This
file is used primarily by the attorney in declding whether
or not to examine the full text of the decision. The content

and storage raquirements of each record 1s estimated as

follows:
Caée citation 10 Bytes
Date, court, state, etc.
plus capsule summary . 850 "
Cited cases 200 " 220:@ 10;
Citing cases 200 " (20 @ 10
Total 1260 Bytes

Since there are two and a half million cases, the total
storage required for the case summary file 1s somewhat less
than 3.2 x 109 bytes. This 1s too large to be practically

stored in random access memory or magnetic drum systems.
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Fortunately, this file 1is accessed infrequently such that a
slower storage device 1s acceptable. The case summary file
may be stored either on magnetic tapes, data cells, or disk
systems. As an example, since the IBM 3330 disk pack has a
storage capacity of 108 bytes, about thirty-two such devices
would be needed.

Case citation file: This file is merely a list of

the coded citations along with thelir corresponding document
numbers. This allows direct entry into the case summary file

when only the c¢itation is known.

Case citation : 10 Bytes
Document number 3 "
Total 13 Bytes/record

Thirteen bytes per record times two and a half million cases
ylelds a file size of thirty-two and a half million bytes.
This file could easily be stored on a part of one of the

system's disk drives.

Case opinion file: DBased on the analysis of cases in

the Northeastern Reporter from 1959 to 1962, Dennis found

" that the average length of a case is 1385 words.52 Assuming

that the average word contains seven letters, 1t would require
almost ten thousand bytes to store the text of one case. This
implies about 2.5 x 1010 (twenty-five thousand million) bytes

are needed to store the full text of all of the reported

52 . .
Dennis, op. cit., p. 7<2.
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.cases. Aside from the initial indexing, the central computer‘
system does not "use" the full text--only the lawyer needs it.
This fact coupled with the extremely large amount of necessary
storage has prompted the decision to store the text locally

at the remote terminals in the form of microfilm. How this

is done will be explained in the next section.

In addition to the memory devices needed to store the
above described files, the only other peripheral equipment
needed in the central computing system are multiplexors and
modems through which the system may communicate with remote
terminals} The choice of the actual computer is not particu-
larly critical. 1t should, however, be large enough to:

(1) control all of the peripheral storage devices, and,
(2) execute large time-sharing programs involving many users.
One of the larger IBM system 370 mainframes would be a suit-

able choice. - -

4,3 REMOTE TERMINAL

At the remote terminal, a 1awyer'has to be able to
task the central computing system to perform a search,
interact with the system during the search, and receive the
search results. He also has to read the opinion of the cases
retrieved to obtain the actual case law.

One way he could do this would be to use the computer

retrieved citaticr to directly find the opinlon 1in a volume
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“of West's Reporters. This 1s undesirable for two reasons.
First, most law firms do not have a complete West system.
Thus, the research would be delayed until the lawyer went to
a law library. Second, it seems almost unreasonable that a
computerized system powerful enough to take a few key words,
search through two and a half million cases and come up with
the citations of the most relevant decisions, still requires
that a lawyer wade through a massive jungle of thick,
leather-bound volumes to read case opinions. In the last
section, 1t was shown that 1t would be impractical to store
the full text of the decisions in the central computing
system. As an alternative, microfilm cartridges have been
chosen as the storage medium for full text in thls system.
The Eastman Kodak Company manufactures a product line which
seems to be particularly suited to this application. The
storage medium is a microfilm reel packaged in a plgstic -
cartridge. Using 16 mm film, a standard 215 foot film reel
with a 50 to 1 photographic reduction and dense packing of
frames could store the equivalent of about 20,000 83 x 11
pages of text. Assuming case opinions average five pages of
printed text, only 625 microfilm cartridges are required to
store the decisions of 3ll two and a half million reported
cases. Since each cartridge measures 4" X 4" x 1", the
volume occupied by the 525 cartridges would be less than

e o o R - P F . o g [ R oo N By S - T A P
shat of a8 standard Fous avewer [Tlle cablinst. Lo a silde note,
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‘microfilm available today is archival 1n quallty; 1l.e., 1t
has a lifetime of hundreds of years.

The microfilm cartridges are plugged into a microfilm
reader l1llustrated in Figure 17. Thils reader has two very
important features. If the reader is provided a digital
signal corresponding to a frame number on the reel, the
reader wlill automatically advance the film such that the
desired frame is projected onto the screen. This takes less
than six tenths of a second. In this system, the microfilm
reader willl be automatically controlled so that all the
lawyer has to do is snap in the correct cartridge. The
other important feature of the microfilm reader 1s 1ts ability
to make paper coples of the information displayed on the
screen. The electrostatic copier located on the bottom of
the reader generates copies much in the same way that stan-
dard office copiers operate. This allows the lawye; to make .
a hard copy of the decision without transcribing the text
ffom the screen or finding the same opinion in a printed
form,

Lawyer communication and interaction with the central
computing system is accomplished through a TV-like alpha-
numeric display and keyboard such as the one shown in
Figure 18. The lawyer uses the typewriter-style keyboard to
enter his search words, thresholds, and citations. As the

kevs are Gepressed, the letters will aprear on the display
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screen. Once the request has been properly composed, the
lawyer will depress one of the control keys which will cause
the data on the screen to be transmitted to the central
computing system. Search results from the central computer
are also presented on the lawyer's display screen.

The display/keyboard terminal chosen for this system
contains an internal "mini-computer" or microprocessor. This
microprocessor acts like a small computer. It is used for
formatting the cémmunication from the lawyer to the central
COmputer and vice versa, and also for controlling the display,
keyboard, and microfllm reader.

The final piece of equipment needed to complete the
attorney's remote terminal is a modem. As mentioned before,
a modem 1s a device connecting the lawyer's terminal to a
standard telephone. This device translates computer informa-
tion into signals which can be transmitted across télephone
lines, and also translates incoming signals into computer
compatible form. Since the amouht of data being transmitted
between the remote terminal and the central computing system
is minimal, any standard low cost modem would be acceptable.

A block diagram of the lawyer's remote terminal is

illustrated in Figure 19,

4,4 SYSTEM OPERATION

The operation of this computerized case law retrieval

system 1s now described from the polnt of visw of the atitornay
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using the system. After the attorney turns the terminal on,
he will dial into the central computing system much in the
Ssame manner as one dlals a long distance telephone call.

Once the connection between the terminal and the main compu-
ter has been established, the computer will present a series
of questions on the display screen in order for the attorney
to "log-in." These questions include the lawyer's name,

name of the firm, password, and billing account number. The
purpose of this log-in procedure 1s to make sure that an
authorized subscriber is using the terminal and that charges
for compdter time are correctly billed. After the lawyer

has successfully logged into the system, he 1s asked what
kind of search he wishes to perform (i.e., a search by
subject, cltation, case title, etc.). The lawyer will respond
by typing the appropriate type of search and depressing the
RETURN key. Since it 1s the most complicated, a suBJect -
search will be examined here. The lawyer, therefore, types
"SUBJECT" and hits the RETURN key. The system responds by
presenting a format on the display screen which the lawyer
can use to specify system bounds and thresholds. Using the
keyboard, the lawyer will enter onto the format the juris-
dictions of interest (such as MASS, or MASS + NY 4+ NH, or
ALL), the dates of interest with a welght (O to 10) indicating
the relative importance of that time period (1960-1973,10;

o o P T e TP SN [ TS o it o * . -
1350-1560,0y BEFORE 1950,0), and the courus of Lnterest also
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with a 0 to 10 weight (SUPREME COURT,10; etc.). Next, the
lawyer must make a judgment as to the relative importance of
the number of times a case was cited, the date of the deci-
sion, and type of court in the computation of case relevancy.
For example, the lawyer might feel that the date of a case

is much more important to his needs than the type of court.

He would, therefore, give date a higher number than the other
two measures. Alternatively, he might chose to give all

three measures the same weight. ’Once the form has been com-
pleted, he will again depress the BETURN key. The main compu-
ter will transfer all of the information on the screen into
temporary storage for future use. The lawyer is now asked to
enter his key word request. The format of the search request
is identical to that of a KWIC system--a series of key words
connected by logical operators. For example, if the lawyer
is interested in laws regarding protective equipment for
motorcyclists, he might type MOTORCYCLE AND (HEILMET OR WIND-
SHIELD OR GOGGLES). When he is finished typing, he will hit
the RETURN key. The main computer will read each term from
the screen and "look it up" in the dictionary file to obtain
the corresponding numeric code., These codes are used to
access the word association file and find the codes of
associated words. The codes of these words are used to find

other associated words (i.e., two associative expansions).

This expanded list of umwmerlie codes is ordered based on
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normalized associative term weights, translated back into
alphabetic words via the dictilonary file, and presented on
the attorney's display screen with corresponding weights.

The lawyer must now analyze this list of words and weights
and decide 1if any are to be added, deleted, or modified.
After he makes the corrections, he has three options. Hit-
ting the INITIALIZE key will recycle the system to the point
where he is asked to specify key‘words. Hitting the RETURN
key will cause the system to perform another word expansion
on the list of corrected words on the display. It 1s only
when the SEARCH key is depressed that the system reads the
search words and weights on the screen and begins the
retrieval process. Using the dictlonary file, the central
computing system translates the words back into numeric codes
and accesses the word-document file. Using the document
relevance number formula, the system computes the rélevance
of ali the cases indexed by the search words, ranks the cases
in order of relevancy, and stores them 1in a temporary file.
The lawyer is then informed of how many cases there are in
the temporary file and is asked how many cases he wants out-
puted and in what form. The lawyer may answer this by typing
(CIT + SUM,5, CIT,15) which would mean the citations and case
summaries of the five most relevant decisions and just the
citations of the next fifteen most relevant cases. Or, he

.res. If he

. vs ) A 5 PRP RS ey P 4 oy 4 p o aln
could type any other combination wh
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wishes to examine the actual decision of a case, the lawyer
will position the cursor on the citation of interest on the
screen and depress the TEXT key. The system will respond by
presenting on the screen the number of the microfilm cartridge
on which that decision 1s stored. The lawyer snaps that
cartridge into the reader, and the system will automatically
advance the film until that particular case 1s projected on
the screen. The lawyer can now read the decision and manually
advance the microfilm. If he wants a record of the decision
the lawyer can hit one button and the microfilm reader will
produce an electrostatic copy of the information on its
screen. At this point, the lawyer can obtain additional

cases retrieved by the system, enter a new key word request,
or go back and start the entire process all over again. An
operational overview of the remote terminal 1s illustrated

v

in Figure 20. . -

4.5 INITIAL FILE GENERATION

The most severe implementation problem with this
system 1s the initial generation of the system files. Actu-
ally, this is really a cost problem which may be reduced by
,the.development of improved technology.

The decisions of all the reported cases are presently
stored in printed form. Therefore, before any automatic

indexing and searching can be performed, the text must be
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translated into a form which the computer can accept. Up
until a few years ago, the only reliable methods for trans-
forming printed data into computer readable form involved
human intervention. This usually meant an operator would

read the text and type 1t on the keyboard of a data entry
system. The data entry system would produce punched cards,
paper tape, magnetic tape, or some other media which a compu-
ter could read. The high labor costs associated with the

data entry of lafgé files 1s one of the primary reasons why
many computerized case law retrieval systems never advanced
beyond small laboratory experiments. Assuming that each case
could be keypunched, checked and corrected in the average time
of one hour, then an army of 1200 keypunch operators working
forty hours a week would require over one year Jjust to tran-
scribe the printed text of all of the cases into computer
readable form. At four dollars an hour, this wouldtamount to.
a total cost of over ten million dollars just for the direct
keypunching labor. This does noﬁ even include items such as
the data entry system, storage and office space.

In order to counter the errors and high costs attrib-
utable to bumén data entry, a number of companies (including
IBM, ECRM and Compu-Scan) have recently developed optical
scanners. An optical scanner is a device which uses a light
source, optical fibers, and light sensors to transform light

and dark sections of a printsd pranss 1nte 2lectrical impulses
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which are entered into a computer. By focusing the scanner
on one printed character, the computer can analyze the light
and dark areas via the eleccrical pulses and determine what
kind of character it is. By noting the separation between
characters, the computer can isolate words and sentences as
it "reads" the text without any human intervention. Since
optical séanning is a relatively new technology which 1s
still undergoing intensive development, the optical scanning
equipment avallable today is somewhat limited with regard to
speed, type of printed material which can be read, and error
rates. |

The typical scanning speed of the optical scanners
surveyed is about 150 characters per second. Since the
entire colleztion of case law contains an estimated 2.5 X
1010 characters, one optical scanner operating 24 hours per
day would require approximately 5.3 years to read ail of the .
cases. Using ten scanners operating in parallel would reduce
this to a 1little over six months. Since the cost of these
units ranges from sixty to a hundred énd fifty thousand
dollard each, the cost of ten scanners could exceed one
million dollars.

The second major limitation ofvthese devices is that
at present, only certain forms of printed material can be
read automatically. Specifically, high speed séanning can

only be realized witnh standard, evenly Spaced characters,
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Examples of this kind of text inciudes material typed by
most standard typewriters, ccmputer printouts, and offset
printing of typed material. Irregularly spaced characters
such as one would find in most printed books, newspapers,
material typed by IBM "Executive' model typewriter, etc.,
cannot be optically scanned reliably at the present time.
Most scanners operate by focusing a viewer on an area the
size of one character. When characters are irregularly
spaced, only part of a character or perhaps more than one
character will occur in the field of vision, thereby "con-
fusipg" the computer.

‘This limitation would prevent direct scanning of
cases in their presenttform. The characters in the text of
cases are irregularly spaced so that the margins ip the
printed volumes of the Reporters will be straight. Thus,
in order to use optical character recognition to trénsform
printed cases into computer acceptable form, two possible
courses of action are available. The first is to wait the
projected two to five years untll scanners are perfected
which can read irregular text such as that found in most
books. The second alternative 1s to transcribe the cases
into media which can be optically scanned. One such approach
would be to type the cases on a standard typewriter. Typing

at 60 words per minute, over 900 typists working 40 hours



~134-

per week would be required to keeb up with the ten optical
scanners. The cost of this direct typing labor would amount
to about three million dollars.

Error rates of optical character recognizers is the
last problem. Using the typical performance figure of one
error in 250,000 characters, optical scanning of all the
cases would produce an expected one hundred thousand char-
écter errors. These errors could either be corrected by a
proofreader after the cases have been scanned, or they can
be left until the cases are automatically indexed. Since
character errors in words will tend to yield unique "words"
(for example, an error in reading "action" might produce the
pseudo-word "actlon"), words containing character errors
would be extracted by the automatic indexing as "informing"
words. This would greatly speed up the proofreading process
in that the proofreader needs only to analyze the list of
informing words and their corresponding cases. If manual
transcription of the cases 1s necessary prior to optical
scanning, then the human errors in tybing would overshadow
the errors in automatic reading.

Once all of the text is in computer compatible form,
there 1s the time and cost of entering all of the data into
the system and performing the necessary computations and
manipulations in order to generate the required’files.

Perhaps an exzampls will serve to 1llustrate tho magnitude of
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this problem. After the word-document file 1s créated, the
number of documents indexed by each term is used to calcu-
late assoclation factors. Although only those associatlion
factors above some threshold will be preserved, all possible
factors have to be computed to determine which ones in fact
are above the threshold. As was mentioned in a preceding
section, a vocabulary of 30,000 different words results 1n
about 450 million different possible pairs of words, and
hence, 450 millibn association factors. If a computer
fequiréd 100 milliseconds (one tenth of a second) to fetch
the necessary data, perform the computation, and store one
association factor, then the computer would have to operate
continuously, twenty-four hours a day for almost a year and
a half in order to compute all of the association factors
needed for the word association file. " This time, of course,
could be reduced through the use of several computefs and
parallel processing. .

All of these problems are really "one-time" problems
in the sense that they are non-recurring. Once the system is
established and all of the files have been generated, the use
of the system and the updating of the files pose no major
technical difficulties. Periodically (perhaps once a month),
the files could be updated with all of the recent declsions.
This could be done at night so as to minimize any possible

disruption of service. Unlike previous sase declsions, much
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of the printed material today is composed by computerized

systems. Computerized photocomposition 1s a process by which
a text is stored on magnetic tapes and an output device
creates a copy of the text. The copy and the tapes are
edited until the text is in final form. A final output copy
is made which is then used in offset printing. By this
method, not only is the document printed, but a magnetic

tape of the text is produced as a byproduct. This tape can
be directly read by a computer, thereby eliminating the need
for either keypuﬁching or optical scanning. S. J. Skelly has
proposed the system illustrated in Figure 21 as an efficient

53

method by which legislatlive bills may be published. A

similar process could be instituted for publishing case

decisions.
One of the advantages of the computerized case law
retrieval system is that 1t 1s so easy to update. As new

words are created (such as the word "computer" a few decades

ago), they are entered into the files along with their
association factors. Since the system is not dependent on
any kind of subject index, the development of new legal
issues and concepts does not necessitate complete reorganiza-
tion. As the body of case law grows, so does the data base.

| The cost of system initializatlion and set up cannot
be readily determined without a more detalled design of the

system structure. However, based on the above analysis, this

5335, J. Skelly, "Computers and the Law," Saskatchewan
Law Review, XXXTIi (Fal:i, 19sa), p. 1/7Q,
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cost could easily run into the tens of millions of dollars.

It would ndt be unreasonable to expect that funds for such

an effort originate from the public sector. Society as a
whole would benefit by the development of this kind of
technology. Aside from the direct benefits of having "better"
law, the document retrieval algorithm will have applications

in many other fields of endeavor.

4,6 TECHNICAL PROBLEMS

Aside from the problems of creating the ihitial flles,
the only other technical problems foreseen at this time
involve word indexing. Specifically, there are two problems:
(1) phrases, and (2) numbers. Taken by themselves, the
words "cause," "of," and "action" have little informational
value and would, therefore, not be used to describe or index
a document. However, the phrase '"cause of action" does have
informational content which would be lost in the proposed
system. The inclusion of phrases would create many d4iffi-
culties. First of all, the dictionary file would have to be
expanded to include all "informing" phrases. It 1s not known
Just how many inflorming phrases there are in the body of
case law, but there is sure to be a large number of‘them.
This, of course, increases the storage requirements and the
complexity of the system (remember that the number of

association factors which need zo he calculated is proporticnal
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to the square of the number of words or phrases). Also,
present computing systems cannot automatically extract
phrases from expository text. Thus, human analysts, with
a1l of the assoclated errors, costs, and inefficiencies,
would have to be used to 1solate phrases in the case opin-
ions. The other technical problem is that of numbers.
Should they be treated the same as words? Are numbers
ﬁinforming words"? If so, the total number of different
words in the files would also have to be greatly increased.

Bafore any computer system is developed, it 1s
recommended that a thorough study be made of the potential
difficulties arising from phrases and numbers in an

assoclation factor system.
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Chapter 5 ECONOMIC ANALYSIS

The costs of the computerized case law retrieval
system are broken down 1nto three afeas in order to perform
economic analysis: (1) one-time costs of system set up,

(2) microfilm library costs, and (3) law firm operating costs.

The costs of the development of such a system and the
creation of the necessary data files were discussed briefly
in the previous chapter. A reasonable cost estimatevof the
total effort would be in the tens of millions of dollars. It
is hoped that the social importance of document retrieval
technology will prompt the government to underwrite a major
portion of the initial costs. The Federal Government should
have a particular*interest in these kinds of systems since
the U.S. Government is probably the world's largest. producer
of documents and 1nformatién. Although twehty or thirty )
million dollars seems like a lot of money, it 1s an exceed-
ingly small fraction of the current government expenditures.
It is often said that the high value of human life 1is a
justification for the expenditure of hundreds of millions of
dollars in medical research. This author concurs with

Fredrick E. Smith when he said, "I submit that the benefits

of protecting the rights of peopie, and providing equal
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access to the succor of the laws is...[an ample) justifica-
tion for pfoviding optimum. legal information services."Bu
The cost of the microfilm library is analyzed sepa-
rately because the size of the library is variable depending
on the particular needs of the firm. The cost of each 215
foot microfilm cartridge is about twelve dollars (including
processing). Thus, an entire collection of cases (2.5
million) consisting of 625 cartridges would cost about seven
and a half thousand dollars. Presumably, if such a computer-
. 1zed system were to be made operational, the economies of
scale in producing all of the microfilmed cases would reduce
thisvcost. The cost of a complete microfilm library can be
Justified based on the savings which would accrue from (1)
using microfilm instead of purchasing. printed volumes, and
(2) the reduction in office space needed for the law library.
One microfilm cartridge contains 20,000 "pages." Since -
20,000 pages of bound, printed text would certainly cost more
than twelve dollars, the marginal cost of using microfilm is
less than that of printed text (the cost of the microfilm
reader is included under operating costs). Storing an exist-
ing-law firm library on microfilm is coét effective based on

the reduction of space necessary to store the library. For

any given law firm, a quick calculation of the cost of floor

54Fredrick E. Smith, "Compuber fuolicastions to Legal
t ) Y . PR TN - t 1 .
Documentation: Wnat is ot Beinz Dene," Law Library Journal,
LXIV (May, 1971), p. 1lik.
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space and size of library could produce the answer as to
how long it would take for the microfilm to pay for itself.

It is difficult to perform an accurate cost-benefit
analysls on the law firm operating costs of such a system.
First of all, the benefits of the system will accrue to many
different people--lawyers, clients, the public at large,
courts, etc. Secondly, since the system is not yet imple-
mented, it is hard to estimate the potential improvement in
law. Lastly, even if the improvement were known, it 1s
difficdlt to place a dollar figure on the value of "better
law." Because of these problems, a very narrow (conserva-
tive) view will be taken in performing a cost-benefit
analysis. It will be assumed that with a computerized
system, a lawyer will maintain the same quality of case law
research as was performed manually, only he will be able to
do it faster. Thus, the only benefit that will be éonsidered_
is the saving of lawyers' time.

The cost slide of the plicture has several components.

It is assumed that the nonrecurring system design and develop-
ment costs will be funded by the govérnment and that the cost
- of the microfilm library is Jjustifled on the basis of savings
in book purchases and reduced office space. Thus, the benefits
of saved time must be balanced against the operating costs of

the central computing system and the cost of each law firm's

)]

remote terminal. The operating cost of the central comrputing
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system 1s a variable cost which 1is distributed aﬁong many
law firms. As such, it seems reasonable that each law firm's
contribution to these costs be a function of how much that
firm uses the system., As 1s the case with most time-sharing
systems, the law firms will be billed at some hourly rate
for the amount of time that the terminal was connected to
the central system. The remote terminal itself is a fixed
cost for the law firm. Either the terminal is rented, in
which case there‘is a monthly rental charge, or it is pur-
chased, 1n which case there 1s an annual contribution to the
purchase cast of the terminal.

The value of the lawyers' saved time 1s now compared
to the fixed and variable operating costs in order to perform
a cost-benefit analysis. Since the bezsic premise is that
the lawyer will perform case research faster with a computer-
ized system, the fraction r (0<r<l1l) will be used to‘denote
the fraction of time needed to perform automated case
research. For example, if the lawyer spent H hours per week
performling case research manually,‘he would only need to
spend rH hours with an automated system. The mathematical
formulation for the benefits (value of saved time) and the
costs (both fixed and variable) for a law firm operating an
automated system for one year 1s shown in Figure 22, If the
costs are set equal to the benefits, a "break-even" analysis

can be performed to defarmine at whnat polint the syvstem just
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BENEFITS - yearly value of
saved time.
FIXED COST

VARIABLE COST

Number of lawyers in the firm.
Average hourly wage of the lawyer.
Average number of hours per week
spent by each lawyer in performing
case law research manually.

Cost per hour of using the central
computing system via remote terminal.

Fraction of time needed to perform
case law research with an automated
system.

Yearly contribution to fixed costs.

BREAK-EVEN ANALYSIS

Beneflts = Variable: costs + Fixed Cost

kY

(52) NHS (1-r) = (52) NHCr + F

Fig.

F
N [S(l-r) -rC] 52

22 Break-even Equation
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"pays for itself." By solving this equation for H, one can
determine the average number of hours per week each lawyer
in the firm must spend 1n hanual case research befors the
system has a benefit cost ratio greater than one.

The estimated fixed costs of the remote terminal are
itemized in Figure 23. If this total cost of $25,000 is
amortized over six years, the law firm's yearly contribution
of fixed costs (F) would be about $4,200. For the purposes
of this analysis, the value of a lawyer's time is estimated
to be $15 per hour (which corresponds to about $31,000 per
year). Although this is considerably less than the typical
"billing rate" of law firms, it is used to reflect the fact
that most research ls performed by lower paild, junior
members of law firms. Since the breaik-even equatlon in
Figure 22 is being solved for H, the only other variables
which must be specifled are C, r, and N. The hour1§ cost of
remote terminal connection to the central computing system
(C), cannot be accurately calculated without knowing the
exact price of the main system and the number of law firms
which will subscribe to the service. However, since the cost
of present dayvcommercial time -sharing systems averages about
$25/hour, the break-even analysis will be performed for
different values of C in the range from $15 to $35 per hour.
Similarly, the value of r, which indicates how much faster an

automated system lg compared Co 3 manual aoystem, Zannct e
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ESTIMATED FIXED COSTS

Micro-film reader and

electro-static copier $ 9,
Alpha-numeric display and

keyboard console 3,
Micro-processof 6,

Modem unit

000

000
500
500

Subtotal ¢ 19,000

Installation, cabling,

enclosures, etc. 1,
Manuals, training, etoc.
Maintenance 4,

VFig.

23

500
500
000

000

TOTAL COSY $ 25,

Remote Terminal Fixed Costs
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determined until after the system 1s bullt and tested.
Therefore, the computation will be performed across a range
of‘values for r. Lastly, N, the number of lawyers in the

law firms will vary from firm to firm. A computer printout
of the bread-even value for H for various values of C, r,

and N 1s contained in Appendix II. Some of the data from
Appendix II has been used to generate the curves in Figure 24
which show the break-even point as a function of H and r for
different values of C in a four man law firm. A Missouri

Ba: study indicates that 16.7% of a lawyer's time is normally
spent performing legal research.55 This amounts to about

6.7 hours a week. From the curves in Figure 24, an H of 6.7,
a C of $25/hour requires an r of about .3 in order for the
system to break even in a four man law firm. An r of .3
implles that a lawyer with an automated system must be able
to perform legal research 3.3 times faster than he could
manually. An r of .3 seems to be well withln the capability
of the proposed system., If the System 1s faster or 1if more
time 1s spent in case research, or both, the benefits will
exceed the costs. This kind of analysis can be performed for

different values of C and for different size law firms.

SoMorris Cohen, "Research Habits of Lawyers," Juri-
metrics Journal, IX (June, 1969), p. 191. [This number
compares favorably with a similar study conducted in Canada
(which is also a "Common Law" county) which estimated the
percentage to be 21% (reported in The Ottawa Citizen,
Decembar 9, 1972, p. 9)].
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Although the cost-benefit analysis of 'law firm opera-
ting costs for the automated system already appears favorable,
it should be noted that the above analysis was conservative
in the sense that it assumed that the automated system was
no better than manual operation--only faster. The system's
potential for improving the quality of legal research would
tend to tilt the balance on the benefit side. Another
possible benefit of the system's remote terminal is its
potential use in the data management of the law firm's
normal operations. By adding some additional memory and a
lineoprinter to the microprocessor, display and keybbard
configuration, the remote terminal could provide services
such as client billing keeping accounts of attorney time, re-
cording cash flows, drafting standard legal forms such as

wills, and payroll processing.56

The variety of law firm
management functions which -a computer terminal coulé perform -
once 1t 1s installed tends to improve any cost-benefit
analysis made on the automated case law retrieval system.

In summary, the economic analyéis argued for government

funding to initially develop the computerized case law

56See Boris Ellison, "The Computer as an Economic
Solution to Law-Office Record-Keeping Problems," Jurimetrics
Journal, X {(June, 1970) or F. Patmon, "Total Systéms Approach
tTo the Practlce of Law," Law Office Economics and Management,
XI (February, 1971), p. 50I.




-150~-

retrieval system. Once established, the above cost-benefit
analysis indicates the operating costs of the system are
more than offset just by the savings in lawyers' time. The
additional beneflts of improved research and law office
management are further Jjustifications for the computerized

system.
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Chapter 6 LEGAL AND BEHAVIORAL PFROBLEMS

6.1 LEGAL PROBLEMS

Literature on the general subject of computerized
case law retrieval systems suggests that there aré two
potential legal problems associated with such systems.

These are (1) copyright laws, and (2) the unauthorized
practice of law.

Although the decisions contained in the cases them-
selves are not copyrighted, most of the supplementary
matefials such as headnotes, synopses, and lists of citations
found in legal reference systems such as West's are subject
to copyright protection. The way in which the automated
system 1s designed, supplementary case material suéh as head-
notes and lists of citatlons are included in the case summary
file. Certainly, one could start from the actual cases them-
selves and extract all of the citations and other material
needed for the file, but this would be an enormous waste of
time, money, and effort; given that this has already been
done by commercial publishers. It would seem that the most
reasonable approach would be to negotiate wlth the concerned
publishers for the use of needed copyright protected material.

The question of whether the use of an automated case

law retrieval system by laymen constitubtes unzuthorized
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‘practice of law has been raised many times. Attempts at
just defining what "practice of law" actually 1s has led
to controversies, ambiguities, and inconsistencies. With
regard to unauthorized practice and.computer systems, the
American Bar Assocliation Committee on Unauthorized Practice

has made the following statement:

a retrieval system is unobjectlonable so long

as it is merely a means of storing textual infor-
mation for later retrieval. In that respect,

it is similar to a library. So long as it is a
library, there would appear to be no unauthorized
practice of law problems present. When, however,
the system becomes so sophisticated that facts
are fed into it from which the system draws legal
conclusions based on specific legal apglysis,

it would involve the practice of law.-”’

The ABA further states that if the system does "practice

law," then its use must be restricted to lawyers (members of
the Bar) and the use of the system by laymen would constitute
unauthorized practice. 1In light of the above statements, how
does the proposed system séand with regard to unauthorized
practice? The system accepts key words (facts?) and outputs
cases believed to be relevant. Is the output of relevant
cases in some sense a "legal conclusion”? This is a debatable
question. In the opinion of this author, since the computer
does not use "specific legal analysis'" but, rather, lawyer-

supplied words, weights and the statistical relationships

5T"Computer Retrieval of the Law: Challenge to the
Concept of Unauthorized Practice?" University of Pennsylvania

Law Review, CXVI (M=y, 19€2), p. 1273,

e
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between words, it cannot draw any kind of "legal conclusion.™
Thus, the availability of a computerized case law retrieval
system would not constitute any more of a threat to unauth-
orized practice than the existence of the West system in a
public library. There is also the following side issue. If
computer case retrleval systems are implemented and if they
demonstrate a significant improvement over manual search
systems, then the pocpularity of these systems could result
in a decline in the availability of manual index/search
systems. "If such a situation comes to pass, exclusion of
laymen from automated retrieval systems may be a denial of
their right to have access to 'the law.'"?8 This might
present a problem if, in fact, laymen were excluded from the
use of such systems via unauthorized practice. Barring such
a grave error, it-is envisioned that if manual index systems
in the legal area were to be discontinued, librariés would
contain microfilmed decisions available for all to read and
would also have a remote terminal which would be available

for searches at some reasonable fee.

6.2 BEHAVICRAL ISSUES
Perhaps the greatest obstacle to the implementation
of computerized case law retrieval systems 1is gaining the

acceptance of practicling attorneys. With the exception of
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the typewriter and the Xerox machine, the legal profession
has remained immune to vi:tually all technological advances
since the invention of the printing press. In the medical
profession, large hospitals, research clinics, and univer-
sities engage in medical research., There are no such counter-
parts in the legal profession investigating advanced legal
methods. The daily work of physicians involves new medicines,
new equipments, and techniques. Lawyers, on the other hand,

. use the same tobls of trade that they have always used.
Certainly the nature of the law is dynamic and changes con-
stantly, but in interpreting the law and applying it to
problems at hand, the lawyer has no more resources available
to him than he had fifty years ago. In fact, because of the
increased number of. laws and cases, his Job is more difficult
now than it was fifty years ago. The need for stability in
law has led to the reliance on traditions and precedents as-
expressed in concepts such as "judicial restraint" and

stare decisis. Perhaps this kind of philosophy accounts for

some of the perceived reluctance to change legal research
‘methods.

Lawyers, for the most part, are not technically
oriented. Except for its associated legal problems, tech-
nology is not a part of a lawyer's daily work as it is, for
example, with physicians. Lawyers don't understand (and,

4

therefore, don't trust?) compusers. Ihe greatost interaction
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between lawyers and computers is probably in the form of
monthiy credit card bills--this already puts the digital
computer in a bad light.

When asked to react to a computerized case law
retrieval system, the followling remarks are typical of those
solicited from practicing attorneys:

"I don't want a computer doing my job for me."

"I cannot program computers."

"Computers are too expensive."

"I don't need a computer, I get paid for performing
legal research.

"Current case law research is a good way to break
in new lawyers."

"I don't trust computers."59

The flrst remark, "I don't want a compuﬁer doing my
job for me" almost sounds as if the attorney is afraid that
the legal profession will be dissolved and replaced by an
electronic wizard. Certainly, the computer will do some of
the work which is currently being done by the lawyer, but
what kind of work is it? The computér will perform the
clerical, mechanical tasks of searching through millions of

cases and retrieving some appropriate documents. The attorney

1s still absolutely essential in the characterization of the

59'I‘hese statements are paraphrases of the actual
reactions of lawyers interviewed by Kinwood Harris, MIT,
Class of 1973,
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problem at hand, reading the decisions of previous cases,
interpretting the law, and predicting how the law will be
applied to the current dispute. He then must advise his
c¢lient and/or argue principles of law before the bench. The
computer only acts as a "middleman" 1n relieving some of the
drudgery assoclated with case law research. By no means is
the system intended to replace the legal skills and exper-
tise of the lawyer.

The response of "I cannot program computers" rings of
the fear that such systems would necessitate that the lawyer
go back to school to become a computer expert. This, of
course, is not the case. Not knowing how to program a com-
puter does not prevent one from operating a computer. The
analogy can te made that one doesn't have to know how the
internal comkbustion engine works in order to take advantage
of using and driving an automobile. The computerized case
law retrieval system already will be programmed and all the
lawyer will have to do is to steer it onto the right path.

The notion that computers are expensive is a common
one. In fact, the proposed centralized computing system is
expensive. However, lawyers' time 1s also expensive, par-
ticularly when this expense is summed across all of the
practicing lawyers in the U, S. The economic analysis‘in
the previous chapter justified the operating costs of a

computerized system hased on the savings in lawyer time.
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The response, "I don't neéd a computer, I get paid for
performing legal research" is just the problem which the
system 1is trying to solve; Lawyers should be compensated
for the use of their professional skills and talents. But
spending countless hours in a law library wading through
outdated indices and searching through thick volumes of
Reporters does not require a high caliber of skill and talent.
By reducing the time necessary to perform legal research, the
lawyer can devote more of his time to using his lrreplaceable
professional know-how in interpreting the law and applying
the law to hils client's problems. |

‘ The time and drudgery of case law research has resulted
in the delegation of this task to junior members of 1aw.firms.
This practice is cloaked by the premise that it is‘a good way
to "break in" new lawyers, and is perpetuated by the 1line of
reasoning which goes "I had to do it when I joined the firm;
therefore, others have to do it when they Jjoin the firm."

If case law research 1s actually a good way to "break in"
lawyers, then the use of computers in case law research is
probably even a better way to "break in" new lawyers since
it would allow more research to be performed in the same
amount of time.

The response "I don't trust computers" 1s probably the

most serious behavioral problem and one which cénnot be

oy
¢

readily answered. In order for @ attorney ©vo have faith
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in the system, he would have to work with both the automated
system and with manual operations for some time. "Ultimately,
total credibility of any automated researching system prob-
ably must be predicated upon lengthy and continuing compari-
sons of computer results and results cbtainable through
traditional research methods?6o This, of course, would be
very expensive and time—consumihg. R. W. Robins has sug-
gested that a possible means of circumventing this problem
is to have an organization such aé the ABA investigate and
certify automated case law retrieval systems.61 Aside from
the technical problems'of how such an agency would test a
system for certification, it 1s not at all clear that a
favorable edict 1lssued by a regulatory organization would
cause lawyers to accept the computer and "believe" in its
results,

Perhaps these behavioral problems will be solved by
the impact of students currently graduating from law school.
More and more law schools are offering introductory courses
in computers as part of their curriculum. Basic understand-

ing of computers will serve to eliminate the fear. Also,

present law students are not tied to the security of the

60

61 ‘
Ibid.

Robins, op. ¢it., p. 714
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traditional legal research system; they have a "let's see

if it works" attltude toward the innovative use of computers

62
in the legal profession.

62
Jeffrey A. Meldman, "Law Student Attitudes Toward
Computers and Iegal Research," Jurimetrics Journal, IX
(June, 1963), p. 210.
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Chapter 7 SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

Traditional methods of performing case law research
are no longer adequate to cope with the increasing volume of
reported decisions. Since the declisions of litigated dis-
putes constitutes a body of law in the U,S., the attorney
must be able to accurately search through the collection of
case decisions to determine what is the law and predict how
it will be applied to the controversy at hand. This search
fof relevant cases through the use of cumbersome, outdated
indices, digest, and key topics, 1is probably the most burden-
some and least satisfying aspect of a lawyer's job. Besides
being extremely timg—consuming, manual indices do not guar-
antee that the lawyer will find those cases relevant to his
problem., Rigid hierarchial indices tead to be most accurate
in the dormant areas of law and leastaccurate in the dynamic,
changing areas. In performing a search, the lawyer 1s
limited by the quality and skilll of the editors who index
the cases. Pigeonholing cases into a limlted set of legal
issues causes many kinds of errors and distortions. All in
all, the lack of an efficient, accurate means for obtaining
relevant case decisions can lead to expensive delays,
erroneous decisions based on inaccurate or incomplete infor-

mation, and injustices »re-nl<iny fror dhe dnacceessability of

the law.
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Early attempts at applying computers to case law
retrieval were little more than mechanizations of existing
manual systems. Although they retained all of the defic-
iencies inherent to manual indexing-and abstraction, these
"Point-of-Law" systems offered the advantage of increased
speed and the capability to search on more than one topic
simultaneously. The next major advance in this technology
was the development of systems which were not dependent on
indices. By storing full text, KWIC systems are able to
éircumvent all of the problems of manual classification.

The majof drawback of KWIC 1is the requirement that user
search request words must exactly match words in the
retrieved text. Of the various attempts at computerizing
case law retrieval, KWIC-type systems have enjoyed the great-
est success and a number of such systems are in operation
today. Although they did not result in operational systems,
experiments applylng the association factor to case law
résearch have demonstrated that the exact match requirements
of KWIC can be overcome through the use'of probabilistic
techniques. In addition, the association factor technique is
- capable of ranking retrieved cases in order of probable
relevancy.

The potential of the assoclation factor algorithm for
overcoming the index and language problems inherent in other

manual and automated systems nas led to iis selection as the
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basis for the proposed compnuterized case law retrieval
system. Suggested improvements to the baslc technique
include the use of automatic indexing and extensive lawyer
interaction in the calculation of document relevance numbers.
A preliminary hardware systems investigation indicates that
a time-shared system consisting of a large central computer
and many remote terminals located 1n the offices of law
firms would be a technically feasible implementation. A
cursory economic analysis of this implementation prbduced
the result that the operating costs of the computerized
case law retrieval system are more than offset just by the
savings in lawyers' time. Other benefits such as "better"
law and general law office data management would serve to
improve the cost-benefit analysis.

It is recommended that a thorough study by made of
the proposed computerized case law retrieval system. The
technical, legal, and behavioral probiems itemized in the
body of this document must be investigated. Once these
problems have been addressed, an effort should be made to
secure government funds for a complete system implementation

and test program. The development of such a system could
have a profound affect, not only on the administration of

justice, but also on the dissemination of information and

knowledge in all other fields of endeavor,
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APPENDIX I
63

MEASURE USED FOR AUTOMATIC INDEXING
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APPENDIX 1II
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