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Abstract

This thesis is based on a simulation of the job sched-
uling algorithm used by the IBM 370/155 at the MIT Informa-
tion Processing Center. The simulation, written in SIMPL
(developed by Professors Malcolm M. Jones and Richard C,
Thurber), concentrates on the main device scheduler, which
is responsible for allocating the seven 9-track tape drives,
the two 7~track tape drives, and the ten-disk drives to jobs
that require these devices. By experimenting with the vari-
ous parameters that can be changed on the actual system and
collecting statistics on the percentage of time that each
device spends in the four states (idle, reserved, setup,
and executing), it is possible to determine whether or not
there are actually too many devices for the system, Al-
though there was not enough money to make as many trials as
I would have liked, I have found that the number of devices
presently in use 1s certalilnly adequate for the system, and
that performance would be only slightly ddwngraded if sever-

al of the disks and 9-track tapes were removed,
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A Brief Introduction to the 370 Job Scheduler1

The job scheduling algorith under ASP/MVT schedules a
job for processing on the IBM System 370/155 in four differ-
ent steps., First, a job is given an input device., Second,
it is given the tapes and/or disks it needs. Third, it is

given main storage. Last, it is given an output device.

Input devices

When a job is handed to the operator, it is placed in
a tray corresponding to the service requirement index spe-
cified by the user: high, standard, or low (jobs with sri
emergency are read into the computer immediately)., In each
tray the jobs are ordered by their submittal time, and the
trays are ordered high > standard > low. Allocation of a
card reader is according to the following algorithm:
1., Read the Jjobs in the highest ordered nonempty tray
in chronological order into the system.
2. Take the next lowest tray; if jobs have arrived
such that a higher tray is nonempty, go to 1.
3. Otherwise read in the lower tray.

L, Go to 2,

1. This section is a condensation of GI18-revision2, published

by the MIT Information Processing Center, September 30, 1971,
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Setup devices

After a job has been read in, it is placed in one of
fifteen resident job queues (resqueues), numbered 0 to 14,
Jobs with sris emergency, high, standard, and low are filed
in queues 12,5,3, and 1 respectively. In addition, some
special jobs with low priority go into queue 0. A job re-
mains in resqueue as long as:

1. it needs a device or main storage, and

2, it has not finished executing, and

3. it is not being held.

The main device scheduler (MDS) is responsible for al-
locating the setup devices., It begins a scan of resqueue
when either a new job enters the system or a job finishes
executing and frees up one or more setup devices., Starting
with the highest numbered queue containing a setup job, it
examines each such job sequentially, If all the devices
needed by the job are free, they are immediately allocated,
The job is moved upward the number of queues specified by
INCREMENTZ, where it awaits main storage allocation. If a
job cannot be allocated all of its devices, and AGING=YES
has been specified, and it was at the top of its gueue, it
is placed at the bottom of the next higher queue. If there

is no higher queue, the job stays where it is.

2. For an explanation of INCREMENT, BARRIER,DEPTH,CHOICE,

and AGING, see System 360 and System 370 ASP System V-2,

Console Operator's Manual, Revision 8, March, 1971, IBM

=7 =



There is actually a midpoint between the two extremes
of allocating all or none of the required devices. A job
can take devices away from another job in the same or a
lower queue if the message has not yet been sent to set up
the devices, In this manner a job can have some of the
devices it needs reserved by MDS. It is also interesting
to note that a problem could arise when with priority "high"
requests three 7-track tape drives when there are actually
only two. All jobs with lower priority could wait indefi-
nitely if they needed any 7-track tapes. Luckily, this
situation rarely (if ever) occurs.

MDS ends its scan in four situations:

1., a) When DEPTH=j has been specified, and

b) j jobs have been set up without finishing exe-
cution,

then MDS ends after allocating devices for the jth job,

2. a) When BARRIER=PRTY has been specified, and

b) a job has been passed over,

then MDS stops after scanning the queue containing the

passed-over job,

3. a) When BARRIER=b has been specified, and

b) MDS started scanning above or in queue b, and
¢) a job above or in list b has been passed over,

then MDS stops after scanning queue b,

4, a) When BARRIER=b has been specified, and

b) MDS started scanning below queue b,
-8 -



then MDS stops after scanning queue 0,

Main Storage

The main service routine (MSV) is responsible for allo-
cating main storage, M3V is called in three cases:

1. When a job is read into the system, or

2, when a Jjob has been allocated all it devices, or

3. when a job finished executing.

Like MDS, it scans the fifteen queues, It allocates main

storage to a job when:

1. the job haé been allocated all of its devices, and

2. there is enough core left to satisfy the region spe-
cified, and

3. the CHOICE option is satisfied.

MSV ends the scan when:

1. CHOICE=PRTY has been specified, and a job is passed
over, or

2, DEPTH=J has been specified, and j jobs are currently
executing, or

3. JSPAN=n has been specified and n jobs have been
scanned, or

L4, PSPAN=p has been specified, and MSV has completely
scanned p queues, or

5. BARRIER=PRTY or BARRIER=b has been specified, and

the condition is met.



Output devices
The job segment scheduler (JSS) is responsible for allo-

cating line printers and card punches, It scans the job con=
trol table, which contains all jobs in the system ordered by
sri and time of arrival within sri. It starts its scan when:

1. a job is read into the system, or

2, a job finishes execution, or

3. a job finishes printing or punching.

JSS allocates a printer or punch when:

1, the job has printed or punched output, and

2, the job has finished execution, and

3, the job is not being held, and

L, there is a printer or punch available.

Once JSS starts a scan, it continues until it reaches the

end of JCT.

o], s



Assumptions on the Model

In order to simplify the model, yet keep it as close as
possible to the real system, the following assumptions have
been made:

1 As soon as a job 1s handed to the operator, it is read
into the system. This eliminates the input device scheduler,
but is not really a deviation. Under normal conditions, there
are enough operators and there is enough time between jobs so
that the "waiting trays" are eliminated,
2, The processes of reading in a job and MDS scanning resqueue
take no time, Of course, they do take a few seconds, but this
will not really affect the model's validity.
3. The time it takes to setup the devices for a job is three
minutes, It is almost impossible to measure this time and
find a true figure, but three minutes is fairly close,
L, 1If a job can be executed because the DEPTH=j option has not
been passed, then it will be given main storage regardless of
its region size. This is the main difference between the model
and the actual system, However, this allows me to eliminate
MSV and concentrate on MDS, and will probably not appreciably
change the statistics on the device usages.,
5. Whereas the actual system-has fifteen gueues numbered from
0, the model has sixteen, numbered from 1. This so that a job
with sri "emergency” (queue 13) can be pushed up to queue 16
(normal increment being 3). Numbering from 1 facilitates

. T



the coding.

6. A job will never use more than six devices. There are,
of course, infrequent jobs that do require more (such as the
Barvard "monster" job), but the chance of such an event occur-

ring is minute enough to be ignored.

—12w



Description of the Model

The model is composed of seven procedures, or activi-
ties, of which six are external (i.e., written and compiled
separately) to the main activity. All variables in the main
activity are global (i.e., available to all the activities).
However, in order for an activity to reference the data in
an external activity, the second must be declared within the
first, and the first must set a connector (a pointer to the
3

data base) to the second,

The key data bases of the model are the three arrays

corresponding to the devices~ tape9(7,3), tape7(2,3) and

disk(10,3). The first index is the status of the device,

the second index is the queue of the job to which the de-
vice is attached, and the third index is the position of
the job in the queue. These pieces of information make it
quite easy to change the status of the devices and to switch
them from one job to anothef.

All variables that I have used (with the exception of

the system variables Time, Agenda, and Current) are lower

case, In order to distinguish them in the following pages,

they will be underlined whenever referred to. If two words

3. For a compiéte description of the SIMPL language, see The
SIMPL Reference Manual, by Professors Malcolm M, Jones and

Richard C, Thurber, October 18, 1971, or The SIMPL Primer,

by the same authors, October 4, 1971.



are underlined together like job depth, it means that they
are connected by an underscore (job_depth) in the model,

In this section I shall give a description of each acti-
vity, along with a flow chart for each, For a listing of the

source programs, see Appendix II.

1



Sched

Sched is the main activity of the simulation, It not
only declares and initializes all global variables, but also
declares all of the external activities., It receives from
the console five of the parameters that can be changed on

the actual system (aging, barrier, depth, increment, and

job depth), plus the length of the simulation in minutes

(simtime).

The body éf the activity is quite short. PFirst, it
activates initial to initialize the resident job queue
(resqueue), Next, it sets the bit start to 0 to indicate
that initialization is over. Then it schedules the first

sample of resgueuea to occur at Time = fifteen minutes,

The statement at the label generate tests to see if it
is time to end the simulation., If the system time is great-
er than or equal to simtime, a final sample is activated;
the command "endsim” then ends the simulation,

If simtime has not yet been reached, a new job is gen-
erated., First, sched calculates the interarrival time for
the job, then delays that length of time, After increment-
ing the job counter (n), it activates job and passes it nine
zeroes, These zeroes are meaningless, inasmuch és they cor-
respond to statistics on the job (region, class, number of
devices, etc;) which have not yet been calculated, However,
Job has been declared to have nine arguments, since initial

il B



does pass nine meaningful numbers; therefore, the zeroes
must be included,

After sched has been returned control from job, it
activates the main device scheduler (mds). When control
again returns to sched, it repeats the cycle by jumping

back to generate,

-16-
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Initial

Initial is in charge of initializing resgueue, The
first thing it does is to request the user to type in the
statistics about the Jjob: status, Jjob queue, position in the
queue, region, class, run time, total number of devices need-
ed, number of 9-track tapes, 7=-track tapes, and disks needed,
and number of 9-~track tapes, 7-track tapes, and disks still
to be allocated, If the status (st) = 2 or 3, indicating
that a job is being set up or is ready to start executing,
then the last three numbers must be zeroes, If gt = 0, in-
dicating that a Jjob has not been allocated any devices, then
the last three must equal the previous three., If gt =1,
indicating that a job has been allocated some of its de=-
vices, then the last three can be less than or equal to the
previous three. A status of -1 means that no more jobs are
in the system at Time = 0.

After reading in the list and making sure that st # -1,
initial increments n and prints back a message specifying the
job number, status, and types of devices needed., It then gives
the right number of devices to the job. I shall go step by
step through the allocation of 9-track tapes, since the allo-~
cation of the other devices works .exactly the same.

Since there are seven 9-track tapes, initial will go
through the first do-group a maximum of seven times. How-
ever, each time it checks to see whether st = 0 or t£t9 = t9n.

-18-



(whether the job has been given all the 9-track tapes it
needs), If both tests are negative, the first tape is checked
to see whether it is idle., If so, it is given the same sta-
tus, queue number, and position in the queue as the job, The
number of 9-track tapes for the job (t9) is decremented.by 1,
as is the number of idle 9-track tapes (£9_idle). If st =1,
then the number of reserved tapes (t9 res) is incremented by
1, Execution then goes to the beginning of the block where
the counter (corresponding to the tape number) is incremented
and the conditions are retested., If the tape examined is not
idle.then nothing is done, and initial passes on to the next
tape.

After all of the devices have been allocated, initial
activates Jjob and passes it nine parameters: region, sri,
class, run time, total number of devices, how many of each
type are still needed, and status, Upon return, a reference
name (steinberg) is given, and a pointer (obj ptr) is con-
nected, to the job.

If the job is ready for execution, the execution acti-
vity is immediately activated. If the job is ready fof setup,
then execution is scheduled for three minutes in the future,

In either case, obj ptr, Jjob q, and steinberg are passed as

arguments to identify the job.

At this point, initial loops back to again, and the cy-
cle is repeated until a status of -1 is input. When this
occurs, a message is printed saying that initialization has

-1 8-



been completed, and the activity ends., Initial is called

only once in the simulation,

—20~
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A new job is activated each time a job enters the sys-
tem, In all cases the number of the job (number) is set
equal to the current value of n, and the entry time (entime)
is set equal to the current value of Time,

If start = "1"b, meaning that initialization is taking
place, Jjob checks to see if gtatus = 2 or 3. In either of
these cases, the bit alma is set on to indicate that the job
has been allocated all its devices.

If start = "0"b, meaning that the job has been gener-

ated by sched, job must calculate the statisties about it-

self, PFirst, it sets status = 0. Next, it figures out

region, sri, classs, runtime, and setup (total number of

devices). Then, depending upon this final value, it calcu-
lates the number of each type of device needed. For prob-
abilities it uses the float binary lookup arrays declared
at the end of sched.

Finally, regardless of the value of status, Jjob files

itself at the end of resqueue(sri + 1), then suspends it-

self, The "suspend"” statement merely prevents execution of
the statement "end job", which would wipe out the data base
of the job and prevent us from ever accessing it. Even
when we finish with a job and remove it from resqueue, the
Jjob activity and its data base remain {still suspended).
Control then passes back to the calling activity,

=D
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Mds

Mds is the heart of the model, It is activated by sched
after a new job enters the system, or by release when a job
frees its setup devices., However, it does not allocate de-
vices to the jobs in the system at Time = 0; this is done by
initial,

The first thing mds does is to perform two tests: it
checks to see if the number of jobs already set up (num setup)
has reached the maximum (depth), and if all devices have been
given to jobs that are set up or executing. If either test
is positive, the scan ends immediately.

Next, it starts at resqueue(16) and works downward, try-
ing to find the first nonempty queue. If all queues are empty,
the scan ends., If, however, it finds a queue with a job, it
saves the queue number as i1 and transfers to chk set.

At chk set the number of jobs in resqueue(i) is saved as
k, and j, the position-in-queue counter, 1is set to 1, Mds
then checks to see if Jj>k, i.e. if it has scanned past the
end of the queue, If so, the queue number i is decremented
and tested for being 0, If i = 0, the bit jump is set on,
indicating that all queues have been scanned, and mds trans-
fers to chk age (which will be described soon).

If j%£k, meaning that the last job in fthe queue has not
' been scanned, mds connects a pointer (Jjob ﬁtr) to the next
job and prints out a message "¥*¥#¥¥, job number,alma,¥¥*#%n,

2L



where alma is the bit telling whether or not all the devices
have been allocated. If alma = "1"b, mds skips over the job

by incrementing Jj and jumping back to next to check if J>ka

If alma = "0"b, then mds tries to allocate the devices for
the Jjob.

The allocation is quite similar to the process described
in initial. Again, I shall describe it for 9-track tapes,
inasmuch as mds allocates them first and as the other allo-
cations work the same,

Mds goes through the do-group a maximum of seven times,
checking each time to make sure the number of tapes needed
(job ptr » 1£9 needed) is positive. If the job still needs
tapes, and the tape is idle, it is given to the job. The
three indices in the tape array for that 9-track tape are
given the values 1 (reserved), i, and j. Job ptr > t9 needed
and t9.-idle are decremented, while t9 res is incremented. If
the tape is not idle but is reserved for a job in resqueue(i'),
where i' £ i, then the new job takes the tape away from the
old one. Again, the number of tapes needed by the new job is
decremented, but the number needed by the o0ld one is incre-
mented. The program then loops to the beginning of the do-
gTroup.

After reserving as many devices és possible, mds looks to
see if the job still needs more, If the answer is yes, the
bit no_ex is turned on, meaning that the job has been passed
over (partially or totally). Otherwise, mds goes back and

P



changes the status of each device to 2 (setup), decrements

the variables t9 res, t7 res, and d res by the proper amount,

and turns job ptr alma on. It then gives the job a name

(glgg} and schedules it for execution in three minutes, passing
execution the arguments job ptr, i, and dick, It also increments
num setup by 1 and turns on the bit return to show that a job
has been scheduled to execute. Mds then jumps to chk age be-
fore restarting the scan.

If the job was not given all its devices, mds checks to -
see if the job was first in its queue (j=1). If so, and if
aging was specified, 1t turns the age bit on and sets g=i to
save the queue number, It then increments j and looks at the
next job by going to next.

Mds gets to chk age after it has finished scanning a
queue or after a job is scheduled for execution, If age is off,
nothing happens; if it is on, though, the job to be aged is
moved up a queue,

The process is actually a bit complicated, First, 8 1is
set equal to the number of jobs in the next higher queue plus
1., Second, each tape and disk is examined, If it belongs to
the job that is being aged, the device’s queue number is incre-
mented by 1 and its position is changed to s, If the device
belongs to another job in the same queue, its position is de-
cremented by 1, since the second job in the gueue will now be
the first, the third will be the second,ete, Last, mds removes
the job from the lower queue, files it in the higher queue,

-26~



ahd turns off age.,

After chk age, mds makes several checks, If return is on,

mds turns it off and restarts the scan with chk dep. If jump
is on or if no ex is on and the barrier has been passed, mds
ends, Otherwise, it resumes the scan with the next queue by

jumping to chk set.

-2
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Execution

Execution is called when a job is about to start execu-
ting., If this occurs during initialization, it simply incre-
ments the job-executing counter (num exec), prints a message,

and schedules release for Time + runtime, If, however, it is

called by mds, it does quite a bit more. First, it checks to
see if num exec has reached the limit (job depth). If so, it
enters the job in a waiting queue (wait g) according to pri-
ority, then suspends itself. Later, release will reactivate
execution, at which point the job will begin executing.

The above point is slightly ambiguous. In the actual
system it is the job that has to wait. However, in the model
the process execution is actually filed in wait g. When
release activates the first process in wait g, it is "waking
up" the execution corresponding to the job with the highest
priority.

Execution reaches the statement "num eXec = num exec + 1"

after it has been woken up, or when num exec is less than
job depth. It increments the number of jobs executing,
changes the job's status to 3, finds the new position of the

job in resqueue(gno), and changes the status of all the de-

vices the job uses to 3 (executing). Before it ends it

scheduleé release at Time + runtime,
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Belease

A new release is activated each time a job finishes exe=-
cuting. Execution passes it a connector to the job (rls ptr),

its queue number (the g), and a reference names (jones).
First, release finds the position of the job in its queue

(the pos), removes it from resqueue(the q), and decrements

num exec. oecond, it sets to 0 the row of three statisties
having to do with each device the job used and increments

t9 idle, t7 idle, and d idle by the proper amounts. Then,

since all the other jobs in resqueue(the g) that had posi-

tion lower than the pos are now moved up one, release decre-
ments by 1 the position of each device used by one of these
latter jobs, Third, release looks at wait g. If there are
jobs waiting to be executed, it activates the execution cor-
responding to the job at the top of the queue, Last, it acti-

vates a new scan by mds, then ends.
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Sample

Sample is first activated by sched at Time = 15. It
then reschedules itself every fifteen minutesq In addition,
it is activated again by sched at the end of the simulation.
Its purpose is to give a listing of all jobs in the resident
job queue so that the user can check thelr progress.

Its logic is straightforward., It looks at all resqueue(p),
16 2 p 2 1, When it finds a nonempty queue, it prints out
statistics on each job, resetting a pointer (gggg) each time
so that it can reference the data base of each job. If the
paper in the terminal has been set correctly, the list will

be printed on a new page.,
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Testing and Results

The model was run with the following parameters held
constant: aging = "0'b, barrier = 0, depth = 15, increment ;
3, and Jjob depth = 5. The last three, the most important, .
are the normal values used at the Information Processing
Center. The mean interarrival time used was that of shift
1, i.e. daytime usage. To facllitate the explanation, I
will use as an example a run with runtime = 60 (one hour);
the actual output is included as Appendix IV.

To purposely overload the system, I initialized it
with eight jobs that used all the devices except for one
disk (by chance, the first job generated took that, too).
These jobs had execution times of up to seven minutes, I
was quite sure that this overloading would cause a long lag
in execution times,

For the first five minutes, five jobs were constantly
executing, with between zero and three in the waiting queue
(see figure 10). However, after six‘minutes, no more Jjobs
were ever in the waiting queue, and the maximum number of
jobs in the system was six, At about nine minutes, there
were four jobs executing, one below the maximum; afterwards,
there were never more than three executing at once, At one
point, between sixteen and twenty-four minutes, there were
no jobs in the system at all.

Similar results can be obtained by examining the device

=37 =



usage graph (figure 11)., For the first four minutes, nine

or ten disks were used. Thereafter, it dropped steadily
(although not monotonically) to a low of zero at sixteen
minutes., During the rest of the simulation, the number of
disks used never exceeded six. The same can be said for the
9-track tapes. From at high of seven for the first few min-
utes, the number of tapes used also fell to zero (since there
were no jobs in the system), then only rose as high as six
for a brief period. The 7-track tapes spent about half the
time working (usually just one) and the other half idle.

The results are clear. Except for the initial flurry,
three disks and one 9-track tape were never used, while two
more 9-track tapes were only used for about five minutes,
Removing three disks and a 9-track tape might prolong the
'"calming down'' period at the beginning, but would hardly
affect the system's efficiency for the rest of the time.

On the other hand it would probably be best not to remove

"a 7-track tape for two reasons, First, there are periods of
several minutes when both tapes are in use, and second, doing
so would prevent anyone from running a Jjob that used two
7-track tapes, The probability of someone using both tapes
is small, but not small enough to be ignored,

Whereas the above results follow in a straightforward
manner from the simulation, one should not hasten to throw
out IPC's disks and tapes. In the first place, my limited
budget prevented me from doing the comprehensive testing
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that I would have liked to do. In the second place, the pro-
gram for gathering statistics on variables in the simulation
is in the process of being implemented. When it is working,
it will calculate the usage statistics more accurately (and
much more- easily) than I have done, Then we may be able to

draw firm conclusions as to the supply of devices at IPC.
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Appendix I: How to use the Model

The SIMPL language is currently only implemented on the

Multics system. Therefore, step 1 below corresponds to a

command that would change from system to system.

step

step

1: Type in: ssd >udd>SIMPLE>system with no
blanks between the first and last "»>"., This sets the
search directory so that the supervisor will know where
to look for the keyword "sim" in step 2. This command
only has to be typed in once, no matter how many times

the model is run in a sitting.

2: Type in: sim sched aging barrier depth increment

runtime job depth where

aging is a bit with value "0"b = aging off, “1"b = aging on;j;
barrier is an integer from 0 to 16, with 16 being BARRIER=
PRTY ;
depth is an integer telling how many jobs can be set up
at once;
increment is an integer telling how many queues to move
a job up once it has been allocated all its
devices;
runtime is a float-point number telling the length of
the simulation in minutes;
depth is an integer telling how many jobs can execute
-



at once.
There are blanks but no commas between the values. A normal
command might be

sim sched "0'b 4 15 3 2.4e2 5

step 3: The terminal will respond with the message

PLEASE TYPE IN THE STATISTICS ABOUT THE JOB

The user responds with the statisties:

status, queue number, position in the queue, region,
»@élass,runtime, total number of devices, number of
©Q=track . tapes,number of 7-track tapes, number of disks,
number of 9-~track tapes yet to be allocated, number
of 7-track tapes yet to be allocated, and number of
disks yet to be allocatedl

For special values of status and class see Appendix II,
The numbers must be separated by blanks. A typical
response might be:

361128 2 3,002 002000

meaning that the job is ready to execute, is at the
top of queue 6, class B, 128 K, 3 minutes of execu=-
tion, uses 2 devices, both are disks, and has no de-
vices yet to be allocated (note: if status is 2 or 3,
the last three numbers are 0).

Another might be:

142200 171,0e0 3210010

meaning that it has been allocated some devices, is

<



in queue 4, second in the queue, 200 K, class A, 1 .:
minute of executing, uses 3 devices, of which 2 are
9-track tapes and 1 is a 7-track, and it still needs
the 7=track tape.
The console will continue to ask for statistics after
reading in each set. When the user wishes to end the
initialization, he types in
-1 000000O00O0O0O0O©O
Actually, the twelve Zeroes can be any numbers as they
are ignored, but the -1 must come first., After this, the
simulation will execute without further help from the

user,

I -



Appendix II: Source Listings of Activities
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1

sched.simpl 0h/29/72 .1106.9 ast Sat

sched: simpl (aging,barrier,depth, increment,sintime, job_depth);
del aging bit(1),
barrier fixed bin, .
depth fixed bin,
increment fixed bin,
simtine float bhin,
n fixed hin init(0),
taped(7,3) fixed bin stat init((21)0),
tape7(2,3) fixed bin stat init(( 6)0),
disk(10,3) fixed bin stat init((30)0),
td_idle fixed bin init(7),
t7_idle fixed bin init(2),
d_idle fixed hin init(10),
t9_res fixed hin init(0),
t7_res fixed bin init(0),
d_res fixed bin init(0),
resqueue(16) set queue,
nur_exec fixed bin init(n),
joh_depth fixed bin,
walt_qg set queue,
start bit(l) init("1"b),
classx(3) float bin init(3.45el,R.h7el,1,Ne2),
classy(3) float bin init(1l.nen,?2,Nel,3.0en),
srix(5) float bin init(8.7e0,3.36e1,9.281,9,00e1,1,Ne2),
sriv(5) fleat hin init(0.0en,1.Ne,3.0e0,5.Mel, 12,0e0),
regx(13) float bin init(7.9en,1.%7el,2.03e1,?.52e1,5.%6e1,6,06e1,6,3821,8,13e1,8.39<1,9.,23e1,9, 181,
9.75el,1.ne2),
regy(13) float bin init(0.ned,7.00el,1.Ne2,1.25e2,1.%e2,1.5e2,1.75e2,2.0e2,2.25e2,2.5e2,2.75e2,3.0e2,3.5e2;,
setx(5) float bin init(7.3%e1,9.2321,9.65e1,9,.89%91,9.97el,1.0e2),
sety(5) float bin init(l.nen,?2,Ned,3.Ned,h,.0en,5.0e0,i,.Nel),
setlx(3) float bin init(2.43el,5.58%e1,1.0e2),
setly(3) float hin init(0.nNen,1.ned,?2.nen),
set?2x(3) float bin init(l.7e-2,06.1e1,1.0e2),
set3x(2) fleoat bin init(3.kRel,1.ne?),
set3v(2) float bhin init(l.ned,?.nen),
job activity(fixed bin,fixed hin,fixed bhin, float bin,fixed bin, fixed bin,fixed bin,fixed bin,
fixed bin) external,
(rads, initial,execution,release,sample) activity external;

/* initialize the system =/

activate new initial;
start = "0"b;
schedule new sample for 1.5e1:;

senerate:
if Time >= sinmtime then do;
activate new sample; -
) endsim;
coend;
delay expon(1.77e9); /* averase interarrival time of 106 seconds =/
n=n+1;
put edit ("Job number ",n," arrives in svystem at ") (skip(2),column(1),a,f(5),a);
put data (Time);
activate new job (0,0,0,%,0en,0,0,0,0,0):
activate new rds;
goto generate; -~ o =
end sched;

Fo11T00 2073 AN+RR



initial:

again:

eol:

initial.simnl  0OL/29/72 1110.82 est Sat

activity:

del (reg, job_g,cl,numnd, £9n, t7n,dn,st, pos_in_q, t9,t7,d,c) fixed hin,

runt float bin, .
ohj_ptr connector{joh),
steinherg reference,

job activity(fixed bin,fixed bin,fixad hin,float bin,fixed bin,fixed bin,fixed bin,

fixed bHin,fixed bin) external,

execution activitv(pointer,fixed bin,pninter) external;

put edi+ ("PLEASE TYPE [N THE STATISTICS ABOUT THE JOBYM) (skip(2),column(l),a);
get list (st, job_ag,pos_in_qg,resg,cl,runt,nund, t9,t7,d,t9,t7n,dn);

if st = =1 then goto eol;
n=n=+1; &

put edit ("Jdob number !

i 1
e Ny

" 9-track tapes, ",t7," 7-track tapes, and

“a; ¥15),a,F45),9,f(5) a,FL5),a,Fl5),a):
do e =1 to 7 while (st™= 0 & t9 7= t9n);
0 fF tapef9(c,1) = 0 then do;
tape9(c, 1) st;
taped(c,?) job_aqa;
taped(c,3) pos_in_q;

1]

t9 = 9 - 1;

t2_Tdle = t3_idle - 1:

if st = 1 then t9_res .= t9_res + 1;
end;

end;

do ¢ =1 to 2 while (st 7= 0 & t7 7= t7n);
if tape7(c,1) = 0 then do;
tape7(c, 1) st
tape7(c, 2) joh_aqa;
tape7(c,3) pos_in_qg;
t7 = t7 - 1;
t7_idle = t7_idle - 1;
if st = 1 then t7_res = t7_res + 1;
end;
. end;
do ¢ =1 to 10 while (st =0 & d 7= dn);
. 1f disk(c,1) = 0 then do;
disk(e, 1)
disk(c,?)
disk(c,3)

nunu

st;
jobh_a;
pos__in_q;

noa i

d=d - 1;

d_idle = d_idle - 1;

if st = 1 then d_res = d_res + 1;
end;

end;

is initially in the system with status

{ 1

Vst," and uses M, t9,
"od," disks") (skip(2),column(l),

activate new job(reg,job_qg - 1,cl,runt,numd,t9,t7,d,st);

steinberg = set_ref(pos_in_q,resqueue(joh_a));

connect obj_ptr to steinhearg;

/* if the job is ready to he executed, schedule it for execution. if it Is setup, */

/% schedule it for execution in 3 minutes,

the average setup time */

if st = 3 then activate new exchtinn(ohj_ptr,job_q,steinberg);
else if st = 2 then schedule new execution(obj_ptr, job_q,steinberg) for Time + 3.0e0;

goto again;

- N

puUt edit ("Initialization has been completed™) (skip(2),column(l),a):;

end initial;



5

joh: - activity (resion,sri,classs,runtime, setun, t9_neeaded, t7_needed, d_needed,status);

Ldel

: numbher

Jjob.simpl 04/29/72 1117.9 est Sat

region Tixeacd hin,

sri fixed bin, Je.80,1,.5,5,

classs Tixed hin, /% 1,2,3% =

runtime float bin,

setup fixed bin, - .. ./* total number of setup devices needed

t9_neaded fixed bin, /* number of 7- or 9-track

t7_needed fixed bin, /* tape drives or 3330 disks

d_needed fixed bin, /* needed for the job

number fixed hin, ;. /% job number, assigned sequentially

entime Tloat hin,

z Tixed bin,

alma bit(1) init("0"h),

status fixed bin; .:./* 0,1,2,3 = no devices allocated, some devices
/* allocated, all devices allocated and awaiting
/% execution, executing

from 1

n;

entime = Time:

VK
/*
if
if

if this is not one of the initial jobs in the svstem, generate the
statistics on it

start "1"h & (status = 2 | status = 3) then alma = "1"b;
start "0"b then do;

status = 0;

region = c_lookup(regx, resy,uniform(0,100));

sri = d_lookup(srix,sriy,uniform(0,100));

classs= d_lookup(classx,classy,uniform(0,100));
runtine = expon(1.937e0);

setup = d_lookup(setx,sety,uniform(n,100));
.z = d_lookup(setlx,setly,uniform(0,100));

= 0 then t7_needed = t7_needed + 1;
if z = 1 then t9_needed = t9_needed + 1;

..else d_needed = d_needed + 1;

i tup = 1 then goto eoj;
ookup(set?x,setly,uniform(n,1n0));

if z = 0 then t7_needed = t7_needed + 1;
else if z = 1 then t9_needed = t9_needed + 1;
else d_needed = d_needed + 1:

if setup = 2 then zoto eoj;
'z = d_lookup(set3x,set3y,uniform(0,100));
if z = 1 then t9_needed = t9-_needed + 1;
else d_needed = d_needed + 1;

12 = bottom, low,standard,high,emergency

*/
*/

*/
x/
*/
®/
*/

*/
®/
*/

*/
*/

if setup
rd_needead
if setup
d_needed
if setup
d_needed
eoj:
put edit

put edit
prets edit
put edit
end;

= 3 then goto eoj;
d_needed + 1;
L then pgoto eoj;
d_needed + 1;
5 then gzoto eoj;
d_needed + 1;

| LI I I

("it needs ",t7_needed," 7-track tapes, ",t9_needed," 9-track tapes,
d_needed, " dislks") (skip(2),colurn(l),a,f(5),a,f(5),a,f(5),a);
("region = ",region) (column(l),a,f(5));

("sri = ",sri) (column(l),a,f(5));

("run time = ", runtime) (column(l),a,¥(5,2));

/% file.the job in the resident job queue according to sri */

antar Clirvrant

in roecratiaiialeri + 1)

and

7
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nds :

chli_dep:

cmds.simpl 0k/29/72 1131.5 est Sat

¢

activity;
del (i,j,k,m,a,s) fixed bin,
ame bit(l) init('"n"b),
Jurip bit(1) init(M"0"h),
return bit(1) init ("0"h),
job_ptr connector(joh),
dick reference,
(durmyvl, durmy 2, durimy3) reference,
no_ex bit(1l),
exectition activity(pninter,fixed bin,pointer) external;

nut edit ("MDS begins scan of resident job auaue at ) (skip(2),column(1),a);
put data (Time):

/* check to see if any more jobs can he set up % [
A

no_ex = "0"b;

chl_dev:

chk_set:

next:

if nurm_setup = depth then do;
put edit ("No more jobs can be set up™) (skip(2),column(l),a);

gzoto the_end;
end;

/% check to see 1f there are anv deviers 1aft =/

if (t9_idle + t7_idle + d_irlle + t9_res + t7_res + d_res) = 0 then -o;
put edit ("Thare are no more idle aor reserved davices") (skip(2),column(l),a);
goto the_end;
end;

/* Tind the first nonempty aueue in the resident job queue =/
&

do i = 16 to 1 hy =1;

. if set_cotint(resqueue(i)) 7= 0 then «oto chk_set;

jend;
put edit ("There are no rore jobs in the svsten") (skip(2),column(l),a);
goto the_end;

1;

J
set_count(resaueue(i));

Il

non

if j > k then do;

i =1 - 1:

if i = 0 then jump = "1"h;

goto chk_age;

. end;

durmyl = sat_ref(j,resqueua(i));
connect job_ptr to dummyl;
put edit (Msswxxz'", joh_ptr => number, job_ptr => alma,xx*x=") (skip(2),a,f(5),f(1),a);
if job_ptr => alma = "1"b then do;

= 1 ® 13
-goto hext:;
end;

/% try to reserve the devices for the joh =/

dom =1 to 7 while (joh_ptr => t9_needed > 0);
"I tapef(m,1) = 0 then do;
jnh_p?r 7? statils = 1;:

- -



tapa%(m, 2) i
tanae?(n, 3) 1
job_ptr => t9_needed =
t9_idie = t9_1dle - 1:
9 _res = t9_res + 1:
end;

else if tape?(m,1) = T & tapef(n,2) <= 1 & tape%(m,3) 7= j then do;
durmy? = set_ref(tape9(m, 3), resqueua(taped{(n,2)));
connect job_ptr to dummy?2;
joh_ptr => t9_needed = job_ptr =-> t9_needed + 1;
tanad(m,2) = 1;:
taped(m,3) = j;
connect job_ptr to dummyl;

Job_ptr => t9_needed = joh_ptr => t9_needed -~ 1;
joh_ptr => status = 1;

end;

job_ptr => t9% _needed - 1;

-and;
dom =1 to 2 while (job_ptr => t7_needed > 0):
if tape7(m,1) = 0 then do:
. job_ptr => status = 1;

citape7(m,1) = 1;
tape7(m,2) = i;

tape7(m, 3) I
.job_ptr => t7_needed

= joh_ptr => t7_needed - 1:
t7_idle = t7_idle - 1:

. t7_res = t7_res + 1;
Coend;

else if tape?(m,1) = 1 & tape7(m,2) <= 1 & tape7(m,3) 7= j then do;
Codummv? = set_ref(tape?(m,3), resaueue(tape7(in,2)));

‘connect job_ptr to durmmy?;
joh_ptr => t7_needed = job_ptr => t7_needed + 1;
tape?(m,2) = 1|:
‘tape?7(m,3) = j;
connect job_ptr to dummyl; -
job_ptr => t7_needed = joh_ptr =-> t7_needed - 1;
job_ptr => status = 1;
end;
end;
do m = 1 to 10 while (job_ptr => d_needed > 0);
if disk(m,1) = 0 then do;
job_ptr => status = 1;
disk(m, 1) i
disl(m,?) 13
disk(m, 3) iz
joh_ptr .=> d_needed = job_ptr => d_needed - 1;
d_idle = d_idle = 1;
d_res = d_res + 1;
end:
else if disk(m,1) = 1 & disk(m,2) <=1 & disk(m,3) 7= | then do;
durmy? = set_ref(dislk(m,3),resqueue(disk(m,?)));
connect job_ptr to durmv?;
job_ptr => d_needed = joh_ptr => d_needed + 1;
dislk(m,?2) = i;
disk(m,3) = j;
connect job_ptr to durmmyl;
job_ptr => d_needed = job_ptr -> d_needed - 1;

oH N0

I

joh_ptr => status = 1;
end; ’
end;
/* are there enough devices free for the job? if so, allocate them; if not, and if the %/ — B0~
/% job was first in the aueus and aging was specified, bump Tt up %/

if joh_ptr => ti_needed + joh_ptr => t7_needed + job_ptr => d_needed > 0 then no_ex = "1"b;

. = ' L - - 1 - ~ | s L o= ~ [ R o=
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dom=1 to 7
i

i & taped(m,3) = j then do;
- tana®(m, 1) = 2;
t9_res = t9 _res - 1:
end;
end:
dorm =1 to 2;
if tape7?7(m,2) = i & tane7(m,3) = j then do;
tane7(m,1) = 2:
t7_res = t7_ras - 1;
end;

end;
do m =1 to 10;

if disk(m,?) = 1 & disk(m,3) = j then do;
disk(m,1) = 2;
d_res = d_res - 1:

and:;
end; -
dick = set_ref(j,resqueue(i));
scheduule new execution(joh_ptr,i,dick) for Time + 3.0a0;
job_ptr => alma = "1'"b;
put edit (M=xxxx"_ job_ptr => number, job_ptr => alma, Mexxex') (skip(2),a,f(5),f{1),a);
nur_satun = num_setun + 1;
Faturn = M1k,
goto chk_agze;
end;
else if j = 1 & aainsg = "1"h then do;
age = ”1”]’),"
durmv3 = first(resauenua(id);
g = I3
end;
i= ]

=] -+
gotn nex

e %o

[ ]

/* here Is where we actually age the joh =/
chl_are:
if ape = "1"h then dn:
s = set_count(resquena(a+l)) + 1;
do 1 = 1 to 7;
i taped(n,?) = a A taped(mn,3) = 1 then o3

tape9(m,2) = q + 1; -
tapel(n,3) = s
end;
else if tape9(m,?) = g then tape9(m,3) = tape9(m,3) - 1;
end;
dom =1 to 2;
if tape7{(m,?) = aq & tape7{(n,3%3) = 1 then Ao;
tanae7(r,?) = g + 1:
tape?7(m,3) = s;
end;
else if tape7(m,?) = q then tape7(m,3) = tape7(m,3) - 1;
ent:
dom =1 to 10;
if disk(m,?) = aq & disk(m,%3) = 1 then -o;
disl(n,2) = q + 1;
disk(m,3) = s3;
end;
else if Adisk(m,?2) = q then disk(m,3) = disk{(n,3) - 1;
end;

age = "OMh.

enter first(resauecua(q)) in resqueue(aq+l);
remove first{resaueue(q)) from resqueue(q);
end;
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if return = "1"b then do; :
return = "0'h;
) goto chk_dep;
and;

/* check to see if the barrier has been passed =/
if jump = "1"b then goto the_end;
if 1 <= barrier & no_ex = "1"b then szoto the_end;
. goto chk_set;
the_end:

put edit ("Scan of resident job aueue has ended™) (skip(2),column(1),2a);
end mds; )

r 1135 5.785 'L42+112



execution.simpl ~ 05/07/72 1823.0 edt Sun

execution:activity (x_ptr,qno,mal);
del x_ptr connéctor(job),

r 1824

(gno,qpos) fixed bin, /* queue number and position in queue of job */

b fixed bin,
mal reference,
release activity(pointer,fixed bin,pointer) external;

/* if the system is being initialized, increment the number of jobs executing */

if start = "1"b then num_exec = num_exec + 1;

/* otherwise, see if there is room for another job to be executed. if not, suspend it and */
/* file it in a waiting queue. if there is room for it, change its status and the status =*/
/* of its devices to 3 (executing) and schedule its release for current time + runtime */
else do;

if num_exec = job_depth then do;
enter Current in wait_q using (gno + increment);
put edit ("Job number ",x_ptr => number," has been put into the waiting queue at Ly
(skip(2),column(l),a,f(5),a);
put data (Time);
suspend;
remove Current from wait_q;
end;
num_exec = num_exec + 1;
X_ptr => status = 3;
gpos= location{mal,resqueue(gnol);
dob=1to 7;

if tape9(b,2) = gno & tape9(b,3) = gpos then tape9(b,1) = 3;
end:

do b =1 to 2;
if tape7(b,2) = gno & tape7(b,3) = gpos then tape7(b,1l) = 3;

end;

do b =1 to 10;
if disk(b,2) = gno & disk(b,3) = gpos then disk(b,1) = 3;
end;

end;

put edit ("Job number ",x_ptr -> number," begins executing at ")

(skip(2),column(l),a,f(5),a);

put data (Time);
schedule new release(x_ptr,qno,mal) for Time + x_ptr =-> runtime;

end execution;

2,127 18+72
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re]ease;simpl 05/07/72 1827;5 edt Sun

release: activity(rls_ptr,the_q,jones);
dc] r1s_ptr connector{job),
(the_g, the_pos) fixed bin,
x fixed bin,
execution activity external,
jones reference,
mds activity external;

/* find the position in its queue of the job to be released #*/
the_pos = location(jones,resqueue(the_q));

/* remove the job from the resident job queue and decrement the number of jobs executing */
remove jones from resqueue(the_q);
num_exec = num_exec - 1;

/* free up the devices it used. ary job it the same queue below the one just removed will */
/* be moved up one position, so we have to change the position number on the devices %/
/* that these latter jobs use ; */

do x =1 to 7;
if tape9(x,2) = the_q then do;
if tape9(x,3) = the_pos then do;

tape9(x,1),tape9(x,2),taped(x,3) = 0;
t9_idle = t9_idle + 1;
end;

if tape9(x,3) > the_pos then tape9(x,3)

end;

tape9(x,3) - 1;

<1

end;
do x = 1 to 2;
if tape7(x,2) = the_qg then do;
if tape7(x,3) = the_pos then do;
tape7(x,1),tape7(x,2),tape7(x,3) = 0;
t7_idle = t7_idle + 1;
end;
if tape7(x,3) > the_pos then tape7(x,3)
end;

1}

tape7(x,3) - 1;

end;
do x =1 to 10;
if disk(x,2) = the_q then do;
if disk(x,3) = the_pos then do;
disk(x,1),disk(x,2),disk(x,3) = 0;
d_idle = d_idle + 1;
end
if dlsk(x,3) > the_pos then disk(x,3) = disk(x,3) - 1;
end;
end;
put edit ("Job number “,rls_ptr -> number," finishes execution at ") (skip(2),cotumn(l),a,f(5),a);

put data (Time);

/* if there are any jobs waiting to be executed, free up the one with the highest */
/* priority, which really means activate one of the suspended execution processes * [

if set_count(wait_q) > 0 then activate first(wait_q);
activate new mds;
end release;

- 54 —

r 1829 2.241 12458



'
Ny
o

sarinle.simpl /30772 1320,3% edt Sun

sampin:  activity;
del sntr connector(joh),
{p, ez, the_count) fixed bin,
andy reference,
sarnle activity,
klass char(1);

put page; :
put edit ("Sample of resident job quene at ™ (column(1),a);
put data (Time);
put edit (M Joh : Nueur Entrv €lass Total dev, fT-tracks 7-tracks disks Status')
(slip(3),column(l),a);
put edit (Mtime","for joh'","siil1l needed far the joh™) (eolumn(17),a,colunn{31),a,column(tl), a)l;
put skip(2): .

numbered (18), If it is nonemnty, =/

N o 9 o
/% scan each queue, starting with the hisghest
it. %/

/* print the information abhout the jobs in

Ao p = 16 to 1 by =1:;
the_count = sat_count{resaueue{p)):

£ = 13
leop:
if the_count > 9 then Ado;
andy = set_ref(g,resaueue(n));
connnct spir to andyv:
if sptr => classs = 1 then klass = '"A";
else iIf sptr => classs = 2 then klass = "p";
* else klass = "g',
o put edit (sptr => numher,p,sptr => entime,k%lass,sptr => setup,
sptr => t9_needed,sptr => t7_needed,sptr => d_needed,sptr => status)
(skip(l),column(1), f(5),column(7),F(5),column{16), f(5,2),column{26),
a(l),colurm(31),f(5),column(5), F(5),column(55),f{5),column(65),f(5),
column(7n),F(5));
g =8+ L;
the_count = the_count - 1:
zoto loop;
5 . end;
end;
put page;
schedule new sarmnle for Time + 1,8el;
. .end sample;

r 1322 2Z.0%8 20+h1
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Appendix III: Statistics on Jobs

The following statistics are courtesy of Mr, Richard
Steinberg of the MIT Information Processing Center., They
are for jobs run in December, 1971, and were used as the
probabilities declared as floating point arrays 1in sched.
Job used these arrays to calculate the parameters on jobs

generated by the model.

Interarrival time

Interarrival time is an exponential function with an

expected value of 106 seconds during shift 1.

Bun time
Run time is also exponential with an expected value of

119 seconds.

SRI
SRI Number of jobs Percent of jobs
defer 3170 8.7
low 9065 24.9
standard 20044 55,1
high 2670 3
emergency 27 0.1

In addition, 1396 jobs, or 3,9%, were run on either advanced
scheduling or IPC priorities.
56—



Class

34,5% of the jobs are class A, 50.2% are class B, and

15,3% are classcC.

Region
Region size (K) Percent of Jjobs

0 - 76 7.9

76 - 100 5.8

100 - 125 6.6

125 - 130 Sa5

130 - 150 27.8

150 - 175 7.0

175 - 200 3.2

200 - 225 17.5

225 = 250 246

250 - 275 8.4

275 - 300 2.5

300 - 325 2.7

325 and up 245

Setups

Number of Devices
1 2 3 L 5 6
jobs/percent 8373/73.8 2102/18.5 ué6/4.2 279/2,4 90/.8 29/.3

w5



Types of Devices

7-track tapes
9-track tapes

disks

Total number of Devices
1 2 3 4 5 6
856 5 0 0 0 0
1106 173 8 0 0 0
1158 114 15 5 0 0

"



Appendix IV: A Sample Bun

The parameters for this run, along with the results, are
listed én page 37. The last two pages of the run, "Fixed and
Floating Point Statistics') ére invalid, since the statistic
collecting program has not been fully implemented yet. How-
ever, it has been left in to give the user an idea of what he

will get when the program is implemented.

Qs
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ssd >udd>SIMPLE>system
r 1719 1.405 9+95

sim sched "0"b 0 15 3 6.0el 5

PLEASE TYPE IN THE STATISTICS ABOUT THE JOB 3 13 1 350 1 5.5e0 L202000

Job number 1 is initially in the system with status 3 and uses
2 9-track tapes, 0 7-track tapes, and 2 disks
Job number 1 begins executing at run_system$.Time= 0.00000000e+00;

PLEASE TYPE IN THE STATISTICS ABOUT THE JOB 3 6 1 128 2 4.5e0 2 0 0 2 0 0 0

Job number 2 is initially in the system with status 3 and uses
0 9-track tapes, 0 7-track tapes, and 2 disks
Job number 2 begins executing at run_system$.Time= 0,00000000e+00;

PLEASE TYPE IN THE STATISTICS ABOUT THE JOB 3 6 2 200 2 5.0e0 1 0 1 0 0 0 0

Job number 3 is initially in the system with status 3 and uses
0 9-track tapes, 1 7-track tapes, and 0 disks
Job number 3 begins executing at run_system$.Time= 0.00000000e+00;

PLEASE TYPE IN THE STATISTICS ABOUT THE JOB 3 4 1 300 1 7.0e0 2 1 0 1 0 00

Job number L ITs initially in the system with status 3 and uses
1 9-track tapes, 0 7-track tapes, and 1 disks
Job number L begins executing at run_system$.Time= 0.00000000e+00;

PLEASE TYPE IN THE STATISTICS ABOUT THE JOB 3 2 1 386 3 6.0e0 1 0 1 0 0 0 0

Job number 5 is initially in the system with status 3 and uses
0 9-track tapes, 1 7-track tapes, and 0 disks
Job number 5 begins executing at run_system$.Time= 0.00000000e+00;

PLEASE TYPE [N THE STATISTICS ABOUT THE JNB 2 2 2 100 2 5.%2e0 2 0 0 2 0 0 0
Job number 6 is initially in the system with status 2 and uses

0 9-track tapes, 0 7-track tapes, and ?2 disks

PLEASE TYPE INMN THE STATISTICS ABOUT THE JOR 2 2 3 76 3 4,,0e0 2 2 0 0 0 0 O

Job number 7 is initially in the system with status 2 and uses

2 9-track tapes, 0 7-track tapes, and 0 disks

PLEASE TYPE IN THE STATISTICS ABOUT THE JNB 2 2 &4 250 1 5.0e0 L 2 0 2 0 0 O

Job number 8 is initially in the system with status 2 and uses
2 9-track tapes, 0 7-track tapes, and =~ 2 disks



FLEASE IYFE I IHE STATISTICS ABOUT THE J0OB -1 0 0 00 00 00O OO O

Initialization has been completed

Job number 9 arrives in system at run_system$.Time= 1.76978980e+00;Lookup: input value 8.60257030 less than lowesth

¢ce entry.

it needs 0-7-track tapes, N 9-track tapes, and 1 disks
region = 184

sri = 3

run time = 1,39

MDS begins scan of resident job queue at run_system$:Time=

1.76978980e+00;

*kkk ok 1l®x%%sxx

kkkkk 2] %wwkxw . d
;**** 3lxwekswn

fkkhw Ll®x®xx

kkxkk*® BHEE T X X

Tk hkk gloewrss

There are no more idle or reserved devices
Scan of resident job queue has ended

Job number 6 has been put into the waiting queue at
run_system$.Time= 3,00000000e+00;

Job number 7 has been put into the waiting queue at
run_system$.Time= 3.00000000e+00;

Job number 8 has been put into the waiting queue at
run_system$.Time= 3.00000000e+00;

Job number 2 finishes execution at run_system$.Times= L.50000000e+00:;
j ,
Job number 6 begins executing at run_system$.Time= 4.50000000e+00;

MDS begins scan of resident job queue at run_systems$,Time=
L.50000000e+00;

%k ek k IREXT T
Tk kkk ERE LT T
*kkkk Ll#swss
Ehkkk Ol wanww
%ok kok % Slewxxxw
%ok ok ok k Blexxsx
kkkkk Tlenknw

* ko ok 8leswnn



Job number 9 has been put into the waiting queue at
run_system$.Time= 4,76978976e+00;

Job number 3 finishes execution at run_system$.Time= 5,00000000e+00;
Job number 9 begins executing at run_system$,.Time= 5.00000000e+00;
MDS begins scan of resident job queue at' run_system$.Time=

5.00000000e+00;

*kkok ok IR XX 2

%k gk %k ST

kkkk Qluekkex

%k ok kok LR T XX

*kkkk BEET Y .
khkhkk FAEX X T

khkkk 8lewwrxn

Scan of resident job queue has ended

Job number 1 finishes execution at run_system$.Time= 5,50000000e+00;

Job number 7 begins executing at run_system$.Time= 5.50000000e+00;

MDS begins scan of resident jéb queue at run_system$.,Time=
5.50000000e+00;

* koK kk hlexsxx

kkk ko Qloxkxsx

hkkkk Slxsxxx*

EL XX Blex®sx

khkkk FRE LT X XY

kkkkk 8lakknx

Scan of resident job queue has ended

Job number 10 arrives in system at run_system$.Timé= 5.99783278e+00;
it needs 0 7-track tapes, l 9-track tapes, and 1 disks

region = 226

sri = 1

run time = 1.37

MDS begins scan of resident job queue at run_system$.Time=
5.99783278e+00;

Wk ok gk Llexxxx
* &k ok k Qlevsrx
wk kR * Elxwxws

% gk dk Blexxkx



*dk kK Blexxxsnx

hk kKR IRINEEE LY
EX R 2 10] %% N
EE T X hloeswsx
****; R EE T
*k ok ok k Blex®xxss
* & %k ok Blesrkswn
*kkkk Tlesvnsrs
hkkk 8lxwkwnx
hokokkk IR T T2

Scan of resident job queue has ended

Job number 5 finishes execution at run_system$.Time= 6.00000000e+00;
Job number 8 begins executing at run_systemﬁlTime= 6.00000000e+00;

MDS begins scan of resident Job queue at run_system$.Time=
6.00000000e+00;

* Kok ok k Llevxsss

% k% ok ok CAEXT Y}

*dkkk Blekswnx

*kkkk AR T X

kkkhk 8lendnx

%kok ko 101 %%%nx

Scan of resident job queue has ended

Job number 11 arrives in system at run_system$.Time= 6,23002315e+00;Lookup: input value

¢Ce entry.
Lookup: input value 12.8025961 less than lowest table entry.

it needs 1 7-track tapes, 0 9-track tapes, and 0 disks
region = 138

sri = 3

run time = 0.16

MDS begins scan of resident job queue at run_system$.Time=
6.23002315e+00;

&k ok kR Llessrsx

%k k% Olxenxn

k& kk Kk 1J10%%%®%

khkkk 111 x%xnx

dokokok ok MEET T

36.6423993

less than lowesth



*od kok NEET T2

kkkdw 11]l*x%x®x%x
% % % % & EER R T
wRAR R AT X
LT R 8luddkkw
*okokk & ININEXEX T

Scan of resident job queue has ended

Job number 9 finishes execution at run_system$.Time= 6.39376748e+00;

MDS begins scan of resident job queue at run_system$.Time=
6.39376748e+00; '

wkok kR Lleskxx i *

%%k kkk IR T

*dkk ok Blexrrnn

ko kKK AR LI

k kK kk Qlx%xkxx

* dodkk 10]*%%%x*

Scan of resident job queue has ended

Job number 4L finishes execution at run_system$.Time= 7.00000000e+00;

MDS begins scan of resident job queue at run_system$.Time=
7.00000000e+00;

* ok ok ok ok 11 #+%wnxn

dhdkkw Glxxxxx

ok kkk Tlowdkxx

*kk kK Jloexnswx

kkhkk INAEXTIEY

Scan of resident job queue has ended

Job number 12 arrives in system at run_system$.Time= 8.52667105e+00;Lookup: input value 17,1587989 less than lowesth

¢ce entry.
Lookup: input value 22.1548817 less than lowest table entry.
Lookup: input value 14.8746043 less than lowest table entry.

it needs 1 7-track tapes, 2 9-track tapes, and 1 disks
region = 198

sri = 3

run time = 3,098

MDS begins scan of resident job queue at run_system$.Times=
8.52667105e+00;

hkk kR 11]#x®e®%ex



®kok kK 12]%x*%%x*

ER X R 111 #x%%%n

kkkkk 121 %%k ®n

Fokok gk Bladkdx _

kkk kK Tlxxxxesn

dkkkk 8l*xwwnn

kkkkk INETTI XY L

Scan of resident job queue has ended

Job number 10 begins executing at run_;ystem$.Time= 8.99783278e+00;
Job number 11 begins executing’at run_system$.Time= 9.23002315e+00;
Job number 11 finishes execution at run_system$.Time= 9.39023125e+00;

MDS begins scan of resident job queue at run_system$.Time=
9.39023125e+00;

*kxkk 121 *%x%*%
kkkhk Blrx®xxx
*ok ok kR Tloekknx
k% kKK Bluwkdwn
Rk kR K IEETT T XY

Scan of resident job queue has ended

Job number 7 finishes execution at run_system$.Time= 9,50000000e+00;

MDS begins scan of resident job queue at run_system$.Time=
9.50000000e+00;

* % Kk 127 %% denw

ok k Glessnss

ok ko 8 %%k nw

ke k Kk 101 %% %% (.

Scan of resident job queue has ended
Job number 6 finishes execution at run_system$.Time= 9,69999993e+00;

MDS begins scan of resident job queue at run_system$.Time=
9.69999993e+00;

% & %k gk 121 %%kxx
kkkk*x Blresxawn
hok ok okk 101 #xks*

Scan of resident job queue has ended



MDS begins scan of resident job queue at run_system$.Time=

1.03629055e+01;
% %k k% 121 % xkn*
kkkkk Blakwksw

Scan of resident job queue has ended

Job number 8 finishes execution at run_system$.Time= 1,10000000e+01;

MDS begins scan of resident job queue at run_systems$.Time=
1.10000000e+01; .

* %ok kok 121 %%k kx

-

Scan of resident job queue has ended

Job number 12 begins executing at run_system$.Time= 1,15266711e+01;

Job number 13 arrives in system at run_system$.Time= 1,24111865e+01;Lookup: input value 51.2573738 less

¢ce entry.

it needs 0 7-track tapes, 1 9~-track tapes, and 0 disks
region = 88

sri = 1

run time = 0,53

MDS begins scan of resident job queue at run_system$.Timé=
1.24111865e+01;

hkkkk 12]#%x%x%%

Kk k kR 130% %% %%

*dkkkk 131 %x%%xx

XX E X 121 %xtenn

* kKKK 131 %%xxn®

Scan of resident job queue has ended

Job number 14 arrives in system at run_system$.Time= 1,30800546e+01;Lookup: input value 67.0662L70 less

¢ce entry.

it needs 0 7-track tapes, 0 9-track tapes, and 1 disks
region = 147

sri = 3

run time = 0,4k

MDS begins scan of resident job queue at run_system$.,.Time=
1.30800546e+01;

%ok o ek ’121*****

TR INIEET TS

Rk ERRE IR T T XY

kK k R IVEEX TR

than lowesth

than lowesth



*R KKk 13]#w%*x®

Scan of resident job gueue has ended

Sample of resident job queue at run_system$.Time= 1.50000000e+01;

Job Queue Entry Class Total dev., 9-tracks 7-tracks disks Status

time for job still needed for the job

12 b 8.53 A I 0 0 0
3

14 L 13,08 B 1 0 0 0
2

13 2 12.41 B 1 0 0 0



Job number 13 begins executing at run_system$.Time= 1.54111865e+01;

Job number 12 finishes execution at run_system$.Time= 1.55051504e+01;

MDS begins scan of resident job queue at run_system$.Time=
1.55051504e+01;

kKRR IR X2

ok ko ke 131 %%%xx

Scan of resident job queue has ended

Job number 13 finishes execution at run_system$.Time= 1.59435935e+01;

MDS begins scan of resident job queue at run_system$.Time=
1.59435935e+01;

*k kKK 14T % wesxs

Scan of resident job queue has ended

Job number 14 begins executing at run_system$.Time= 1.60800545e+01;



Job number 14 finishes execution at run_system$.Time= 1.65187709e+01;
} ' MDS begins scan of resident job queue at run_system$.Time=
i 1.65187709e+01;
‘ s
| There are no more jobs in the system
Scan of resident job queue has ended

Job number 15 arrives in system at run_system$.Time= 2.48153071e+01;Lookup: Iinput value 4.61658973 less than lowesth
¢ce entry.

Lookup: input value 6.26185980 less than lowest table entry.

it needs 1 7-track tapes, 0 9-track tapes, and 0 disks
region = 216 g

sri = 5

run time = 4.76

MDS begins scan of resident job queue at run_system$.Time=
2.48153071e+01;

ak gk R 150 %%x%*
ok kk ok 15]®#%xxx%

dokokokE 151 %%x®%*

Scan of resident job gueue has ended

Job number 15 begins executing at run_system$.Time= 2.78153071e+01;

Sample of resident job queue at run_system$.Time= 3,00000000e+01;

Job Queue Entry Class Total dev. 9-tracks 7-tracks «disks Status
time for job still needed for the job

15 L 24,82 B 1 0 0 0



B

Job number 16 arrives in system at run_system$.Time= 3.04200656e+01;Lookup:
¢ce entry.

Lookup: input value 65,4852848 less than lowest table entry.

Lookup: input value 21.,9491677 less than lowest table entry.

it needs 1 7-track tapes, 0 9-track tapes, and 0 disks
region = 101

sri = 3

run time = 0,24

MDS begins scan of resident job queue at run_system$.Time=
3.0u200555e+01;| !

%ok e ke ok 151 %%xnx

khkh%k 160%%x%%%

kkkkk 16l xxxnw

kkkkk 151 %x%%x

* koK kR ILNEZ X 2

Scan of resident job queue has ended

Job number 15 finishes execution at run_system$.Time= 3,.25720000e+01;

input value 13.9649853 less than lowesth



MDS begins scan of resident job queue at run_system$.Time=
3.25720000e+01;

LT 161 x%ksn

Scan of resident job queue has ended

Job number 16 begins executing at . run_system$.Time= 3.34L20065kLe+01;

Job number 16 finishes execution at run_system$.Time= 3.36615787e+01;

MDS begins scan of resident job queue at run_system$.Time=
3.36615787e+01;

There are no more jobs in the system

Scan of resident job queue has ended

Job number 17 arrives in system at run_system$.Time= 3,51232257e+01;Lookup: input value 8.85159326 less than lowesth

éce entry.

it needs 1 7-track tapes, 0 9-track tapes, and 1 disks
region = 129

sri = 3

run time = 1,44

MDS begins scan of resident job queue at run_systemé$.Time=
3.51232257e+01;

*hk kK F 170% %% %%

kkkkkh 171%*%**

hkdkkk 171 x%%%*

Scan of resident job queue has ended

Job number 18 arrives in system at run_system$.Time= 3.52415566e+01; Lookup:
¢ce entry.
Lookup: input value 44.3717661 less than lowest table entry.

it needs 0 7-track tapes, 0 9-track tapes, and 1 disks
region = 156

sri = 3

run time = 1.65

MDS begins scan of resident job queue at run_system$,Time=
3.52415566e+01;

& K ok % % 171 %x%x%%

* ko ok kK 180% %%k %x

LR XX 181%x%xx

% kok ok k 171 %*x%x

kxkdhk 181 #%%dd*x

Scan of resident job gqueue has ended

Job number 19 arrives in system at run_system$.Time= 3.56532979e+01;Lookup:
tee entrv.

input

input

value 29.8323675L less than lowesth

value 17.4722843 less than lowesth



it needs 0 7-track tapes, 1 9-track tapes, and 0 disks

region = 77
sri = 1
run time = 2,47
MDS begins scan of resident job queue at run_system$,Time=
3.56532979e+01;
*kkkk 171%%%xx
kEhE K 181 #w%knx
kdokwk 190=x%%%*
kkkk 10 %x%n®
*kkk Rk 171#x%% %%
kkkkE 181 #*%x%nx
*k ok k 191 %x®%xsw

Scan of resident job queue has ended

Job number 20 arrives in system at run_system$.Time= 3,75488963e+01;Lookup: input value 3.96934122 less than lowest™

¢cce entry.
Lookup: I1nput value 5.22289783 less than lowest table entry.
Lookup: input value 6.20009303 less than lowest table entry.

it needs 1 7-track tapes, 0 9-track tapes, and 0 disks
region = 237

sri = 0

run time = 0.14

MDS begins scan of resident job queue at run_system$.Time=

3.75488963e+01;

dokok kK 171 %**x%
kk kK 18] % %nskx :
% %%k %k 191 *x%x% %%
*kkkk 200 %% dedx
%k ok ok ok 201 %% x%*
*hkkkk 171 w%ssen
*kkdk 181#%x%%%x
dk ok dk 151*****
kkkhd 20] e ktwsx

Scan of resident job queue has ended
Job number 17 begins executing at run_system$.Time= 3,81232257e+01;
Job number 18 begins executing at run_system$.Time= 3.82415566e+01;

Job number 19 begins executing at run_system$.Time= 3,86532979e+01;



it needs 0 7-track tapes, 0 9~track tapes, and 2 disks

region = 235

sri = 3

run time = 2.21

MDS begins scan of resident job queue at run_system$.Time=

3.88508530e+01; ‘

dedok kK 171%%x%%*
kkkEE 181 %%%k%*
kkkk* 210%%k**x
kkkkk 211 %x%xs
khkkkk 17 1s%®%sx
Ehkkk 181 %%%nx
kkkk 211 %x%x%
%k ok kK 191 %%x%%w
*k ok k% yOIBES X2

Scan of resident job queue has ended

Job number 22 arrives in system at run_system$.Time= 3,95220966e+01;Lookup: input value 20.5038729 less than lowesth
¢ce entry.

it needs 0 7-track tapes, 2 9-track tapes, and 2 disks
region = 119

sri = 5

run time = 0.39

MDS begins scan of resident job queue at run_system$.Time=
3.95220966e+01;

kkk kR 220% %k

hkdkhk 22 %%k *k

g e e de ke 22]%kkn*k

kkkokk 171 **%x%%

kkkhk 181 %%%x®x*

* Kk ok kK 211 x%xxx*

ok ok ok k 191 %*%x**

hkkhk 20]%xnnx

Scan of resident job queue has ended

Job number 17 finishes execution at run_system$.Time= 3,95616188e+01;
MDS begins scan of resident job queue at run_system$.Time=
3.95616188e+01;

ot e e e DT ook ode ke e



%ok ok okok 18] #%%*x%x*x

ok kok 2] ]x%xx%
wekk kR 191 % %x%%
dodek ke ok pOUBNET TR 2

Scan of resident job queue has ended

Job number 23 arrives in system at run_system$.Time= 3.95041110e+01;Lookup: input value 28.6126192 iess than lowerth

¢ce entry.

it needs 0 7-track tapes, 1 9-track tapes, and 0 disks
region = 125

sri = 3

run time = 2.93

MDS begins scan of resident job queue at run_system$.Time=
3.95941110e+01;

kkEkkF 22 kekkn*k

*hk kK 18] *%x%x®*

kkk kK yARET X2

**;** PENERE TR

kkEkkE 231 xx%%%

kkd Kk D2 dekedern

* %k kk 181 %x%x%%*x

khk kK 211 xxwk*x

kk kAR 23 %kxk% \

*kkkk 19 %ksxn

wkkkk 201 % ®x%x%%x

Scan of resident job queue has ended

Job number 18 finishes execution at run_system$.Time= 3.98013217e+01;

MDS begins scan of resident job queue at run_system$.Time=
3.98913217e+01;

%ok okk ok 22]ex%x*

wk ok kK 211 %xrnx

kkkkk YESEEE 2T

* ok ok ok ok 101 %x%%n

ok kkok 201 x%knx

Scan of resident job queue has ended

Job number 20 begins executing at run_system$.Time= 4,05488963e+01;

- . B, L B kil P, A vim cuvetam® Time= L_NRREL3ILGRe+N1:



MDS begins scan of resident job queue at run_system$.Time=
L,06858358e+01;

hkkokk AT X R
wek ok Kk 21 ]%*sn% ’
kkkFkR EREE R R
dhdok k& 19]#x%xk=x

Scan of resident job queue has ended
Job number 19 finishes execution at run_system$,Time= 4.1128039L4e+01;

MDS begins scan of resident job queue at run_system$.Time=
4,11280394e+01;

wod dek ok 22 kwennw
khk Kk 211 %%%%%
kkdkk 23] wxwexsx

Scan of resident job queue has ended
Job number 21 begins executing at run_system$.Time= 4,18508530e+01;

Job number 24 arrives in system at run_system$.Time=.u.20392323e+01;L00kup: input value 18.5419455 less than lowestl

¢ce entry.
Lookup: input value 30.3989928 less than lowest table entry.

P

it needs 0 7-track tapes, 0 9-track tapes, and 1 disks

region = 241 ‘ *
sri = 3

run time = 0,70

MDS begins scan of resident job queue at run_system$.Time=

4,20392323e+01;

% % % k% 22]%kk%%
**%** 21 %xwx*
* ok ok ok k PEREX LR R
*Rk kR 2L0%%x%%
kkkkk ‘zul*****
*k ok dk 22 ] %kxtx
khkkR 21l x%x%*x
*k ok kk 23 %xkkw
kkkdk 2h ] wexkrsx

Scan of resident job queue has ended
Job number 22 begins executing at run_system$.Time= 14,25220966e+01;

Job number 23 begins executing at run_systenf.Time= 4.25941110e+01; ‘
riin evetemd.Time= 4.26047077e+01;Lookupt input value 17.3569872 less than lowest

[ [P T e AL Awweiwne in cuvctam at



Lookup: input value 43.7173758 less than lowest table entry.

it needs 0 7-track tapes, 1 9-track tapes, and 0 disks
region = 182

sri = 3

run time = 2.76

MDS begins scan of resident job queue at run_system$.Times=
4.26047077e+01;

kkwkk 221*5***

Tkkkk 21 ] sk

ke kKR K 27 1dxxxsk

EEX R 2L lexkwk

FX T 2] 250% % k%

ER X ) LR X

kkokokk 22] kwseks

kkkkk PARET TR L]

hkdkkR P ESET TR R,

kkkkk yAME XX R X

*kkk K 25 ] %%xxx

Scan of resident job queue has ended

Job number 26 arrives in system at run_system$.Time= 4.26094518e+01;Lookup: input value 5.07961422 less than lowes

¢ce entry.
Lookup: input value 35.7184758 less than lowest table entry.

it needs 0 7-track tapes, 0 9-track tapes, and 1 disks

region = 186
sri = 0
run time = 2,06
MDS begins scan of resident job queue at run_system$.Time=
4,26094518e+01;
kkkkk 22]*kxk%
ETE 22 yAREEEE XS
kkdkkk 23 xkkk*
*kk kK 2h ] kxkrn
kdkkKk 251 xx%x*
kkkkw 260% %% %%
®kkkk 201 %%k

kkkk¥k 22]xxwxk



kkkkk 23] x%x%%x .

' kkkkk S E X T LSS
; Ik dhk 25 %k %k *
- -

| kkkkE 26] xxxnk

Scan of resident job queue has ended

Job number 29 finishes execution at run_system$.Time= 4,29128170e+01;

MDS begins scan of resident job queue at run_system$.Time=
4,29128170e+01;

kkk K rEBE T T 2

kR kKA ESET TR

kdk kR 2] kk®*x*®

kkkk P ETEE 2

kkkkk 261 %% %%*

Scan of resident job queue has ended

ﬁ E\ Job number 21 finishes execution at run_system$.Time= 4.4058653k4e+01;
RG j \4 MDS begins scan of resident job queue at run_systems. Time=
: 4.40586534e+01;
gk ke kk 23] kxhk*k
TkE AR QL] kk ke k
kkkwdk  251kkakw
kkkkk 201 %x%x%kx* |

‘ | Scan of resident‘job queue has ended

N - W
-



Sample of resident job queue at

Job

23
24
25
26

Queue

EnFry
“time
39.59
42.04
42,60
42.61

P

run_system$.Time= 4.50000000e+01;

Class Total dev. 9-tracks 7-tracks disks Status

» > w

for job still needed for the job

1 0 0 0

3
1 0 0 0

2
i 0 0 0

2
1 0 0 0



Job number 27
¢ce entry.,

arrives in system at run_system$.Time= 4.53637309e+01;Lookup: input value 9.33293653 less than Towest

it needs 0 7~-track tapes, 1 9-track tapes, and 1 disks
region 157

sri = o

run time = 0.04

MDS begins scan of resident job queue at run_system$.Time=
L.53637309e+01; -

Kkokk o 270%xsnx

% %ok & 271 % %x%%x%

Rk kkF 271 x%dnn

%ok kokok pERET T

LR 2hlensexw

kokdkd 251 % %x%xww

*hhk K 261k xwxx

Scan of resident job queue has ended

Job number 23

finishes execution at run_system$.Time= 4.,55267320e+01;

MDS begins scan of resident job queue at run_system$.Time=
4L.55267320e+01;

*kkkk 271 %%k nw

XX 2] ks essk {

f**** PENE T T E X"

®ek ok wk 261 % %x%%x%

Scan of resident

Job number 25

Joh number 26

Job number 28

Jjob queue has ended
begins executing at run_system$.Time= L.56047077e+01;
begins executing at run_system$.Time= 4.56094518e+01;

arrives in system at run_system$.Time= 4.56457992e+01;

it needs 0 7-track tapes, 1 9-track tapes, and 1 disks
region 191

sri = 3

run time = 3,82

MDS begins scan of resident job queue at run_system$,Time=
L.56457992e+01;

LR R ' YAETEYY)

P T 2&1*?***

%ok ook ok 25] ke rnn

hokok Kk 280%%%n%

khhhk

P27 ks e o



hhkhk 271 hderew c

fk kK 20 enkwn
kkkdkh 251w dnn
*okkokok 28] *xrnx
%%k ok 26w wwwn

Scan of resident job queue has ended

Job number 24 finishes execution at run_system$.Time= L4.5737732he+01;

MDS begins scan of resident job queue at run_system$.Time=
W.57377324e+01;

kR Rk 271 %%%nx

Yok 251 %%k nhn

khkdk ok h 281 %%tk s

ot ke 261 %%nkn

Scan of resident job queue has ended
Job number 26 finishes execution at run_system$.Time= 4,76725202e+01;

MDS begins scan of resident job queue at run_system$.Time=
4L.76725202e+01;

Fhkkk ok 271 %xxwkxn

* ok %k ok 251 %xdnn

%ok ok ok ok 281 *%%%%%

Scan of resident job queue has ended

Job number 29 arrives in system at run_system$.Time= 4,79412642e+01;Lookup: input value
¢ce entry.

it needs 0 7-track tapes, 0 9-track tapes, and 1 disks
region = 92
sri = 5

run time = 1.8§

MDS begins scan of resident job queue at - run_system$.Time=
L.79412642e+01;

kkk ok 271 %k ns
LR R T 290 %% %% *
khkkhk 29 ] #xxwew
* &k Kk 271 %xx%nx
® ko ok ke 20] exnwx
®kk k& 28] %% xnn

s ool ok b o NDOT wwanr

63.9178343 less than Towesth



Scan of resident job queue has ended

Job number 27 begins executing at run_system$.Time= 4.83637309e+01;

Job number 25 finishes execution at run_system$.Time= 4,83647919e+01;

MDS begins scan of resident job queue at run_system$.Time=

4.83647919e+01;
khkkk Kk 271 %x%ns
ekkwkE D0 kkdekw
*kkk w 28 %kwkwn

Scan of resident job queue has ended

Job number 27 finishes execution at run_system$.Time= L.84023070e+01;

MDS begins scan of resident job queue at run_system$.Time=

4L.84023070e+01;

dekodok ok 29 ] % Frnx
LR 28] x%rwx
Scan of resident job queue has ended

Job number 28 begins executing at run_system$.Time= 4,86457992e+01;

Job number 30 arrives in system at run_system$.Time= 5,06404967e+01;Lookup:

¢ce entry.
Lookup: input value 24.0839105 less than lowest table entry.

it needs 0 7-track tapés, 0 9-track tapes, and 1 disks
region = 275
sri = 3

run time = 6.93

MDS begins scan of resident job queue at run_system$.Time=

5.06404967e+01;
%k ok k ok 29 **xwx
Tk ok 281 k% %k
- 300% %k %%
*kok kR IO kkkws
- 291 k%kkx
*kok ok 28 1% %knn
®kk Rk HIETIT

Scén of resident job queue has ended
Job number 29 begins executing at run_system$.Time= 5,09412642e+01;

Job number 28 finishes execution at run_system$.Time= 5.24680519e+01;

input value 30,5395389 less than lowesth



o - e e sarir W o BT

5.24680519e+01;
*dkk ok k 20 ] wewwewwn

fekk ok 301 ks

Scan of resident job queue has ended

Job number 31 arrives in system at run_system$.Time= 5,28295832e+01;
it needs 0 7-track tapes, 1 9-track tapes, and 1 disks

region = 108

sri = 3

run time = 1,75

MDS begins scan of resident job queue at run_systems$.Time=

5.28295832e+01;

%ok kK k 201 %xrx*
*kok ek 301 xwwnx
EE Rk 310%xxww
dodk kK ERRE T T
EEE R X 29 ] whk
ke kkk EHIEET TR X
Ak kh*k ERREX L =

Scan of resident job queue has ended

Job number 29 finishes execution at run_system$.Time= 5.283L1842e+01;

MDS begins scan of resident job queue at run_system$.Time=
5.28341842e+01;

%k ok ok IR T T XY

LR 31laxxwwx

Scan of resident job queue has ended

Job number 30 begins executing at run_system$.Time= 5.36404967e+01;
Job number 31 begins executing at run_system$.Time= 5,58295832e+01;
Job number 32 arrives in system at run_system$.Time= 5,70297236e+01;Lookup: input value

¢ce entry.
Lookup: input value 13.2798510 less than lowest table entry.,
Lookup: input value 47.6000462 less than lowest table entry.

it needs 0 7-track tapes, 0 9-track tapes, and 1 disks
region = 0

sri = 3

run time = 1,06

MDS begins scan of resident job queue at run_system$.Time=

5.70297236e+01;

w ok oek R NI XY

-

.354917649 less than lowesth



AL WL e e e

&%k k F20mkrnn

EE TR Z2 ] xkkhs
kR kR R 301 #xnkxx
ok kR R ERRETE X T
kdkkER 221 xxxnx

Scan of resident job queue has ended

Job number 31 finishes executi atus
time for job still needed for the job
30 b 50.64 A 1 0 0 0
32 [ 5 ¥ 03 A 1 0 0 0

33 4 58.10 B J: 0 0 0



Job number 32 begins executing at run_system$.Time= 6.0029723%36e+01;

Job number 30 finishes execution at run_system$.Time= 6.05735784e+01;

MDS begins scan of resident job queue at run_system$.Time=

6.0573578u4e+01;
kkk kR 32 ]%xwwx
ko kk ok EERET TR

Scan of resident job queue has ended
Job number 32 finishes execution at run_system$.Time= 6.10866523e+01;

MDS begins scan of resident job queue at run_system$.Time=

6.10866523e+01;
REx KK EERET TR X
Scan of resident job queue has ended

Job number 33 begins executing at run_system$.Time= 6.11047287e+01;

Job number 33 finishes execution at run_system$.Time= 6.21447229e+01;

MDS begins scan of resident job queue at run_system$.Time=

6.21447229e+01;
There are no more jobs in the system
Scan of resident job queue has ended

Job number
¢ce entry.,

it needs 0 7-track tapes, 2 9-track tapes, and 1 disks
region = 143
sri = 3

. run time = 0.39

MDS begins scan of resident job queue at run_system$.Time=

6.33201351e+01;
*kkRk IO %k rn
N AT L
R I R I

Scan of resident job queue has ended

34 arrives in system at run_system$.Time= 6.33201351e+01;Lookup:

input value .210024776 less than lowesth



Sample of resident job queue atx

Job Queue Entry Class Total dev.
time for job

34 L 63.32 A i

run_system$.Time= 6.33201351e+01;

9-tracks 7-tracks disks Status
still needed for the job



e w e e I N " N I B . I W )
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----------------- NUMBER IN QUEUE=====mmmcaeucw meecmmm e =WAITING TIME===-=m=m-

{id>Set name | Total | Current | Maximum | Average | Mo-wait | Time empty | Maximum | Average | Ave non-zero
{Id>wait_q L, 0. . B .11 0. 95.26% 3.00 1,81 1.81
{1>resqueue(l6)

0. 0. 0. 0.00 0. 100.00% 0.00 Undefined
{1l>resqueue(15)

0. 0. 0. 0.00 0. 100.00% 0,00 Undefined
{1l>resqueue(ll)

0. 0. 0 0.00 0. 100.00% 0.00 Undefined
{1l>resqueue(l3)

1. 0 1. .09 0. 91,31% 5.50 5.50 5.50
{1>resqueue(1l2)

0. 0. 0. 0.00 0. 100.00% 0.00 Undefined
{1>resqueue(ll)

0. 0. 0. 0.00 0. 100.00% 0.00 Undefined
{1>resqueue(10)

0. 0. 0. 0.00 0. 100.00% 0.00 Undefined
{1>resqueue(9) 0. 0. 0. 0.00 1 100,00% 0.00 Undefined
{1>resqueue(8) 0. i 0. 0.00 0. 100.00% 0.00 Undefined
{1>resqueue(7) 0. 0. 0. 0.00 0. 100.00% 0.00 Undefined
{1>resqueue(6) 5. 0. P 33 n., 74,95% 5.00 4,16 k,16
{1l>resqueue(5) 0. 0. 0. 0.00 0. 100,00% 0.00 Undefined
{1l>resqueue(h) 19, 1, iy, 1,51 0. 17,212 9.93 5.30 5.30
{1>resqueue(3) e 1 0. 0.00 0. 100.00% 0.00 Undefined
{1l>resqueue(2) T 0. 5 .78 0. 68.40% 11.00 7.08 7.08
{1>resqueue(l) 2 0. I .13 0. 87.05% 5.06 4.10 4,10

FIXED AND FLOAT STATISTICS

{id>Variable name | Tot. Assigns | Maximum | Minimum | Current | Time ave | Zero value time
<1>disk(10,3) 0. 0.00 0.00 0.00 0.00 100.00%
<{1l>disk(10,2) 0. 0.00 0.00 0.00 0.00 100.00%
<{1>disk(10,1) 0. 0.00 0.00 0,00 0.00 100.00%
<{1>disk(9,3) 0. 0.00 0.00 0.00 0.00 100.00%
<{1>disk(9,2) 0. 0.00 0.00 0.00 0.00 100.00%
{1>disk(9,1) 0. 0.00 0.00 0.00 0.00 100.00%
<1>disk(8,3) 0. n,00 0.00 0.00 0.00 100.00%
{1>disk(8,2) 0. 0.00 0.00 0.00 0.00 100.00%
<1>disk(8,1) 0. 0.00 “0.00 0.00 0.00 100.00%
<1>disk(7,3) 0. 0,00 0.00 0.00 0.00 100.00%
<1>disk(7,2) 0. 0.00 0.00 0.00 0.00 100.00%
<{1>disk(7,1) 0. 0.00 0.00 0.00 0.00 100.00%
<{1>disk(6,3) 0. 0.00 0.00 0.00 0.00 100.00%
<1>disk(6,2) 0. 0.00 0,00 0.00 0.00 - 100.00%
<{1>disk(6,1) 0. 0.00 0.00 0.00 0.00 100.00%
{1>disk(5,3) 0. 0.00 0.00 0.00 0.00 100.00%
<1l>disk(5,2) 0. 0.00 0.00 0.00 0.00 100.00%
<{1>disk(5,1) s 0.00 0.00 0,00 0.00 100.00%
<1>disk(4,3) 0. 0.00 0.00 0.00 0.00 100.00%
{1>disk(y4,2) 0. 0.00 0.00 0.00 0.00 100.00%
{1>disk(4,1) .. 0.00 0.00 0.00 0.00 100.00%
<1>disk(3,3) 0. 0.00 0.00 0.00 0.00 100.00%
<1>disk(3,2) 0. 0.00 0.00 N.0o0 0.00 100.00%
{1>disk(3,1) 0. 0.00 0.00 0,00 0.00 100.00%
<{1>disk(2,3) 0. 0.00 0.00 n.00 0.00 100,00%
<1>disk(2,2) 0. 0.00 0.00 0.00 0.00 100.00%
{1>disk(2,1) 0. 0.00 0.00 0.00 0.00 100.00%
<1>disk(1,3) 0. N.00 0.00 0.00 0,00 100.00%
{1>disk(1,2) 0. 0.00 0.00 0.00 0.00 100.00%
<1l>disk(1,1) 0 0.00 0.00 0.00 0.00 100.00%



{i>tape7(2,2)

{1>tape7(2,1)
{1>tape7(l,3)
{1>tape7(1,2)
{1>tape7(l,1)
{1>tape9(7,3)
{1>tape9(7,2)
{1>tape9(7,1)
<1>tape9(6,3)
{1>tape9(6,2)
{1>tape9(6,1)
{1>tape9(5,3)
<1>tape9(5,2)
{1>tape9(5,1)
{1>tape9(L,3)
{1>tape9(h,2)
<1>taped(L,1)
<1>tape9(3,3)
{1>tape9(3,2)
{1>tape9(3,1)
<1>tape9(2,3)
<{1>tape9(2,2)
<1>tape9(2,1)
<1>tape9(l1l,3)
{1l>tape9(1,2)
{1>tape9(1,1)

r 1815 157.809

204049419

e ®» ® 3 ® & ® e # ® ® @ 9
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e ® ° & 8

8.

0.00
0.00
n.no
0.00
N.00
0.00
0.00
0.00
0.n0
n.00
N.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
1.00

" L,00

2.00
1.00
4L.00
2.00

2.22
1.16

100.00%
100.00%
100.007%
100.00%
100.00%
82.63%
82.63%
82.63%
82.63%
82.63%
82.63%
85.00%
85.00%
85.00%
75.63%
75.63%
75.63%
61.80%
61.80%
61.30%
70.14%
70.147%
70.14%
53.60%
53.607%
53.60%





